STUDIA UNIVERSITATIS

BABES-BOLYAI

HYSICA

2/2016




STUDIA
UNIVERSITATIS BABES-BOLYAI
PHYSICA

2/2016
December



EDITORIAL OFFICE OF STUDIA UBB PYSICA:
1, M. Kogalniceanu St., Cluj-Napoca, ROMANIA, Phone: +40 264 405300
http://www.studia.ubbcluj.ro/serii/physica/index _en.html

EDITOR-IN-CHIEF:

Professor Aurel POP, Ph.D., Babes-Bolyai University, Cluj-Napoca, Romania

EDITORIAL BOARD:

Professor Simion ASTILEAN, Ph.D., Babes-Bolyai University, Cluj-Napoca, Romania

Professor Istvan BALLAI, Ph.D., The University of Sheffield, United Kingdom

Zoltan BALINT, Ph.D., Ludwig Boltzmann Institute Graz, Austria

Professor Titus BEU, Ph.D., Babes-Bolyai University, Cluj-Napoca, Romania

Prof. Boldizsar JANKO, Ph.D., University of Notre Dame, USA

Professor Emil BURZO, Ph.D., Babes-Bolyai University, Cluj-Napoca, Romania,
member of Romanian Academy

Professor Vasile CHIS, Ph.D., Babes-Bolyai University, Cluj-Napoca, Romania

Professor Olivier ISNARD, Ph.D., University J. Fourier & Institut Neel, Grenoble,
France

Professor Ladislau NAGY, Ph.D., Babes-Bolyai University, Cluj-Napoca, Romania

Professor Zoltan NEDA, Ph.D., Babes-Bolyai University, Cluj-Napoca, Romania

Professor Jurgen POPP, Ph.D., Dr.h.c., Institute of Physical Chemistry, Friedrich-
Schiller-University Jena, Germany

Professor Gydrgy SZABO, Ph.D., Research Institute for Technical Physics and
Materials Science, Hungarian Academy of Sciences, Budapest, Hungary

Professor Simion SIMON, Ph.D., Babes-Bolyai University, Cluj-Napoca, Romania

Professor Romulus TETEAN, Ph.D., Babes-Bolyai University, Cluj-Napoca, Romania

Professor Dietrich ZAHN, Ph.D., Dr.h.c., Technical University, Chemnitz, Germany

EXECUTIVE EDITOR:

Lecturer Claudiu LUNG, Ph.D., Babes-Bolyai University, Cluj-Napoca, Romania



YEAR Volume 61 (LXI) 2016
MONTH DECEMBER
ISSUE 2

STUDIA
UNIVERSITATIS BABES—BOLYAI

PHYSICA

2

Dedicated to Professor Dr. Sorin Dan Anghel on His 65th Anniversary

STUDIA UBB EDITORIAL OFFICE: B.P. Hasdeu no. 51, 400371 Cluj-Napoca, Romania,
Phone + 40 264 405352

CUPRINS — CONTENT - SOMMAIRE - INHALT

A. POP, Foreword: Anniversary of Professor Sorin Dan Anghel ... 5
M. ABDALLA, LARISA MILENA TIMBOLMAS, N. LEOPOLD, SANDA CIMPEAN,
V. CHIS, Excited State Properties of the Camphorquinone Photoinitiator ........... 7
S. BORBELY, Nonuniform Numerical Grid for the Numerical Solution of the
SChrEdiNGer EQUALION ...........ooo..ooeeoeeeoeoeeeoeeeeoeeeeoeeeeeeeeeeoeeeeoeeee oo 21

R. DUDRIC, G. SOUCA, I.G. DEAC, R. TETEAN, Magnetocaloric and Magnetic
Properties of Nanocrystalline Lao.75Pbo.2sMnQs Synthesized by High
Energy Ball MIIlING ... 31



E. FILEP, L. KENEZ, N. KUTASI, L. FERENCZ, Formation of Ammonia in a Linear
Plasma Reactor

I. GROSU, Spin Susceptibility in Two Dimensions

R. HIRIAN, S. MICAN, O. ISNARD, L. BARBU, V. POP, Effect of Starting Powder
Premixing on the Interphase Exchange Coupling in NdzFe14B + 10 WT % Fe
Nanocomposites Obtained Trough Mechanical Milling

A.S. MARE, A. MARCU, On the Structure and Stability of Neutron Stars. A
General Relativistic Approach

GABRIELA SOUCA, S. MICAN, A. STEFANCU, V. CHIS, R. TETEAN, N. LEOPOLD,
Structural and Magnetic Characterization of FesO, Nanoparticles
Synthesized at Room Temperature

M. TODICA, C.V. POP, O. BALIBANU, Simple Method for Investigation of Low

Frequency Damped Oscillations of EIGStOMErs.........ccccccccvuveeeeciieeeeicineennnns

A.M. JUNCAN, C. LUNG, Formulation and Optimizing of a Anti-Aging

(000X 10 T=1 1 (ol 61 g =2 | ¢ J S

39

49

55

65



STUDIA UBB PHYSICA, Vol. 61 (LXI), 2, 2016, pp. 5-6
(RECOMMENDED CITATION)

Foreword

Anniversary of Professor Sorin Dan ANGHEL

Professor Sorin Dan ANGHEL was born in 1951, Sighisoara, Romania, and
graduated Babes-Bolyai University Cluj-Napoca in 1975. After graduating Faculty
of Physics, he was assigned by the Ministry of Education to work as a physicist in
industry at Geologic and Geophysics Prospections for Hydrocarbons Enterprise,
Bucharest (1975-1979). Between 1979-1987 continued to work as a physicist at
Heavy Machinery Factory, Cluj-Napoca. Since 1984 to 1991 he held activities at
Research Institute for Analytical Instrumentation (ICIA) Cluj-Napoca, as Senior
Research Scientist Il in Laboratory for Gas Discharges and Atomic Spectroscopy.
Prof. S.D. Anghel earned in 1991 his PhD in Physics.

Since 1991 worked at Babes-Bolyai University, Faculty of Physics as
teaching assistant professor (1991-1999), associate professor (1999-2003) and
professor (2003-present), respectively.

Professor Sorin Dan ANGHEL presented courses, lectures and laboratory
for disciplines: Electronics, Instrumentation and sensors and Plasma Physics.

Understanding the importance of modern directions in science and
technologies, he introduced new information from the field of applied physics, in
sensors and electronic courses. The courses are very clearly presented and at high
scientific level. The teaching activities performed by Sorin Dan ANGHEL are much
appreciated by the students.

At doctoral school presented lectures on “Nanostructures and polymeric
systems”, and in the position of PhD coordinator he supervised doctoral theses.

The scientific research activity of Sorin Dan ANGHEL is directed over
plasma study, particularly over the radiofrequency(RF) plasmas generated at
atmospheric pressure in argon, helium, air etc.

The main directions of research are:

a) The building of devices for generating of Inductively Coupled Plasma (ICP) -
27.12 MHz, 1-3 kW, Capacitively Coupled Plasma (CCP) - 10 MHz, 0.5-80 W,
Dielectric Barrier Discharge (DBD) - 20 kHz-2 MHz, 1-20 W and Plasma in/on
Liquids - 10 MHz, 16 W, respectively;
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b) Fundamental studies over the generated plasmas: plasma parameters,
electrical modelling, studies based on Fourier analysis of the influence of
the plasma on the waveform of generated oscillations by the RF oscillator;

c) Applications of generated plasmas at : spectral sources for analysis of liquid
samples, spectral sources for direct analysis of conductive an nonconductive
solid samples, treatment of microorganisms by non-thermal capacitively
coupled plasma, nanoparticle synthesis, dyes degradation and plasma
activated water.

The scientific results of Prof. Sorin Dan ANGHEL were published in 60 papers
in ISI quoted journals (J. Phys. D: Appl. Phys., Plasma Sci. Technol., IEEE Transactions
on Plasma Science, J. Nanopart. Res, J. Electrostat., Spectrochim. Acta Part B, Nucl. Instr.
and Methods in Phys. Research Sect. B, Plasma Sourc. Sci. and Technol., Meas. Sci.
Technol., J. Anal. At. Spectrom., Mikrochimica Acta, Analytical Letters, Talanta,
Roum. Journ. Phys., etc.). He has Hirsch indices H=10 (Scopus 2017).

His theoretical and experimental researches as well as his pedagogic
experience were fructified into a series of 10 books, frequently used by the students
in area of their courses. These are remarkable for their accuracy and clarity as well as
scientific level the monographies: “Plasma physics and applications”, “Fundaments
of analogic and digital electronics” (Cluj, Romania, University Press 2001 and 2007),
and Thermally Non-aggressive Atmospheric Pressure Plasma (LAP LAMBERT Academic
Publishing, Saarbrucken 2013).

Professor Sorin Dan ANGHEL is member of Romanian and international
scientific societies as: Romanian Physical Society, European Physical Society, Balkan
Physical Society.

He has held several management positions: Dean of the Faculty pf Physics,
Cluj-Napoca, Head of the Plasma Physics Laboratory, Senat member of “Babes-Bolyai”
University, Member of Faculty of Physics Council.

Professor Sorin Dan ANGHEL has extensive experience in the management of
national / international scientific projects, gaining many scientific contracts and grants.

Professor Sorin Dan ANGHEL was member of the Editorial Board of Journal
Studia UBB Physica, and reader to a series of international scientific journals. He
was invited to sustain plenary presentations at many national and international
meetings and conferences.

Today, at sixty-five years old, Prof. Sorin Dan ANGHEL continue his scientific
activity work with doctoral students.

Happy birthday and all the best!

Prof.dr. Aurel Pop

Dean-Faculty of Physics
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EXCITED STATE PROPERTIES OF THE CAMPHORQUINONE
PHOTOINITIATOR

M. ABDALLA?, LARISA MILENA TIMBOLMAS?, N. LEOPOLD?,
SANDA CIMPEAN?®, V. CHIS**

ABSTRACT. The photophysics of the photoinitiator Camphorquinone was investigated
computationally in this work, by using time-dependent Density Functional Theory
methods. DFT calculations. We fully assigned the UV-Vis electronic transition of the
Camphorquinone monomer. Moreover, the emission energy as well as the
structural differences between the geometries of the molecule in the ground and
excited state have been analyzed.

Keywords: Camphorquinone; photo-initiator; excited state; TD-DFT

1. INTRODUCTION

The commonly used resin based composites (RBCs) in dentistry are based
on poly methyl methacrylates filled with particles whose role is to give strength, wear
resistance and the reduction of the polymerization shrinkage [1, 2]. Basically, a
dental composite contains a resin based matrix, fillers and coupling agents. The resin
based matrix (Fig.1) consists of monomers (e.g., Bisphenol A-glycidyl methacrylate
(Bis-GMA), Urethane dimethacrylate (UDMA)), low viscosity co-monomers like
Triethylene glycol dimethacrylate (TEGDMA), initiators, co-initiators, inhibitors
and pigments.

9 Babes-Bolyai University, Faculty of Physics, 1 Kogdlniceanu, Cluj-Napoca, Romania

b Department of Conservative Dentistry and Endodontics, Faculty of Dental Medicine, luliu Hatieganu
University of Medicine and Pharmacy, 33 Motilor, Cluj-Napoca, Romania

* Corresponding author: vasile.chis@phys.ubbcluj.ro
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Enamel
N silica based filler particles
I Coupling agent - interfacial film of silane
Resin based matrix
Monomers (e.g. bis-GMA)
Initiators
Co-initiators
Inhibitors
Pigments

Fig. 1. Ingredients of the composite materials used in dentistry

Polymerization Initiators (photosensitizer) for new composites are chemical
compounds able to absorb light and to initiate the polymerization process. Even
though there are three primary absorbers in the composite (the initiator, the
monomer/co-monomer resin and the pigment added to achieve the correct tooth
shade) only the light absorbed by the initiator will be used in the photo-curing
process [3].

One of the most used initiator in the commercially available composites is
Camphorquinone (CQ, Fig.2), for which the absorption range corresponds to visible
light wavelength between 400-500 nm, with Amax at about 470 nm. CQ abstracts a
hydrogen atom from the tertiary amine added as co-initiator, resulting in free-radical
generation. Obviously, the optimum efficiency is obtained when the absorption
peak of the photoinitiator is in resonance with the spectral emission from the light
curing unit.

Polymerization co-initiator is a chemical compound that interacts with the
activated camphorquinone to produce reactive species able to initiate and sustain
the polymerization process. The type of co-initiator as well as the photoinitiator/
coinitiator ratio can affect drastically the degree of conversion, polymerization
rate or the biocompatibility of the materials [4].
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Fig. 2. Optimized molecular structure of Camphorquinone at
B3LYP/6-311+g(2d,p) level of theory

Tertiary amines are commonly used as co-initiators in the resin-based
composites. Examples of such amines used in the photoactivated composites are
basically Dimethylaminoethylmetacrylate (DMAEMA) and Ethyl-4-dimethylamino-
benzoate (EDMAB, see Fig. 3).

™
(&

Fig. 3. Optimized molecular structure of EDMAB at B3LYP/6-311+g(2d,p) level of theory

In this work, we aimed to shed more light on the excited state of
camphorquinone photoinitiator. For this purpose we calculated both, the absorption
and emission energies for this compound and compared the computational data
to the reported experimental results [5, 6]. Also, an analysis of the electronic
transitions is included here, as well as the geometry of the molecule in its first
excited state.
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2. COMPUTATIONAL DETAILS

Absorption spectrum and the geometry of the CQ in the first excited state
was calculated using the time-dependent DFT (TD-DFT) methodology [7], implemented
in the Gaussian09 package [8]. For these purposes we used the B3LYP functional [9-12],
coupled with the 6-311+g(2d,p) basis set.

The simulated UV-vis spectrum of CQ in the 140-500 nm range has been
obtained by summation of the contributions from transitions to the first 30 singlet
excited electronic states. The UV spectral line-shapes were convoluted with Gaussian
functions with FWHM of 0.44 eV.

The nature of the excited states has been analyzed using the Natural
Transition Orbitals (NTO) formalism proposed by Martin [13], that offers compact
description of the electronic excitations with the advantage that only one or two
occupied/virtual pairs of orbitals are enough for a clear interpretation of the physical
nature of the excited states involved in absorption and emission processes [14].

The solvent effects have been considered by using the implicit Polarizable
Continuum Model (PCM) [15].

All the calculations have been performed with the Gaussian Rev E.01 [8]
software package and the results have been analyzed using the GaussView program
[16].

Figures representing the structures of CQ were have been created using
the Mercury 3.3 [17] software package.

3. RESULTS AND DISCUSSIONS
3.1 Absorption spectrum of Camphorquinone

Camphorquinone (CQ) is widely used as a type Il photoinitiator for the
photocuring of restorative dental composite resins [18, 19]. The excitation energy
of the photoinitiator must be in resonance with the energy of the photons emitted by
the lamps or LEDs used for curing. Moreover, another important requirement is to
have no competing absorptions by the components of the composites at the excitation
energy of the photoinitiator. Thus, from practical applications, information about
the photoinitiator absorption spectrum is essential [20 NeuO5]. From fundamental
perspective, of great importance is also the geometry change of the photoinitiator
as a result of electronic excitation.

10
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The UV-Vis spectra of CQ were reported recently by Longhi et al. [5] in
ethanol, Okulus et al. in chloroform and in methanol [6]. The experimental spectra
show a weak transition around 470 nm, with a slight influence of the solvent.

Fig. 4 illustrates the calculated absorption spectrum of CQ in acetonitrile,
at PCM-B3LYP/6-311+G(2d,p) level of theory. The most intense electronic transitions
for this compound occur in the UV range. A weak transition is calculated at 484 nm, in
the visible range and this corresponds to the Amax of CQ and it is correlated to the
activating energy of the photoinitiator. Both, the band position and molar
absorptivity for this transition are in excellent agreement with the experimental
data.

Acetonitrile was used as solvent because of its polar aprotic nature (dipole
moment: 3.92D), and consequently it will hardly be involved in intermolecular
hydrogen bonds with the CQ monomers. For comparison purposes, ethanol was also
used as implicit solvent but no significant difference was observed in the calculated
UV-Vis spectrum compared to acetonitrile.

25000
200 4
O
w0
20000 - 1%
Ny e
5 %o
< 15000 - §
= : o
5 = N E
& 10000 - N
g ]
100 1.%0 2(’)0 2.%0 3(')0 3%0 4(‘)0 45‘)0 5(‘)0 5.“)0 6(‘)0
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5000 - 2 o
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] ON <«
| VIAZ_ ¢ 3
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Fig. 4. B3LYP/6-311+g(2d,p) calculated absorption spectrum of camphorquinone
in acetonitrile (PCM was used as solvent model; inset: zoom
in the low-values region of the molar absorptivity)
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All the calculated excitation energies of the CQ monomer in acetonitrile
are listed in Table 1. To better understand the properties of the excited states of
CQ we obtained the NTOs based on the calculated density matrices.

As seen in Fig. 4 and Table 1, the most intense transitions appear at
wavelengths between 130 and 260 nm and they are due to transitions to S26, S19,
S11, S5 and S3 excited states. S3, S5 and S11 excited states involve the frontier
orbitals HOMO and LUMO as final or initial state of transition, while the S19 and S26
states imply transition between either low lying occupied orbitals like HOMO-10,
HOMO-12 and HOMO-14 or to high unoccupied orbitals like LUMQO9. On the other
hand, the transition corresponding to the excitation to the S2 state is predicted at
272 nm and it is due to the HOMO-1-> LUMO and HOMO-2-> LUMO transitions
with 63 % and 13 % contributions, respectively.

The state of interest for CQ as a photoinitiator is S1, with the calculated A =
484 nm, resulted as a 97 % HOMO-LUMO transition. As seen in Fig. 4, this transition,
but also the transition to the S2 state is characterized by a much lower molar
absorptivity than the excitations calculated at lower wavelengths.

Table 1. Theoretical UV-Vis absorption spectral data calculated for the CQ monomer
and in acetonitrile at PCM-B3LYP/6-311+G(2d,p) level of theory

Excited state A(nm) ) transitions® Contributions (%)
S1 446.0 0.0003 H>L 97
H-1-2>L 63
S2 272.0 0.0002 HooSL 13
H-2>L 60
S3 214 0.0084 H-3SL 29
S5 190 0.0265 H-3>L 65
S11 172 0.0484 H2>L+2 60
H-10>L 12
S19 151 0.0285 H-1 149 11
H-14->L 45
S26 142 0.0972
H-12>L 8
3 only those transitions corresponding to the bands reported in Fig. 3.2.1.1 are included
' H-HOMO and L - LUMO
9 only the first two major contributions are included

12
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Thus, the calculated ¢ values for S1 and S2 transitions (29.6 and 19.9 M'cm?,
respectively) is about three order of magnitudes lower than those corresponding
to the higher energy transitions (23287 Mlcm™ for the S26 state). The experimental
¢ value reported for S1 transition of CQ in ethanol [21] is 28 M'cm™ and the
experimentally reported Amax for CQ are: 470 nm in chloroform [6] and ethanol
[21] and 472 nm in toluene [22].

Commonly, in order to describe a particular transition to an excited state
one uses the molecular orbitals. However, for some transitions there can exist
more contributions to that particular transitions, making very difficult the analysis
of based on the frontier MOs. An alternative is to use the natural transition
orbitals (NTOs) which are a transformed version of the canonical orbitals and can
be calculated on the basis of the transition densities [23]. This formalism offers
compact description of the electronic excitations with the advantage that only
one or two occupied/virtual pairs of orbitals are enough for a clear interpretation
of the physical nature of the excited states involved in absorption and emission
processes. The advantage of using NTOs is that a particular transition can be
described by using a single pair of such orbitals — one occupied and one unoccupied.

It is a common practice to denote the occupied NTOs as “hole transition
orbitals” and the unoccupied NTOs as “particle transition orbitals” [24, 25]. Fig. 5
illustrates the NTOs for the main electronic transitions of CQ monomer in acetonitrile.

Quantum chemical calculations give a clear picture of the emergence of
electronic transition to S1 state. Thus, as observed in Fig. 5, both, the hole and particle
NTOs are delocalized onto the ketone groups of CQ. Moreover, the particular shapes
of the two NTOs suggest a n -> rt* transition, that is, an electronic transition described
as promotion of an electron from a non-bonding (lone-pair) orbital localized on the
oxygen atoms of CQ to the antibonding m* orbital, also localized mainly on the
two oxygen atoms.

3.2. Emission energy and fluorescence lifetime of Camphorquinone

The excitation energy and the identity of the molecular orbitals involved
are only a part of the parameters used to describe the molecular excited states.
Other important parameters of the excited states are the (vertical) emission
energy and fluorescence lifetime. Both of them are very sensitive to the molecular
conformation or to the environment of the chromophore. While the emission
energy can be routinely measured, obtaining the experimental values of the
fluorescence lifetime is much more challenging but it still can be done by using
time-resolved fluorescence technique.

13
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From computational point of view, the calculation of these parameters imply
geometry optimization of the molecule in a particular excited state. Nowadays,
such calculations can be done using high performance computers.

Figure 6 summarizes the points on the ground and excites potential
energy surface that need to be calculated for obtaining the emission energy.

Particularly, for estimating the vertical emission energy we need the
energy minimum on the potential surface of the excited state and the energy
calculated on the geometry of the excited state. The difference between the two
values gives the vertical emission energy.

Energy|
A\
EES(RSS) / ‘
/ Ercorg—ES
EES(RES) 3EZPVE(RES)
[EGS(RES) \GS
Ereorg-GS
EGS(RGS) IEZPVE(RGS)
RGS RES Geometr:y

Fig. 6. Ground and excited states energies necessary to be computed
for obtaining the emission energy of a molecules

Based on the model of vertical transitions, the radiative emission rate k.
can be obtained by [26]:
3
_ ﬁAE )

T 3C_3#10

where c is the speed of light, , AE is the energy of the S1 = SO transition and g is
the dipole strength. AE and pio must be evaluated at the energetic minimum
corresponding to the excited state [27].

14
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Having obtained ki, the radiative fluorescence lifetime is calculated as 1, =
1/ k..

Table 2 summarizes the calculate parameters necessary for the estimation
of the vertical emission energy and the radiative fluorescence lifetime.

We have to mention that no experimental result was reported in the
literature related to the fluorescence lifetime of CQ. Our estimation for the radiative
part of the fluorescence lifetime is very large compared to other molecules and this is
due to the very low value of the dipole strength and consequently, of the oscillator
strength f. The experimentally estimated value for the radiative lifetime of CQ was
obtained on the basis of the Strickler-Berg formula [28]:

1
— =288-10%n2 < ;3 >71 %f e(v) d In(v)
Tr Yes

where the integration is done over the entire absorption band of the fluorophore,
n is the refracive index of the solvent, vo is the wavenumber corresponding to the
absortion maximum, € is the molar absorptivity of the fluorophore, ggs and ges are
the degeneracies of the ground and excited states, respectively.

The quantity can be calculated as:

[v3 F(v)dv

<Pp3>"1l=
0 [F(v)dv
where F(v) is the intensity of the fluorescence signal.

Table 2. PCM-B3LYP/6-311+G(2d,p) calculated parameters for the excited state of
camphorquinone in acetonitrile

Calculated Experimental

Hio? (a.u.) 0.0097 n.a.
f 0.0003 n.a.
Aabs (NM) 446 469
Aem (NM) 502 514
T (ns) 6451 5133
)] n.a. n.a.
Tt (ns) n.a. n.a.
Tnr (NS) n.a. n.a.
Alsiokes (nmM) 56 45

15
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3.3. Geometry of the ground and excited state

The experimental geometry of Camphorquinone has been retrieved from
the The Cambridge Crystallographic Data Centre (CCDC) (Refcode: CAMPQU, CCDC
number: 1120029) [29]. The molecule crystallizes in the 12 space group with the
unit cell parameters: a = 12.081 A, b=6.731A, c=23.43 A, a =90°, B = 96.25°
andy =90°.

Experimental and calculated geometrical parameters (bond lengths and
valence angles) of CQ are summarized in Table 3. Besides the parameters of the
ground state (SO) in gas-phase and acetonitrile we included also the parameters of
the first excited state of CQ. As easily can be observed, the geometrical parameters
of the ground state geometry are well reproduced by calculations. The largest
discrepancies between the experimental and computed data are noted for the C3-
C7 bond length and the C3C2012 bond angle. Such discrepancies can be attributed to
the fact that the calculations were performed on a single molecule and such a
model cannot capture the intermolecular interactions inherent in solid phase.

Table 3. Experimental and B3LYP/6-311+G(2d,p) calculated geometrical
parameters of Camphorquinone

Geometrical Experimental Calculated B3LYP/6-311+G(2d,p)
parameter X-ray SO (gas-phase) | SO (acetonitrile) | S1 (acetonitrile)
C1-C2 1.554 1.571 1.569 1.492
C2-C3 1.511 1.516 1.506 1.549
C3-C4 1.535 1.554 1.557 1.552
C4-C5 1.535 1.556 1.554 1.557
C5-C6 1.549 1.562 1.566 1.559
C6-C7 1.558 1.577 1.580 1.558
C3-C7 1.533 1.561 1.564 1.544
C7-C8 1.522 1.537 1.536 1.534
C7-C9 1.537 1.532 1.532 1.546
C6-C10 1.510 1.515 1.516 1.513
C6-C1 1.496 1.527 1.517 1.581
C1-011 1.204 1.200 1.205 1.223
C2-012 1.179 1.200 1.205 1.227
cicacs 102.9 103.6 103.9 104.4
C2C3C4 103.5 104.5 104.3 104.6
C3C4C5 103.1 130.4 103.5 102.7
C4C5C6 105.3 104.6 104.7 103.9
C5C6C1 103.6 103.3 103.0 103.0

16
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Geometrical Experimental Calculated B3LYP/6-311+G(2d,p)
parameter X-ray SO (gas-phase) | SO (acetonitrile) | S1 (acetonitrile)
C5C6C7 101.8 102.1 102.0 102.9
C5C6C10 115.9 115.1 115.1 115.9
C6C1C2 105.4 104.5 104.8 104.5
C6C7C8 113.4 113.3 113.3 115.0
C6C7C9 113.0 114.0 113.9 113.0
C6C1011 130.4 129.2 130.1 126.8
C3C2012 131.0 126.3 130.8 127.7

* bond lengths in A; angles in degrees

We were also interested in the change of CQ's geometry as a result of
electronic excitation. For this purpose, the geometry of CQ was optimized in
acetonitrile in ground (S0) and the first excited state (S1). Fig. 7 shows the two
superimposed optimized geometries.

RMSD: 0.0472

Fig. 7. left: Superimposed B3LYP/6-311+G(2d,p) of CQ in acetonitrile in ground state and
excited state (light green); right: atom number scheme for CQ

According to theoretical results, the geometry of CQ is slightly distorted in
the excited state, quantitatively, the average root mean square deviation (rmsd)
between the backbone atoms being 0.0472 A. The only geometrical parameters
affected in an appreciable manner are the C1-C2 and C6-C1 bond lengths and the

17
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bond angles involving the oxygen atoms (C6C1011 and C3C2012). Less deviations
can be observed for the bonds involving the C7 atom (shortening of about 0.02 A)
and also, for the two C=0 bonds which suffer a lengthening of cca. 0.02 A. This
distortion of the geometry in the S1 excited state is reflected in the relatively
small Stokes shift observed for the calculated (and experimental) absorption and
emission spectra of CQ (see Table 3.).

4. CONCLUSIONS

Absorption and emission spectra of the photoinitiator camphorquinone
have been calculated at TD-DFT-B3LYP/6-31+G(2d,p) level of theory. The
transition to the first excited state of Camphorquinone is an n>m’ transition and
it was explained on the basis of the natural transition orbitals. The calculated
electronic absorption energy (Amax = 484 nm) was in excellent agreement with the
available experimental data.

The vertical emission energy (514 nm), as well as the radiative fluorescence
lifetime (6.45us) has been computed for CQ. The most important structural
parameters affected by the transition to the first excited state are those describing
the two carbonyl groups.
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NONUNIFORM NUMERICAL GRID FOR THE NUMERICAL
SOLUTION OF THE SCHRODINGER EQUATION

S. BORBELY"

ABSTRACT. In the present work the numerical grids used during the numerical
solution of the Schrédinger equation will be investigated. It will be shown, that by
employing a nonuniform optimized numerical grid the number of gridpoints and
implicitly the computational effort for the solution of the Schrodinger equation can
be significantly reduced. As a test system the harmonic oscillator, and the finite-
elements discrete variable representation (FEDVR) numerical will be used, but the
obtained results can be extended to other systems and numerical grids too.

Keywords: ab initio solution of Schrédinger equation, numerical grid optimization,
harmonic oscillator

INTRODUCTION

The processes induced in atomic systems by ultrashort high intensity laser
pulses are highly nonlinear [1,2]. The theoretical investigation of these processes
(ex. multiphoton ionization, tunneling and over the barrier ionization, high harmonics
generation) is a complicated task due to the non-linearity. Since the theoretical
models developed for the description of the interaction between traditional light
sources (thermal sources, discharge lamps, low intensity lasers, synchrotron radiation)
are suitable only for the description of linear processes (i.e. single photon ionization),
the development of a new generation of theoretical models became necessary. In
the last few decades a large number of theoretical models were developed for the

* Babes-Bolyai University, Faculty of Physics, Kogalniceanu Street 1, 400084 Cluj-Napoca, Romania;
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theoretical description [1,2] of the above mentioned nonlinear processes, which
can be divided into two groups. The first group is formed by the models which are
based on the approximate solution of the time-dependent Schrédinger equation.
The advantage of these models is that there can be relatively easily computed, and
they provide qualitatively good results. However, they have disadvantages too: In
most of the cases they do not provide quantitative agreement to the experimental
data, and they can not describe all the nonlinear processes simultaneously. The
second group is formed by the models, which are based on the ab initio numerical
solution of the Schrodinger equation. These models provide results with excellent
agreement with the experimental data, however, they imply a large computational
effort. The Schrédinger equation for systems with a single active particle (electron)
can be solved numerically on a simple workstation, however for larger systems with
2 or more active particles high performance computing clusters are required.

The models based on the ab initio solution of the Schrodinger equation
have two major components: the first is the numerical grid (or numerical basis) on
which the wave function is represented, while the second is the method which is
used for the time-propagation of the wave function. The optimal implementation
of these two components can significantly reduce the computational effort needed
for the solution of the Schrodinger equation.

For the time-propagation there is a large set of advanced and highly
optimized methods (Crank-Nicolson [3], short-iterative Lanczos [4], Adams-Bashforth-
Moulton [5], etc.) available, which can be implemented with adaptive time-steps.
In the case of these time propagators there is little room for further optimization.
In contrast to this, the currently used numerical grids for the representation of the
wave function can be further optimized. Compared to the simplest approach (finite
difference representation — i.e. equidistant numerical grid) the more elaborate
approaches (b-spline basis [8], finite-element discrete representation — FEDVR [6,7])
perform much better, achieving a significant performance increase of the numerical
program. In the atomic physics community the use of FEDVR [6,7] or b-spline [8]
discretization is a well spread practice during the numerical solution of the time-
dependent Schrédinger equation. In most of these cases the finite elements (FEDVR)
or the basis nodes (b-spline) are uniformly distributed. In some cases a denser grid
is used in the vicinity of the nucleus, with a monotonously decreasing density as we
depart from the center.

Here, in the framework of the FEDVR representation an approach for the
further optimization of the numerical grid will be presented. As the result of this
optimization, the number of gridpoints (FEDVR basis) which are required for the
high precision representation of the ground state wave function of the chosen
system (one-dimensional harmonic oscillator) is significantly reduced.
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The present work is structured as follows: After this short introduction, in the
Theory section, the discretization of the Schrodinger in the FEDVR basis is presented.
This is followed by the introduction of the negative imaginary time propagation
method, which will be used for the calculation of the ground state of our system. At
the end of the section the optimization algorithm is presented. In the next section
the numerical convergence test for the homogeneous FEDVR grids and the results
of the numerical grid optimization are presented, while in the last section conclusions
are drawn. Throughout the paper atomic units are used.

THEORY AND METHODS

In order to test the grid optimization algorithm one of the simplest physical
systems, the one dimensional harmonics oscillator was chosen. The Hamiltonian of
this system has the following form:

2 2
a--9 X (1)

20x* 2
where the mass and the elastic constant of the oscillator is set to 1. The harmonic
oscillator was chosen, since the analytical form of it’s eigenstates is known, which
later on can be used as reference in order to asses the precision of the numerical
solution. The stationary Schrodinger equation for our harmonic oscillator has the

following form:

Hy(x)= Ey(x), )

where z//(x) is the wave function, while E is the energy of the oscillator. The
analytical solution of the eigenequation (2) are known. From these solutions the
wave function describing the ground state of our oscillator is given:
v, (x)= 7[_]/46_XZ/2. (3)
The first step during the numerical solution of Eq. (2) is the discretization of
the wave function, i.e. how the continuous wave function is represented by a finite
set of real numbers, which can be stored in a computer. Here one of the most advanced
discretization approach, the finite element discrete variable representation (FEDVR)
is used. In the framework of this approach [6,7,9] the configuration space is divided
into finite elements (i.e. into segments with variable length), and inside each
segment the wave function is represented in local polynomial basis. The polynomial
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Fig. 1. The illustration of the FEDVR grid

polynomials can be written as

basis functions are built on top of a set of local gridpoints (see Fig. 1), which are chosen
to be Gauss integration nodes. For each finite element the Lagrange interpolation

if xe [xl(i),x(i)]

M
(4)
elsewhere
where xﬁi) are the local gridpoints of the i-th finite element, and M is the number
of gridpoints (i.e. the number of basis functions) inside the finite element. Using
these polynomials the FEDVR basis can be defined as
i i—1
F9(x)= L) (x)+ L, (x)

W) i

if m=1

L9(x)

if m=2,.,M-1
)

m

(5)

L) (x)+ i (x)

W)

if m=M

where w(i)

m

are the integration weights corresponding to the x

(1)

m
With the help of this othonormal basis set the wave function can be expressed as

guadrature points.
p(x)= 2w e 1 (x),
ij

(6)
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there the cﬁ.i) expansion coefficients are simply the value of the wave function in the

(1)
J
result of the discretization, the Schrodinger equation (2) is transformed into a matrix
eigenequation:

corresponding gridpoints: ¢’ = l//(x_s.i)) Based on Eq. (6) it can be shown that, as the

HY = E¥YY (7)

where ¥ is the wave function vector (which contains as elements the value of the
wave function in the FEDVR gridpoints), and H is the Hamiltonian matrix. This way
the solution of the Schrédinger equation is reduced to the solution of a matrix
eigenequation, which is standard task in computational sciences. If all the eigenvectors
and eigenvalues are sought, then one of the standard linear solvers (lapack [10], SLEPc
[11]) can be used, which is a computationally expensive task for a large Hamiltonian
matrix. In contrast to this, when only the ground state of a Hamiltonian is searched,
an alternative approach, the negative imaginary time propagation (NITP) should be
used, which is much less expensive.

In the framework of the NITP approach an arbitrary initial guess of the wave
function (ex. a constant function) is propagated in negative imaginary time according to
the time dependent Schrodinger equation:

~Lyle)= A ®)
ot

During this propagation the initial guess will converge towards the ground state

wave function of the Hamiltonian. Since the NITP is non-unitary the wave function

should be normalized to 1 at each time propagation step.

The precision of the numerically obtained ground state wave function
depends on the parameters of the underlying numerical grid on which it is solved.
In the case of FEDVR grids, the solution depends on the finite element boundaries,
and on the number of basis functions inside the finite elements

l//;um (X)E l//;um(x’.xl(’l)_,.,x(Mn)’M)- (9)

Before the optimization of the solution, an optimization parameter should
be defined, which can measure the precision of the numerical solution. Based on
the exact analytical solution [see Eq. (3)] this measure can be defined as

A )= T
Ly

y, (x)— e (OF (10)
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which measures the deviation of the numerical wave function from the analytical
one. The goal of the present paper is to find the optimal values for the finite element
boundaries, for which € is minimal.

The optimization algorithm in the present paper is started from a uniform
FEDVR grid, where the size of each finite element is the same (x,(,i) —xl(i) =Ax).In

an optimization loop the position of the finite element boundaries are modified
by £0x one after the other. If as a result of a finite element boundary modification
¢ decreases, then the modification is accepted, otherwise it is rejected. The
optimization loop is repeated until none of the finite element boundary modifications
are accepted. Then, the modification step-size is refined (dx — dx/2), and the
optimization is continued. In the present paper this refinement is applied 5 times
after which the optimization is stopped.

RESULTS AND DISCUSSIONS

Since the Hamiltonian of the harmonic oscillator (1) is symmetric with
respect tox =0, the uniform FEDVR grid was chosen to be symmetric too:

Xin = xl(l) = —xj(;) =X while the

m

thus the size of the simulation box is x,,. = 2x

max’ max’

size of each finite element is Ax = x,, /n. For the sake of simplicity, throughout the
calculations the number of basis functions inside the finite elements was fixed to

M =9.

09 | 10-6
g 08 |
o 12
N 0T 0
)
45 06 |

-15

£ 05 | 10
<2
()
® 04 o
£ o3 L
T O

02 10-27

5 10 15 20 25
Simulation box size [a.u.]

Fig. 2. The precision of the numerical solution (€) as a function of the simulation
box size and of the size of the finite element.
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Before the application of the optimization algorithm the numerical
convergence tests should be performed for the uniform FEDVR grid. The precision
of the numerical wave function is shown as the function of the simulation box size
(x,,, ) and of the finite element size ( Ax) on Fig. 2, where it can be observed the

large basin of the parameter space, where the numerical solution is converged. For
the better understanding of the convergence properties cuts of the convergence
map were prepared. On Fig. 3 the convergence parameter is shown as a function of

the finite element size for fixed simulation box size x,, =30 a.u. It can be observed

that by increasing the density of the numerical grid, the precision of the numerical
solution can be increased by orders of magnitude. For the finite element size of
0.125 a.u. the convergence parameter reached the 102° limit and it’s further
significant decrease is limited by the double precision floating point representation
of real numbers in the computer program. Next, the convergence parameter is
shown as a function of the simulation box size for fixed finite element size
(4x=0.125). It can be observed the numerical wave function is converging fast as
the size of the simulation is increased. For the simulation box sizes larger than 15
a.u. the precision of the numerical wave function can not be increased further, since
it is limited by the precision imposed by the numerical grid density.

10 -12

1015
1018 ¢
10718 ¢
102t
1024 L

1024 |

Convergence parameter -

10 -27 L L L . . L L L
01 0.2 0.3 0.4 05 0.6 0.7 0.8 0.9 1

Finite element size [a.u.]

Fig. 3. The precision of the numerical solution as a function of Ax for fixed x, . =30 a.u.

Based on the above conclusions the optimization algorithm is applied for a
simulation box size fixed at x,, =16 a.u. During the optimization the symmetry of

27



S. BORBELY

the Hamiltonian is exploited, which reduced significantly the parameter space (the
number of free parameters is reduced by half). The initial value of the finite element

boundary modification size was set at ox = 0.02 a.u., which was refined 5 times.

100 . . . . .
G
106 [
lo '12 L

1018 ¢

10 21

10 27 L

1
i
i
1

Convergence parameter - €

10 -30

5 10 15 20 25 30
Simulation box size [a.u.]

Fig. 4. The precision of the numerical solution as a function of x,  forfixed 4x=0.125.

The results of the optimization are summarized in Table 1, where for
different grid densities (i.e. for different gridpoint numbers ng ) the precision of

the of the numerically obtained wave functions are shown for homogeneous (¢,,,, )
and for optimized grids (501,;)- From these results one can observe, that by

performing the grid optimization the precision of the obtained numerical wave
function can be significantly (by 4 or 5 orders of magnitudes) increased. Or,
alternatively, a target wave function precision can be achieved with less gridpoints
(i.e. with less computational resources) on an optimized grid. For example the
e =10" target precision can be achieved with 275 points on a homogenous grid,
while the same precision can be reached with only 129 points on an optimized grid.
At first sight this reduction of gridpoint number by a factor of 2 does not seem
significant. However, the computational resource demand of the numerical solution
of the Schrodinger equation scales polynomially as a function of the total gridpoint
number, which means that in a 3D problem the reduction of the 1D gridpoint
number leads to a significant (orders of magnitude) reduction of the computation
time.
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Table 1. The precision of the numerical solution before and after optimization
for different grid densities. The size of the simulation box is fixed at 16 a.u.

Ax Ngp Erom Eopr Erom ! Eopt
2 65 7.24E-011 2.11E-013 343.12
1 129 3.74E-014 3.96E-019 94358.10

0.5 257 2.85E-019 2.35E-023 12131.81

0.25 513 6.44E-024 2.71E-024 2.37

The presented results also show that the optimization does not always leads
to significant improvement of the results. When the results are already converged
on a homogeneous grid the optimization of the grid does not lead to significant
improvements (see the data in the last row of Table 1). In the other extreme case,
when the homogeneous grid is sparse, the results of the grid optimization is also
less spectacular (see the data in the first row of Table 1).

CONCLUSIONS AND OUTLOOK

In the present work the numerical grids used during the solution of the
Schrédinger equation were investigated using as benchmark system the one
dimensional harmonic oscillator. For the numerical representation of the wave
function, the finite elements discrete variable representation (FEDVR) approach
was used, which is one of the most advanced numerical discretization approach
currently used by the atomic physics community. In the first step the convergence
of the numerical results as a function of grid parameters was investigated in details
for homogeneous FEDVR grids. Then, a grid optimization method was implemented,
which was used to obtain the ground state of the harmonic oscillator with the same
precision as in the case of homogeneous grids, but with much less gridpoints. It was
also observed that grid optimization is not efficient if on the original grid the
solution is close to the converged one, or the initial grid is to sparse.

It should be mentioned that optimization algorithm used here does not

guarantees that the global minimum ofg(xl(l),..., Z(\Z)M) is found, it is very likely

that it founds only a local minimum. However, even if this happens, the obtained
improvement (the reduction of the gridpoint number by a factor of 2) is important,
since it can significantly reduce the computational resources needed for the
numerical solution of the Schrédinger equation. The optimization method used
here can be easily extended to other type of numerical grids (ex. B-spline), and to
time-dependent problems.
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MAGNETOCALORIC AND MAGNETIC PROPERTIES OF
NANOCRYSTALLINE Lag.75Pbo.2sMnO3; SYNTHESIZED
BY HIGH ENERGY BALL MILLING

R. DUDRIC*, G. SOUCA?, I.G. DEAC? and R. TETEAN?

ABSTRACT. Nanocrystalline Lag7sPbo2sMnOs powders were synthesized by grinding
the constituent oxides in air at room temperature, using a high-energy planetary
mill. The reaction process, evaluated by analyzing the evolution of the crystalline
structure in the XRD patterns, is completed after about 12 h. The magnetic
measurements indicate that the manganite nanoparticles with sizes smaller than
15 nm obtained by reacting milling have significant defects at the surface, leading
to a serious decrease of the magnetic moments in comparison to the bulk material. A
significant magnetocaloric effect was found at temperatures ranging from below
to above room temperature, with the maximum entropy change located at
temperatures near the magnetic transition one. The high RCP(S) values together
with the broadened magnetic entropy curve suggest the possibility to use these
materials for magnetic refrigeration devices.

Keywords: nanoparticles; LPMO; high energy ball milling; magnetocaloric effect;

INTRODUCTION

The doped manganese perovskites, with general composition R1.,AxMnOs,
where R is a La or a rare-earth ion and A is an alkaline-earth ion, have been intensively
investigated in the last years due to their interesting and intriguing physical properties
such as colossal magnetoresistance (CMR), phase separation (PS), charge ordering (CO),
orbital ordering (00) and spin glass (SG) behavior and for their potential technical
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applications [1-8]. Their rich electronic phase diagrams reflect the fine balance of
interactions, which determine the electronic ground state. Many of the lanthanum
manganite compounds, La;-xAsMnQs, where A=Ca, Sr or Ba, were found to exhibit
large or unusual magneto-caloric effect (MCE) values under moderate external
magnetic field [9]. On the other hand, these materials display considerably small
magnetic hysteresis and their Curie temperature can be tuned easily. La;—«PbyMnOs
(LPMO) manganites are also promising for applications, considering the ferromagnetic
metallic (FMM) phase at room temperature along with large magnetoresistance and
good MCE at temperatures ranging from below to above room temperature [10-13].
However, the investigation of polycrystalline LPMO manganites has been restricted due
to evaporation of Pb at temperatures higher than 900°C which are required for the
conventional powder solid-state reaction synthesis. Using a PbO atmosphere in the
furnace is one approach to overcome PbO loss which obviously cannot impart perfect
homogeneity and uniform microstructure to the final products [14]. Another approach
to maintain better homogeneity and stoichiometry is lowering reaction
temperature below the melting point of PbO by using sol-gel route [15], but the
chemical solution methods they are generally complicated and the agents used can be
very expensive. A satisfactory method for obtaining fine and homogeneous manganites
powder may be mechanochemical synthesis, which is a powerful method for the
production of novel, high performance and low cost materials such as ferrites or
intermetallics. The mechanochemical synthesis can deliver the designed phases and
structures by a single step of the high-energy ball milling conducted in an enclosed
activation chamber at room temperature. In recent years, high-energy ball milling
was used to the mechanosynthesis of stoichiometric LagsPbo2MnO3; manganites by
grinding constituent oxides at room temperature [16].

In this paper we report the single step synthesis of nanocrystalline
Lao.75Pbo.2sMn0O3 manganite powders via high-energy milling of oxide precursors
and the investigation of the magnetic and magnetocaloric properties.

EXPERIMENTAL

Lao.7sPbo.2sMnOs nanoparticles were synthesized from 99.99% purity oxides
of La;0s3, PbO, MnO and MnO,. The oxides were mixed in stoichiometric
proportions and mechanically milled in air using a high-energy planetary mill
(Fritsch Pulverisette 4) with 440C hardened steel balls and milling vial. The milling
speed of the vial was 900 rpm and the ball-to-powder ratio of 10:1. The powder
milling process was interrupted several times and small amounts of powder were
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taken out of the vial. In order to prevent the excessive overheating of the containers,
the experiments were carried out by alternating 120 min of milling with 30 min of
rest. For magnetic measurements the powders were pressed into pellets of 10 mm
diameter under a pressure of 1 tonne/cm?, heated in air to 600°C for 12 h and slowly
cooled to room temperature.

The crystallographic properties of the samples were investigated by X-ray
diffraction (XRD) at room temperature by using a Bruker D8 Advance AXS
diffractometer with Cu Ka radiation in the 29 region 20°-65°. The crystallite-sizes
were calculated using the Debye-Scherrer formula:

kA

D=—"_ (1
f cosb

where 8 is the peak full width at half maximum (in radians) at the observed peak

angle 8, k is the crystallite shape factor (was considered 0.94) and A is the X-ray

wavelength (0.154 nm).

Magnetic measurements were carried out using a 12 T VSM from Cryogenics in
the temperature range 4.2 — 350 K and external magnetic field up to 4 T. Both zero-
field-cooled (ZFC) and field-cooled (FC) measurements were performed.

The magnetic entropy changes were determined from magnetization isotherms,
between zero field and a maximum field (HO) using the thermodynamic relation:

AS, (T.H,) =8, (T.H,)=S, (T.0) == | [ M(T+AT,H)-M(T.H)]dT (2

0

where AT is the temperature increment between measured magnetization
isotherms (AT = 5K). The magnetic cooling efficiency was evaluated by calculating
the relative cooling power (RCP) based on the magnetic entropy change:

RCP(S) =-AS, (T, H, ) % 8Tryuy 3)
where AS,, represents the maximum magnetic entropy change and 8Trwnm its full-

width at half-maximum.

33



R. DUDRIC, G. SOUCA, I.G. DEAC, R. TETEAN

RESULTS AND DISCUSSION

Fig 1 shows the XRD patterns at room temperature of the powders milled
for different periods of time (tmii=2h,5h,7h,9h, 11 h, 12 h).

(104)

(110)

20(°)
Fig. 1. XRD patterns of the mixture milled for different periods of time:
(*) Laz03, (+)MnO/MnO,, (#) PbO, (o) Lao.75Pbo.2sMn0O;

For milling time higher than 5 h the perovskite phase is preponderant and
single phase Lag7sPbo2sMn0Os powders were obtained after 12 h milling time. The
profiles of the diffraction peaks in Fig 1 are broadened, suggesting that the synthesized
powders are crystallites of nanoscale size. For milling time of 11 h and 12 h, for which
the percentage of the LPMO phase is higher than 95 %, the lattice parameters, c/a
ratios and crystallite-sizes (calculated using the Debye-Scherrer formula) were obtained
from the XRD patterns and collected in Table 1. The values obtained from Rietveld
refinement for the a lattice parameter and c/a ratio are clearly smaller than the
values obtained previously for Lagz6:Pbo23sMnogsOs04 Synthesized by standard ceramic
reaction (c = 13.351 A, ¢/a = 2.418) [13], suggesting that for nanocrystalline LPMO
powders the lattice contracts preferably in the a-direction rather than in the
c-direction.
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Table 1. Lattice parameters, c/a ratio and crystallite sizes
estimated from XRD patterns

Milling time a(A) c(A) c/a X Crystallite size (nm)
11h 5.51(2) | 13.40(0) | 2.43(1) | 1.30 11
12h 5.51(6) | 13.40(7) | 2.43(0) | 1.18 14

The magnetization of the powder milled for 12 h and pressed into pellet, in
zero field cooling (ZFC) and field cooling (FC) modes was measured. With decreasing
temperature the magnetization shows an increase in the temperature range of
50 — 300 K, as shown in Fig 2a. The magnetic order temperature, defined as the
temperature corresponding to the minimum of 8M/8T is about 255 K, smaller than
for bulk LPMO, as it can be seen in the inset of Fig 2a. It has been shown that while
synthesizing perovskite nanoparticles, the reactive milling technique creates
significant defects not only at particles surface but also inside them that result the
diminution of the exchange interaction strength. Fig 2b shows the M(B) curves at
5 Kin magnetic fields up to 4 T. The saturation magnetization of our nanocrystalline

25—

20 %'b
| )
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m \
210}t \\. ]-1.0xwo"
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E \\% ;?-z.on o*
0.5+ S |
50 100 150 200 250 300
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Fig 2. a) Temperature dependence of ZFC and FC magnetizations in 0.2 T;
b) Magnetic field dependence of the magnetization at 5 K

sample, of about 2.6 pp/f.u. at 5K, is smaller than the bulk value of 3.2 pg/f.u., which
may be an effect of the small particles size. A model for the nanoparticles in
which the inner part has the same properties as the bulk compound (oxygen
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stoichiometry, magnetic and transport properties), but the outer layer containing
most of defects in the crystallographic structure shows a magnetically disordered
state, is conceded widely to explain the size dependence of magnetization [17,18].
For nanoparticles of sizes lower than 15 nm the surface contribution is large and
therefore leads to the diminution of the total magnetization.

The temperature dependence of the magnetic entropy change for
Lao.7sPbo2sMn03 in magnetic field of 4 T, determined from magnetization data, is
plotted in Fig 3. The maximum value of |ASn| is about 1.15 J/kgK, slightly smaller
than the reported value of 1.3 J/kgK for bulk LagsPbo2MnOs [10], which is expected
considering the decreased value of the magnetization. The maximum value of the
magnetic entropy change is located at about 250 K, close to the magnetic transition
temperature and the peak is nearly symmetric around the maximum value. In order
to evaluate the magnetic cooling efficiency, the RCP(S) values were calculated by
using equation (3). The obtained value of about 200 J/kg is higher than for bulk
LPMO (50-60 J/kg), due to the fact that the magnetic entropy change has a significant
value over a broader temperature range. The RCP(S) value for our sample is comparable
with those obtained in other oxide compounds, recommending nanocrystalline
LPMO as good magnetic refrigerant materials operating at temperatures around
room temperature.

1.2

1.0

-AS (JIkg*K)
o o o
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Fig. 3. Magnetic entropy changes for Lag 75Pbo2sMnO3in AB=4T
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CONCLUSIONS

We have shown that nanocrystalline Lag7sPbo2sMnOs manganite powders
can be synthesized at room temperature by high-energy milling of oxide precursors
in a single step process. The reaction increases rapidly with the milling time and is
completed after 12 h. The obtained powder consists of nanocrystals with sizes
smaller than 15 nm. The magnetic measurements indicate that the perovskite
nanoparticles obtained by reacting milling have significant defects at the surface,
leading to a serious decrease of the magnetic moments in comparison to the bulk
material. Our sample shows a significant magnetocaloric effect at temperatures
ranging from below to above room temperature. Considering the high RCP(S) value,
nanocrystalline Lag 7sPbo2sMn0O3 can be considered as good magnetic refrigerant
material. The results recommend high-energy milling as an effective method to
prepare nanosized LPMO manganites.
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FORMATION OF AMMONIA IN A LINEAR PLASMA REACTOR

E. FILEP?, L. KENEZ?®", N. KUTASI?, L. FERENCZ?

ABSTRACT. A study of ammonia formation in DC plasma discharge is presented in
function of gas composition and working temperature by using a laboratory scale
plasma nitriding reactor. The nitriding process took place in case of a Hollow
Cathode (HC) configuration with treated part on Anodic Potential (HCAPN). It was
found that in the temperature range of 500-700 K the yield of ammonia was
directly proportional with the discharge current and the coefficient of efficiency was
found to be constant. This indicates that ammonia formation in low temperature
plasma discharge is electrochemical in nature. During our experiments nitride layers
was formed on both the cathode and the inner anode. This indicates that the neutral
ammonia molecules have a nitrogen carrying role in the plasma nitriding process.

Keywords: linear plasma reactor, plasma nitriding, active screen, hollow cathode,
anodic potential, formation of ammonia, nitrogen mass transfer.

1. INTRODUCTION

The study of the formation of ammonia in DC gas discharge has a long history.
Brewer and Westhaver [1] have begun its investigation before the 1930’s. They
detected ammonia in a DC gas discharge containing a mixture of three parts hydrogen
and one part nitrogen. The amount of ammonia formed was found to be directly
proportional to the current of the discharge and independent of the gas pressure.
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They removed the ammonia formed from the discharge space by freezing. According
to Auner’s patent [2] from 2013, ammonia can be produced using a gas a mixture
of three parts hydrogen and one part nitrogen in a low power (10 W) gas discharge
between two electrodes inside of a quartz tube. This method simultaneously
superimposes a high frequency discharge (2.45 GHz, 800 W, 1 msec impulse and
19 msec pauses). The formed ammonia is then frozen in a trap at 77 K, dissolved
in water and quantitatively analyzed. Burlakov and others [3] detected ammonia
in an active screen plasma nitriding (ASPN) industrial installation. They found that
the maximum amount of ammonia (1.2% vol. of the incoming gas mixture supply)
is produced when the supplied gas mixture has a ratio of hydrogen to nitrogen is 1:1.
They observed that the amount of ammonia formed decreased with the increase
of the temperature. They concluded that the role of NH; in the ASPN process was
not well-defined and needed further study. Skalecki and others [4] studied the
influence of plasma treatment parameters, and of the nitrogen to hydrogen ratio
on the atmosphere and on the formation of ammonia during plasma nitriding. By
correlating the measured ammonia with the treatment parameters, they could
predict the ammonia-content of the exhaust gas. Furthermore, they were able to
calculate the plasma nitriding potential based on the ammonia content. They also
established the correlation of this nitriding potential to the formation of € and '
nitride phases. This paper presents the results of our study of the formation of
ammonia in a DC plasma discharge, in function of gas composition and the working
temperature by using a laboratory scale plasma nitriding reactor. We controlled
the temperature by concurrently changing the applied voltage and the current
intensity. Similarly, we studied the relationship between the amount of ammonia
formed and the intensity of the current. It should be noted that the total electric
current in the discharge is formed by the sum of electron and ionic currents. For
temperatures at the low end of the nitriding process temperature scale we observed
a strictly direct proportionality between the total electric current and the amount of
ammonia formed (umols/sec). We determined that over the threshold temperature
of 780 K, the decomposition rate of the formed ammonia exceeds its formation rate.
Presumably, the decomposing ammonia was a nitrogen transporting medium of
the anodic nitriding process.

2. EXPERIMENTAL EQUIPMENT AND PROCEDURE
The studies were performed in a laboratory scale plasma nitriding reactor

with a diameter of 0.25 m and length of 1.0 m. The hydrogen-nitrogen mixture has
been supplied by a gas generator furnished with two flow-meters. Through pin-valves
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the gases passed through a low pressure mixer, where they were well mixed as
ideal gases. From the mixer the gas mixture entered the reactor and passed by the
electrodes made of unalloyed steel. The gases were then removed from the reactor
using a vacuum pump. This gas then was passed through a water-trap with a set
amount of water, which dissolved and retained the ammonia from the gas mixture.
The dissolved ammonia then was determined volumetrically.

XN, + (1-)H, l U.LT
HC glow External glow
~ -y «//

Cathode

- Inner glow

Anode "/ —
T~ |

Fig. 1. The diagram of the experimental equipment

‘ater

Inner anode with I
thermocouple

In order to increase the amount of ammonia formed, we created a composite
discharge space formed by a hollow cathode (0.085x0.2 m) and an auxiliary anode
with a thermocouple, placed inside the lower part of the hollow cathode. See Fig. 1.
This setup created two abnormal discharges. The first was between the external
surface of the hollow cathode and the walls of the reactor (anode). The second
one was between the internal wall of the hollow cathode and the auxiliary anode.
In addition to these two abnormal discharges, an HC glow discharge was formed
in the upper side of the hollow cathode, the anode being the wall of the reactor
and the auxiliary anode.

The reactor has been outfitted with a rotary vane pump with a nominal
pumping speed of 15m3/h or 4.166-10 m3/s. In function of the volume of the
incoming gas supply, the equilibrium pressure was between 200-300 Pa. Varying
the voltage of the plasma discharge between 400 to 950 V, the maximum value of the
current density has been 22 A/m?2. Under these conditions the electron temperature
was 10* K in the proximity of the anode, while the concentration of electrons was
5-10% m?,
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3. SAMPLING AND ANALYSIS

The gas mixture exiting the pump was driven through a porous ceramic
filter into a known volume of water (250 ml) where the ammonia has been absorbed.
Then the samples were stored in airtight containers while awaiting chemical analysis.

The amount of ammonia absorbed during the sampling process has been
determined by titration using a hydrochloric acid 0.1 N. A 25 ml ILMABOR Schellbach
burette was used to measure the amount of hydrochloric acid solution. Methyl-
orange was used as an indicator, its color change occurring at around pH 3.1-4.4.
For every experimental setup, we took three samples and we used their averages for
our calculations. It should be noted that the values were standardized by dividing the
absolute amount of ammonia formed with the sampling time (mMol/sampling time).
This standardized amount was transformed into uMol/sec or into volumetric
percent of the incoming gas mixture - as was needed.

During the first series of experiments, we studied the precision of the analysis
methodology i.e. the sample collection and the titration itself. Our assumption was
that the absolute amount of ammonia formed in identical conditions had to be
proportional with the sampling time.

Ammonia [mMol]

0 500 1000 1500 2000 2500
Time[s]

Fig. 2. The absolute amount of ammonia formed in function of
sampling time (T=800 K, Q,=10"> m?sec)
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We used a classical direct current plasma nitriding (DCPN) setup with a
central steel cathode (diameter 0.048 m and length 0.2 m). The incoming gas
mixture volumes expressed at standard temperature and pressure (STP), were
150 ml/min N, and 450 ml/min H, i.e. the total volume of 10° m3/sec gas mixture.
The temperature of the cathode was 800 K and the sampling times were at 300,
600, 1200 and 2400 seconds. We used 250 ml of bidistilled water to absorb the
ammonia from the exhaust gas mixture and a volume of 10 ml of this solution was
used for volumetric analysis. The pressure of equilibrium in the reactor was 270 Pa.
Based on the results of this experiment, shown in Fig. 2, we were able to state with
confidence that the applied methodologies precision was good. The coefficient of
determination of the regression line was R?=0.9989.

In the following experiments the sampling times were set at 1200 seconds
and we took three samples for each condition of equilibrium. The hollow cathode
setup used in our experiments, see Figure 1, allowed the use of higher discharge
currents and therefore the formation of larger amounts of ammonia. In doing so,
we decreased the relative error of the analysis.

4. FORMATION OF AMMONIA IN FUNCTION OF THE COMPOSITION OF THE GAS
MIXTURE

The formation of ammonia has been studied in gas mixtures of composition
of xN2+(1-x)H,, where the x varied between 0 and 1. During the experiments the
volumetric rate of the incoming gas mixture has been maintained at 6.5-10° m3/s
and the temperature at 780 K. Based on our previous observations, this was the
maximum temperature where the rate of decomposition of the ammonia on the
steel electrodes was negligible.

The results of the experiments are presented in Fig. 3. It should be noted
that the amount of ammonia formed has been given in terms of volumetric
percentage (vol. %) of the incoming gas mixture.

The formation of ammonia started even in a pure hydrogen atmosphere.
This phenomenon can be explained by the fact that the cathode was made of low-
carbon steel which had been plasma nitrided for more than 100 hours during our
previous experiments. The hydrogen dissolved the nitrogen from the € iron nitride
(Fez-3 N) during the plasma discharge and it formed the ammonia.
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Fig. 3. Formation of ammonia from different gas mixture — xN,+(1-x)H,.
(T=780 K, Q,=6.5-10"° m3/s)
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Fig. 4. The amount of ammonia in the outlet gas. (T=780 K, Q,=10.67-10° m3/s)

The maximum value of the curve occurs at the gas mixture of 0.5 N, + 0.5 H,
and not at the expected theoretical ratio of 0.25 N, + 0.75 H,, just as it has been
observed by Burlakov [3] as well. By increasing the volumetric rate of the incoming
gas mixture the maximum of the curve moved to the right as shown in Fig. 4. By
increasing the volumetric rate of the incoming gas mixture by 60%, from 6.5-10° m3/s
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to 10.67-10° m3/s, the maximum value of the curve moved past the 0.6 N, ratio
and the amount of ammonia formed has increased substantially. Our assumption
is that this behavior depended on the characteristics of the plasma reactor.

5. FROMATION OF AMMONIA IN FUNCTION OF TEMPERATURE

We studied the formation of ammonia in function of the equilibrium
temperature. The composition ratio of the gas mixture was set to equal the ratio
of nitrogen to hydrogen within the ammonia molecule (N, + 3H,). During our
experimental runs, we kept the volumetric rate of the gas mixture at a constant
value of Q,=10.67-10° m3/s. The results for the temperatures between 508 — 850 K
are shown in Fig. 5.

10 T T T T T T T T
8 0 §o§ i J
0
]
6F—— « » § 1

Ammonia [mikromol/s]
L

0 1 1 1 1 1 1 1 1 1
400 45 500 550 600 650 700 750 800 850 900

Temperature [K]

Fig. 5. Yield of ammonia in function of the equilibrium temperature
(Qv=10.67-10"° m3/s; No/H,=1/3).

The lowest equilibrium temperature we used was 508 K. At this temperature
the negative light covers the entire surface of the cathode (the condition for an
abnormal glow discharge). Up to 750 K, the yield in ammonia is directly proportional
to the temperature. At higher temperatures, the yield decreases rapidly. We believe
that this decrease is due to the thermal decomposition of the formed ammonia. This
decomposition takes place on the surface of the cathode and inner anode, just
like in the case of the decomposition that occurs during the classical gas nitriding
process [7, 8]. It should be noted that during this process both the cathode and
inner anode were nitrided.
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6. RELATIONSHIP BETWEEN THE YIELD OF AMMONIA AND CURRENT INTENSITY

We investigated the rate of ammonia formation as a function of current
intensity for temperatures lower than the threshold temperature of 750 K. The
composition and the volumetric rate of the gas mixture was N»/H>=1/3 and
Q,=10.67-10° m3/s, respectively. It should be noted that the yield of ammonia
(umol/s) has been found to be directly proportional to the temperature at the
temperature range at which we performed these tests.

In order to establish a relationship between the amount of ammonia
formed and the current intensity, we compared the number of ammonia
molecules formed in one second (yield) to the number of elementary electric
charge carried by the electric current. We named this ratio coefficient of
efficiency:

v-N, Vv-N,
]7:[—:—1’
n =
q

Where the v was the amount of ammonia formed in unit time (mol/s), Na
is the Avogadro number 6.022:10%*> molecules/mol, g is the elementary electron
charge 1.602°10° C, and n is the number of elementary electric charge carried by
1 A current intensity.

1 T T T

b :
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Fig. 6. Relationship of coefficient of efficiency of ammonia formation and temperature

The results of the experiment are summarized in Fig. 6. The coefficient of
efficiency was found to be constant, 0.8 NH; molecule/elementary electric charge,
at the temperatures used in our experiment, i.e. for temperatures below 750 K.
We assume that this relationship continued to exist at temperatures higher than
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the threshold temperature. This unvarying relationship between the number of
ammonia molecules and the elementary electric charge indicates that ammonia
formation in low temperature plasma discharge is electrochemical in nature.

7. CONCLUSIONS

Ammonia was formed in a linear plasma reactor using a gas mixture of
nitrogen and hydrogen and by applying a DC glow discharge between the
electrodes made of steel. From the standpoint of ammonia formation, the optimal
composition of the gas mixture depended on the mechanical dimensions of the
reactor, the volumetric rate of the supplied gas mixture, and the applied
temperature. We studied the formation of ammonia at two different volumetric
rates, i.e. at 6.5°10® m3/s and 10.67°10®* m3/s. The maximum amount of ammonia
was formed when the absolute concentration of nitrogen was between 0.5-0.7,
depending on the incoming gas mixture volumetric rate. In the temperature
interval of 500-700 K the yield of ammonia (umol/s) was directly proportional
with the discharge current. The coefficient of efficiency was found to be constant,
0.8 NH3; molecule/elementary electric charge. This unvarying relationship between
the number of ammonia molecules and the elementary electric charge indicates
that ammonia formation in low temperature plasma discharge is electrochemical
in nature. At temperatures above 750 K the amount of ammonia has decreased in
the exhaust gas with the increase of the temperature. This temperature matched
the lower limit of the classic gas nitriding process temperature. During our
experiments nitride layers have been formed on both the cathode and the inner
anode. This indicates that the neutral ammonia molecules have a nitrogen
carrying role in the plasma nitriding process. The presence of iron atoms deriving
from the cathode sputtering process makes it likely that the mechanism based on
intermediary FeNH;.3 molecules as proposed by Szabd, A [7] is correct.
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SPIN SUSCEPTIBILITY IN TWO DIMENSIONS

I. GROSU"

ABSTRACT. The static spin susceptibility of a two dimensional electron system is
calculated, for two distinct situations. The first system is one with a parabolic
dispersion law, and the second system is one with a linear dispersion law,
corresponding to graphene systems. The temperature dependence of the static
spin susceptibility is analyzed up to room temperatures for both systems.

Keywords: Static spin susceptibility, two-dimensional systems, parabolic dispersion
law, graphene density of states

INTRODUCTION

The importance of two dimensional electron gas appear in developments
in semiconductors through the achievement of structures in which the electronic
behavior is two-dimensional. This means that the carriers are confined in a potential
such that their motion in one direction is restricted, leaving only a two-dimensional
motion in a plane normal to the confining potential. In this respect the important
systems with two-dimensional behavior are MOS structures, quantum wells and
superlattices [1]. Other important low dimensional systems are high-temperature
superconductors [2]. A more recent two-dimensional system discovered is graphene
[3,4], with very interesting properties due to its band structure and linear dispersion
law. Among these properties are those connected to the magnetic response of
the system to an external field [5]. In this paper we will analyze the temperature

* Babes-Bolyai University, Faculty of Physics, 1 Kogalniceanu str., 400084 Cluj-Napoca, Romania, e-mail:
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dependence of the static spin susceptibility of a two-dimensional system for two
different situations, the parabolic and the linear dispersion. The first case correspond
to a classical electron gas, and the second correspond to the electronic system of
graphene.

MODEL

The static spin susceptibility can be determined using the relation [6,7] :

p(E)
4k, T coshz[f_'uJ

x=giu;|dE (1)

k,T
Here: g, -is the Lande electron g-factor, 1, - is the Bohr magneton, and
M - is the chemical potential. In the following we will analyze the static spin

susceptibility in the case of two-dimensional systems.
The first system we analyze is the electron system with a parabolic

. . 2 . .
dispersion law: E, = k= /2m , where m —is the electron mass. For a unit area,

and for both spin orientations (7 = 1), the electron density of states is [8]:
m
T

which does not depend on energy. In this case, and in the wide band limit, the
static spin susceptibility reduces to:

, ,om ¢ dx gium
= — = (3)
£ =8l 27 ¥ cosh® x r

which is a constant in the entire temperatures interval. In the case of a finite band,
—E. < E < E_, and the spin susceptibility is given by the following formula:

2.2 _
;(:g“uBm tanh E—p + tanh Etp (4)
2 2k, T 2k, T
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Here there is an analytical temperature dependence. Additionally, the
chemical potential is a function of temperature too. For the parabolic dispersion
law, the chemical potential is given by [9]:

1= pu(T) = kT Infe " —1) (5)

where: E, =nm/m is the Fermi energy, and n - the electron density. Then the
spin susceptibility of a two-dimensional system with a finite energy band becomes:

2.2
¥4 = EH8™ L anh E. —lln(eEF/k“T —1) + tanh E. +lln(eEF”‘BT —l) (6)
2z 2k, T 2 2k, T 2

B B

In order to estimate this temperature dependence, up to room temperature,
we will consider the following parameters: £, =5 eV, and E,. =2 eV, which are
typical values for metallic densities in two dimensions. Up to room temperature
(T oc 0.03 eV) the spin susceptibility is not sensitive to temperature. The temperature
influence becomes important for temperatures close to the Fermi temperature.

The second system we analyze here is the electron system of graphene,
which is a two-dimensional carbon atom based material synthesized about a decade
ago [10]. Here the carbon atoms are disposed on a hexagonal lattice. Graphene has
unusual properties due to its band structure. The conduction and valence bands
touch at six points, two of these being non-equivalent. Around these points the
guasiparticle excitations follow a linear Dirac-like energy dispersion:

E, ,=Av;k (7)
where: 4 =+1, and: 4 =—1 correspond to the conduction and valence bands

respectively, and v is the Fermi velocity of graphene. Using eq.(7), the density of
states of the grapheneiis :

2
p(E)=—|E0(E|-E.) (8)
7V

where E, is the band energy cutoff, and @(x) is the Heaviside step function. Using
eq.(1) the static susceptibility becomes:
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E E 2%, T COSh( Ez/:;l jcos}{ Ezk_zfl j
7=z tanh| ZeTH |4 ann| ST ey 5 ’ (9)
2%,T 2%,T

B

with:

2.2
8iHE,
m}F
Here 1 is the graphene chemical potential determined using the conservation
of the total particle density. For: 7 << T, where T} is the Fermi temperature,
the approximate value of the chemical potential is given by [11] :

7[sz2
~E [1-—| 22 11
a1 {lr) "

The static spin susceptibility in the zero temperature limit, for £, > E,

reduces to the following result:

Zgi,uéEF
2

Vg

x=xT=0)= (12)

If we are interested in the temperature dependence of the spin
susceptibility, in the temperature range up to room temperature, and for extrinsic
case (when 7. oc 1000 K), we have to approximate eq.(9) to obtain:

2 2
xy=x(T=0) 1—%[%7} +2];—BT-exp[—Lj (13)
F

This is a slight decreasing function on temperature. For example if:
E,. =0.1eV,and T =0.03 eV, we obtain: (7' =0.03)=0.893: (T =0).
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CONCLUSIONS

We have calculated the temperature dependence of the static spin
susceptibility for two-dimensional electronic systems taking into account the
cases of parabolic and linear dispersion law. In the first case the spin susceptibility
is not sensitive to temperature, up to room temperature. In the second case, for
temperatures up to room temperature, there is a slight temperature dependence.
However, these simple results can be drastically affected if one take into consideration
other important effects in two-dimensional systems. Among these effects are the
presence of disorder [12,13], and the presence of an energy gap in the graphene
guasiparticle spectrum [14-17]. These effects affect the temperature dependence
of the spin susceptibility [18], and other important physical properties [19] of two-
dimensional systems.
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EFFECT OF STARTING POWDER PREMIXING ON
THE INTERPHASE EXCHANGE COUPLING IN Nd,Fe;4B + 10 WT % Fe
NANOCOMPOSITES OBTAINED TROUGH MECHANICAL MILLING

R. HIRIAN?, S. MICAN?, O. ISNARD®, L. BARBUS, V. POP**

ABSTRACT. In the frame of optimizing the potential, of had /soft nanocomposites for
high performance applications, we report on the effect of starting powder premixing
on the structure, microstructure and exchange coupling in hard/soft magnetic phases.
Nd,Fe14B powder was first mixed with Fe powder using two different means: by
hand or by using a Turbula Mixer. Moreover, in the hand mixed powders the Fe
particle size was changed from 100 to 1 um, while the samples mixed using the
Turbula Mixer contained only Fe particles of around 1 um in size. The mixed powders
were subsequently milled for 6 hours in a planetary ball mill; the calculated
impact energy was 77 ml/impact and 10 kJ/g for the entire duration of process.
Good exchange coupling was obtained in all three cases. The samples prepared
with Fe < 1 um particles yielding slightly better results due to better dispersion of
the two phases in the final nanocomposite material. The highest energy product was
achieved for the sample premixed with the Turbula Mixer ((BH)max=125 kJ/m3)
after being annealed at 800 °C for 1.5 min.

Keywords: spring magnet, milling, short time annealing, mixing method
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INTRODUCTION

Permanent magnets are crucial components in many of today’s devices,
finding their way in a wide range of either ubiquitous or high-tech applications, from
windscreen wipers and smart phones to electric cars and wind turbines (Nd-Fe-B
magnets have a high end market share of over 50%) [1-3]. Due to the high reliance
on rare-earth magnets, pricing issues and the availability of raw materials, several
research avenues have been opened to address the problem [4]: the development
of new magnetic materials, the investigation of older compounds with potentially
high energy products (BH)max, the creation of soft/hard magnetic nanocomposites
(spring magnets) [5] with a predicted energy product of 1 MJ/m? [6], Recycling [1]
etc. Soft/hard magnetic nanocomposites are comprised of a fine mixture of exchange
coupled hard and soft magnetic phases, ensuring high coercivity, high remanence,
and potentially very competitive magnets when comparing the theoretical energy
product with current commercial products. The Nd,Fe;4sB/a-Fe spring magnet is
interesting not only because of its possible applications, but also from a fundamental
research point of view [1-3]. The advantages of spring magnets are numerous:
increased thermal stability [7-9], high corrosion resistance [10] and a very high
potential energy product [6], but the challenges involved in obtaining such materials
are also significant. In order to ensure a good degree of interphase exchange coupling
the crystallite size of the soft magnetic phase cannot exceed twice the domain wall
thickness of the hard magnetic phase (which presents difficulties with annealing
processes), moreover the two magnetic phases must be homogeneously interspersed.
The structure and magnetic properties of 6 h mechanically milled (MM) nanocomposites
Nd,Fe14B/a-Fe were previously studied [11]. After milling, the samples showed
poor crystallinity and high defect density. It was shown that the crystallinity of the
hard magnetic phase can be restored through short time heat treatment at high
temperature, thus limiting the growth of the soft phase crystallites. Therefore, in our
current work we have chosen to study the effect of the soft-hard inter-dispersion by
mixing the starting powders (Nd;Fe1sB and a-Fe powder) in several ways, before
undergoing the milling and short time annealing procedures, in order to gain a better
understanding of the entire synthesis process.

EXPERIMENTAL DETAILS

The Nd;Fe14B ingots were prepared by first arc-melting the appropriate
amount of Fe14B alloy and second a melting along with the stoichiometric amount
of Nd in an induction furnace. The resulting ingots were then annealed at 950 °C for
72 hin order to stabilize the structure and ensure the homogeneity of the samples. The
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Nd,Fe14B Ingots were crushed and sieved through a sieve with an opening of 500 um
and the resulting powder was mixed with 10 wt% Fe powder. Three powder mixtures
were created by varying the type of Fe powder, and mixing method (Table 1).

Table 1. Composition and premixing method for each of the three
Nd,Fe14B + 10 wt% Fe starting powders

Nd,Fe14B powder 90 wt% Fe powder 10 wt% Mixing Method
Particle size < 500 um Particle size < 100 um By hand 5 min
Particle size < 500 um Particle size <1 um By hand 5 min
Particle size < 500 pm Particle size <1 um Turbula mixer 15 min

The first mixture was made using Fe < 100 um and was mixed by hand
(HM) for 5 minutes using a spatula. The second mixture was made by using Fe <1 um
and was also HM for 5 minutes. The last mixture was made using Fe < 1 um and
was mixed for 15 minutes using a Turbula Mixer (TM). Each Nd,Fe14B + 10 wt% Fe
powder mixture was then milled in a planetary ball mill (Frisch Pulverisete 4) for 6 h
under Ar gas. The milling vials (80 ml) and balls (15 mm in diameter) were made of
440 C hardened steel. The ratio between the rotation speed of the disc and the
relative rotation speed of the vials was Q/w = 333/900 rpm with a ball-to-powder
weight ratio of 10:1. The milled samples were then annealed at 700, 750 and 800 °C
for 1.5 min and rapidly cooled by immersing in water. The energies involved in the
milling process were estimated trough computer simulation using the model
proposed by M. Abdellaoui and E. Gaffet [12]. The calculations yielded the following
values: Shock energy 77 mJ/impact, Friction 10 mJ/impact, Total Shock energy of
26 kl/g. The effective impact frequency (the frequency with which a ball hits the same
powder particle) was also calculated as 0.14 Hz [13]. The structure and microstructure
of the annealed samples was investigated by X-ray diffraction (XRD) using a Bruker
D8 Advance diffractometer equipped with a Cu source and Bragg Brentano focusing
geometry. The mean crystallite sizes were evaluated from Scanning Electron Microscopy
(SEM) images and trough the Scherrer [14] method from XRD. The full width at
half maximum (FWHM) of a-Fe (26 = 82.3°) and Nd;Fe1sB (20 = 37.3°) peaks was
determined by fitting the peaks with the sum of two Pseudo-Voight functions of
the same shape and an intensity ratio of 0.5 (corresponding to the Cu-Kal and Ka?2
components of the X-ray radiation). Because the evaluations were made on annealed
samples, the influence of internal stress on the FWHM was neglected. For magnetic
measurements, the powder samples were blocked in epoxy resin. The demagnetization
curves were recorded at 300 K using the extraction method in applied fields of £10 T.
Considering isolated spherical magnetic particles we used a demagnetization factor of
1/3 for the magnetic data and for the calculation of the internal field, Hint.
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RESULTS AND DISCUSSIONS

The XRD patterns for all milled and annealed samples, Figure 1, show an
increase in the crystallinity of both the Nd,Fe14B and a-Fe phases as the annealing
temperature increases from 700 to 800 °C. No significant differences could be
observed between the samples annealed at the same temperature.

The average crystallite sizes for the soft magnetic phase (Figure 2) present
the same behavior for all three starting powder types, the Fe < 1 um starting powder
yielding the same values (within the experimental error) as the Fe < 100 um starting

powder.
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Figure 1. Normalized XRD patterns for the 6 h MM and annealed for 1.5 min at 700, 750 and 800 °C
Nd,Fe14B + 10 wt% a-Fe nanocomposite samples obtained using the 3 different starting powders
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Figure 2. Average crystallite sizes corresponding to soft a—Fe phase for the 6 h MM and annealed
for 1.5 min at 700, 750 and 800 °C Nd,Fe14B + 10 wt% a-Fe nanocomposite samples obtained
using the 3 different starting powders
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(c¢) Fe < 100 pum - Mixed by hand

Figure 3. SEM images of 6 h MM Nd,Fe;4B + 10 wt% Fe
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SEM images of the three different sample sets were taken in Figure 3. At a
scale of 10 um we clearly see that the powder particles are formed of agglomerations
of nano-crystallites, while the images taken at a higher magnification (200 nm) support
the values for the average grain sizes assessed trough XRD (Figure 2).
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Figure 4. Demagnetization curves at 300 K for the 6 h MM and subsequently
annealed Nd,Fe14B+10 wt% Fe nanocomposite powders obtained
from the 3 different starting powder mixtures
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From the demagnetization curves (Figure 4) we can see that the magnetic
properties of all samples improve with increasing annealing temperature: the coercivity,
the remanence and the squareness of the demagnetization curves increase. The
samples annealed for 1.5 min at 800 °C (Figure 4c) presenting significant improvements
over the ones annealed for the same time at 700 °C (Figure 4a). Of these we note
the very smooth curve of the sample which was premixed using the Turbula mixer
which is indicative of good exchange coupling.
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Figure 5. Derivative of the magnetization at 300 K as a function of the internal field
for the 6 h MM and subsequently annealed Nd,Fe14B + 10 wt% Fe nanocomposite
powders obtained from the 3 different starting powder mixtures

61



R. HIRIAN, S. MICAN, O. ISNARD, L. BARBU, V. POP

The quality of the magnetic interphase exchange coupling was further
evaluated by dM/dH vs H plots (Figure 5) where the peaks at high fields are
indicative of good exchange coupling between the two phases, while the peaks at low
values of H denote poor exchange coupling of soft phase with high coercivity hard
magnetic phase. The samples annealed for 1.5 min at 700 °C (Figure 5a) present a
similar behavior, with a large peak at high field and a very small one at low values of
H. As the annealing temperature is increased to 750 °C (Figure 5b) the samples
produced with Fe < 1 um show a much higher peak at high fields than the sample
produces with the starting powder containing larger Fe < 100 um. All other things
being the same, this implies that the smaller grains allow for a better dispersal of the
Fe particles which in turn lead to improved magnetic interphase exchange coupling.
At the highest annealing temperature (Figure 5c) the samples produced with Fe < 1
um still present the higher peaks at high field. The samples which were mixed by hand
show a very small peak at low field while the ones mixed with a Turbula mixer present
a smoother transition. Continuing our previous reasoning we must conclude that the
slight improvement in exchange coupling is due to the very good dispersal of a-Fe in
the Nd,Fe14B + a-Fe starting powder by Turbula mixing.

In the case of the coercive field, Figure 6a, we can see that it increases slightly
with annealing temperature, for all samples due to the increase in the crystallinity of
the hard magnetic phase. Furthermore, across all temperatures, the hand mixed samples
present higher values for the coercive field. This could be viewed as an indirect indicator
for the efficiency of the magnetic interphase exchange coupling due to the fact that
we generally see a drop in H. and an increasing of M, when coupling takes place.
Furthermore this behavior correlates with the slightly higher remanence exhibited by
the samples mixed with a Turbula mixer, Figure 6b.
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Figure 6. Coercive field (a) and Remanence (b) for the 6 h MM and subsequently
annealed Nd;Fe14B + 10 wt% Fe nanocomposite powders obtained from
the 3 different starting powder mixtures
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Figure 7. Energy product (BH)max for the 6 h MM and subsequently annealed Nd,Fe14B + 10 wt% Fe
nanocomposite powders produces from the 3 different starting powder mixtures

The energy product (BH)max was calculated for the 6 h MM and annealed
samples (Figure 7). The samples prepared with Fe < 1 um show an increase in the
energy product with the increase in annealing temperature, while for the samples
prepared with the powder mixture containing larger Fe particles the energy product
remains relatively constant. The highest energy value 125 kJ/m? was recorded for the
samples prepared using the Turbula mixer.

CONCLUSIONS

In summary the effect of starting powder premixing on the interphase
exchange coupling in Nd;Fei1sB + 10 wt% a-Fe nanocomposites was studied by
varying the size of the initial Fe particles (1 or 100 um) and by varying the mixing
method (by hand or using a Turbula mixer). After annealing at 700, 750 and 800 °C
small improvements in the demagnetization curves were observed for the
samples made using the smaller Fe particles as they can disperse better in the
nanocomposite. Moreover further improvement was obtained when using the
Turbula mixer denoted by the smoothness of the demagnetization curve and by
the correlated variation in Hcand M..

To conclude, increasing the homogeneity of the starting powder slightly
increases magnetic performance in Nd;Fe14B + 10 wt% a-Fe obtained by mechanical
milling. The highest energy product of 125 kJ/m3 being obtained for the sample
premixed using a Turbula mixer.
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ON THE STRUCTURE AND STABILITY OF NEUTRON STARS.
A GENERAL RELATIVISTIC APPROACH

A.S. MARE?, A. MARCU®"

ABSTRACT. The structure of Neutron Stars (NS) is still unclear and for this reason
this paper serves as an attempt to couple the Tolman-Oppenheimer-Volkoff (TOV)
equations with a polytropic Equation of State (EoS). For different EoS models
coupled with the relativistic TOV equations it could be calculated the critical mass
and radius for a neutron star, underlining consequences of the type of EoS used
on the mass-radius stable configurations of the NS. Another briefly investigated
topic in this paper is to see if the positive cosmological constant bears any role in
the evolution of the neutron star.

Keywords: Neutron Stars, Computational Physics, Theoretical Physics, Astrophysics

INTRODUCTION

After a relatively massive star(~10 — 28 M,) burns out its fuel one of the
possible outcomes is the star to become a celestial entity known as a Neutron
Star. The remaining matter is a very dense, collapsed core, with masses between
0.9-1.9 M, and a radius just about 10 km [2]. The core is at several times nuclear
density and may be composed of exotic matter. In the interior is superconducting
and superfluid, with transition temperatures around a billion degrees Kelvin, the
only thing stopping gravitational collapse being neutron degeneracy pressure. This
structure represents a key interest in physics, because it gives one the chance to
study matter in exotic states, which will probably never be available to scientists
in controlled environments here, on Earth.

9 Babes-Bolyai University, Faculty of Physics, 1 Kogadlniceanu str., 400084 Cluj-Napoca, Romania
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Fig. 1. Different configurations for stellar equilibrium. Note that transitions between
stability and instability occur at the maxima and minima points of the curve [1].

The aim of this paper is to tackle the structure problems of this types of
stars by analyzing them in a general relativistic framework, using the Tolman-
Oppenheimer-Volkoff equations in order to study the internal structure and stable
configurations of neutron stars (Figure 1) and the influence of the cosmological
constant upon the star. In our approach we used the non-interacting Fermi gas
model and, as an ingredient, the introduction of nucleon-nucleon interactions in
order to obtain a realistic model.

THEORETICAL DETAILES

Neutron Stars are relativistic objects and for this reason, their structure
must be analyzed in a general-relativistic framework. Starting from the Einstein
Equations [1],

8nG
GMV = c_“T“v (1)
where G*V is the Einstein tensor, describing the curvature of space-time, and THY
is the stress-energy tensor, describing matter/energy sources of space-time

curvature. The stress-energy tensor, in the case of an ideal fluid, takes the form:
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= (o(1+2)+ Zueat g

where p is the baryon rest mass density, € is the specific energy density, p is the fluid
pressure, and g1V is the 4-metric. In the case of vanishing space velocity u' = (0,0,0)
and T*V=0(in vacuum) we adopt the form of the interior Schwarzschild metric:

-1
ds? = —e?9Mc2dt? + (1 —ZGTL(T)) dr? + r2dQ? (3)

c2

2GM
rc2
and m(r) is the gravitational mass inside the radius r. For this model, m(r)=M(r) is

the total mass inside the sphere of radius R.
In this framework the Tolman-Oppenheimer-Volkoff equations are [1]:

v _ —M{l n @} {1 + 4m3p(r)} {1 _ ZGM(r)}—l )

where, e®(r) is the lapse function, ®(r) = %ln(l — ) is the metric potential

dr c2r? e(r) M(r)c? c?r
aM 2 @
;—4711‘ p(1+cz) (5)

dd m+47rr3cﬂ2

E i) ©

In (4) the first two factors in curly brackets, represent special relativity
corrections of order ”/Cz (these factors reduce to 1 in the non-relativistic limit)

and the last factor is a general relativistic correction. The correction factors are all
positively defined. To solve these equations is important to invoke the balance
between gravitational forces and internal pressure, the pressure being a function
of the Equation of State (EoS). It is necessary to find the conditions to withstand
the gravitational attraction (and so the structure equations imply there is a
maximum mass that a star can have). Finding the most appropriate and complete
EoS will be one of the goals pursued in this paper.

White Dwarfs. Fermi EoS

For free electrons, knowing the number of states, dn, available at momentum
k per unit of volume, the electron number density can be calculated [1]:
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_ _ki
n= 3m2h3 (7)

where ke is the Fermi energy, a quantity that varies according to the star’s total
mass.

Because the electrons are neutralized by protons, accompanied by neutrons,
one can neglect the electron mass, me, with respect to nucleon mass my and so
the total mass density of the star is:

p =nmyf (8)

where 8 = A/Z is the number of nucleons per electron.
From (7) and (8) yields:

ke = 17 |(322) (9)

pmy

In the total energy expression the contributions of nucleon masses is
proportional with p.

e = pnmy + €.~ (kp) (10)

In the relativist case ( kg > m, ) the pressure is [8]:

8 k -1
plkp) = Somm Jy (K2 +mict) /2 ke*dk = (11)
simplifies as seen in [8]:
€ % 3 hc (3m?p 4/3 4/
plkr) = ?fo wdu = —— (ﬁmN) = Kre s (12)

4/3

where Kp = L(37T2)

1272 mNﬁ
For a star having a simple polytropic EoS p = kpY~ke? itis clear now, from

(12), that the relativistic electron Fermi gas has a polytropic EoS with y = 4/3.

In a similar way one can establish another polytropic EoS for non-interacting
electron Fermi gas model in a non-relativistic case (ke<<m,) that yields :

K = (22 13)

15m2m, \myc2p
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Now the TOV equations(4)(5) can be used, coupled with one of the EoS, to
obtain the relationship between p=p(r) and M=M(r) for White Dwarfs(WD). This
paper refers to the structural study of neutron stars, but it's simpler to use (8)-
(13) for WD (electron degeneracy) and shift to neutrons for the neutron star EoS.

A. Neutron Stars. First EoS model: Fermi neutron gas

Other than (4), we need a EoS for the pure neutron star therefore, our
first choice is a Fermi gas model for neutrons instead of electrons.

a. Non-Relativistic Case

For the neutron star the value of Kyris:

2 2 \5/3
Kyp = —o—(-2)  =6484x107%

T 15m2my \Bmpyc?

cm?

(14)

ergs2/3

b. Relativistic Case

The EoS is still polytrope with y = 1 [8].

The central pressures expected when computing this case are greater
than 10™“. The problem that arises for this EoS because the pressure p(r) has
never computing zero value and the loop on 7 runs through the whole range, thus
giving enormous values for the radii when compared with the expected results. In
order to fix this, we need to find a EoS that works for every value of the relativity

parameter % We can do this by trying to fit the energy density as two
N

transcendental functions of pressure [8].

€(p) = Bygp'® + BxD

The values of B can be calculated using Mathematica’s build in fitting
function:

Bnr=2.4216, Br=2.8663 (15)

Eq. (4) can be integrated from r = 0 to r = R, knowing that p(R) = 0 and
using the EoS from above. The initial values are p(0) > 0; M(0) = 0.
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Non-Relativistic Relativistic
Po R(km) M(M,) Po R(km) M(M,)
107 15.0 1.0370 102 13.4 0.7166

Using general relativistic corrections, one can see a significant difference
between in the star’s maximum mass and radius, for a given central pressure
(Figures 2 and 3).

0.008 -

0.004

= Relativistic

08

o6

o4l

02t

> y s P 0 KD w
Fig. 2. p(r) for a neutron star with central pressure of 0.01
with a non-interacting Fermi EoS fit.

—— Relalivi

s

—— Non-Relativistic

2 4 8 8 10 12 14

Fig. 3. ﬁ(r) for a pure neutron star with central pressure of 0.01 using
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It can be seen in Figure 3 that for radii bigger than r = 4 km, general
relativistic (GR) corrections are by all means not negligible, the allowed masses
being significantly smaller when using a GR framework.

B. Second EoS model: non-interacting Fermi gas with p* and e’

The presence of protons and electrons in a neutron star is due to the
weak decay:

n-p+e +7v, (16)

If this situation is so, and knowing that neutrons have a lifetime of about
15 minutes, then the following question arises: why don’t all the neutrons inside
the star decay into protons and electrons? Because all the available low-energy
levels for the decay proton are already filled up by other protons present and the
Pauli exclusion principle kicks, in preventing the neutron beta decay [1].

kF,p = kF,e (17)
Hn = Pp T Ue (18)

Charge neutrality is ensured through (17) and weak interaction equilibrium
through (18). Integrals for the total pressure and energy density are [8]:

kri -1
pikes) = [0 +m)” /2k*dk (19)
_ (ki 2 1,12
ei(kF,i) = fO (k + ml-) 2k=dk (20)
where m;i(i=1,..N) is the mass of every individual nucleon and N is the total
number of nucleons.
Using Mathematica we can generate a table of values for €;,p; over a
range of k., that can be fitted to the same form used in (15).

The new coefficients obtained are:

Byg = 2.572 Bg=2.891 (21)
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It can be observed that the coefficients are very similar to those in the
case of a pure neutron star and, in fact, the results are extremely similar to that
case. We continue on to a more exact EoS, including nuclear interactions.

C. Third EoS model. Prakash EoS

In our attempt to introduce nucleon-nucleon interaction we started by
developing a simple model for the nuclear potential that reproduces the characteristics
of nuclear matter[4].

We know from the von Weizacker mass formula [8] that for symmetric nuclear
matter (N=Z) the equilibrium density no= 0.16 nucleons/fm?3, that when compared
with my = 939 MeV/c? tells us that we can use a non-relativistic approach.

E
Ebinding = Z_ my = —16MeV (22)

We want our potential to respect (22) by introducing the nuclear
compressibility Ko that is not exactly determined to this day, but it is known to
take values between 200-400MeV, and the symmetry energy which brings a
contribution of about 30 MeV above the minimum at no [8].

a. Symmetric nuclear matter

For symmetric nuclear matter we have:
n, = n, (23)
n=n,+ n, (24)

The potential will be constructed with the aid of two functions and three
parameters and the nuclear potential will be included in the energy density.
The potential in e(n) will be [8]:
em) _ 3nr%kE | A

B
my + < “u+—u’ (25)
52mpy 2 o+1

n
whereu = —
n
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In (25) the first term represents the rest mass energy and the second is
the average kinetic energy/nucleon.

The kinetic energy term will be abbreviated as (EQ) = 22.1 MeV for
klg = kp(no).

We can find out the values of A,B and o

((EQ) + E+ 551" Ebinding (26)
2 A Bo
—(EO _ — (27)
3< Pt 2 o+1
10 K

Solving this system we get the values for A, B, 0 in terms of Ky as seen in
Table 1.

Table 1. Values obtained by solving the system (26)(27)(28) using
Wolfram Mathematica for different values of the compressibility Ko.

Ko(MeV) A(MeV) B(MeV) o
200 -366.188 313.348 1.16117
250 -193.367 140.527 1.39891
300 -149.617 96.7769 1.63665
350 -129.658 76.8176 1.8744
400 -118.232 65.3916 2.11214

The pressure is [8] (Figure 4)

d

2 5 A B
p(n) = n?— (E) = ng [E(Efp’)u /3 + Su?+ f u"“] (29)

o+1
where u=n/n,.

We can see that the minima is located at u=1 (Figure 4) and has the same
depth of -16MeV independent of the compressibility. The second derivatives of
these curves correspond to the nuclear compressibility (Ko).
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energy/nucleon - mN

Fig. 4. The average energy/nucleon minus it’s rest mass as a function of

u=nL for different values of Ko.
0

plu}
10

L
T

Fig. 5. Dependence of pressure on u.

Figure 5 shows that the pressure is negative for values of u between [0,1]
which denotes instability for u<1(n<no).

74



ON THE STRUCTURE AND STABILITY OF NEUTRON STARS. A GENERAL RELATIVISTIC APPROACH

b. Non-symmetric Nuclear matter

We tackle the non symmetric nuclear matter by introducing a parameter,
a, to represent the neutron and proton densities [4]:
1+a 1-a
Ny =—-n n,=—n (30)
where n = n, + n,.
a is real and has a range from 0 to 1, being 1 for pure neutron matter and O for
symmetric nuclear matter discussed above.

nn_np _ N-Z
n oA

a= (31)
Following Prakash[4] we can expect the isospin symmetry breaking
interaction to depend through proportionality to a?, where p is an integer.
Taking into account the kinetic energy contributions of neutrons and
protons results:
2

3 kIZ:‘,n kF.P

exg(n,a) = s 2my + ny (32)

2mpy

where my = mp.
The kinetic energy parametrized by a [4] has the expression:

exs(n @) = (B )5 [+ )75 + (1—a)’f3] (33)

. 3 h? (3m?n 2/3 . . .
with (Ep ) = EM(T) being the mean kinetic energy of symmetric nuclear

matter
The excess kinetic energy has the form [8]:

1 2 5
Aeyg(n, @) = n(Ep ) {3 [(1 +a)i— (1- a)s] -1} (34)
Making & = 1(pure neutron matter) yields:

Aexp = n(Eg)(22/3 — 1) (35)
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If we expand to leading order in a, we reach all our goals keeping the
terms of order a?. Assuming a quadratic approximation in a, for the potential
contribution, the total energy per particle will be [8]:

E(n,a) = E(n,0) + a?S(n) (36)

The isospin symmetry breaking is proportional to a?[4], therefore we
assume a form for S(u):

S) = (2§ - 1)% (Eg) <u§ - F(u)) + SoF () (37)

where F(u) is a arbitrary function. The following conditions must be satisfied: F(1) = 1
because S(u=1) = Sp and F(0) = 0. If choosing to use F(u)=u form [4] and [8], then So
(the bulk symmetry energy parameter) is 30 MeV (Figure 6).

From Figure 6 it can be seen that, in the vicinity of u=1, the average energy
per neutron is independent of the values of the compressibility(Ko).

KO

— 200 MeV
250 MeV
300 MeV
— 350 MeV
400 MeV

Efn,alfa=1)-mN

08 2

Fig. 6. Average energy per neutron minus it’s rest mass as a function of u=n/ng
for different values of compressibility(Ko).
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The pressure [8],[4] in this case yields (Figures 7 and 8):
d
p(n,x) = uae(n, a) — e(n,a) (38)

2
23—

p(n,x) = p(n,0) + nya? [ - L(EQ) (Zug — 3u2) + Souz] (39)

KO

— 200 MeV
250 MeV
300 MeV
— 350 MeV
400 MeV

Fig. 7. Pressure as a function of u=n/n, for different values of Ko ranging from
[200-400]MeV

Figure 7 shows that the pressure increase smoothly from u=0, we have a

monotonic, non-negative pressure. This suggests that we can try another polytropic

fit.
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By fitting the data in Mathematica, we have obtained:

Ko =3.54842 x 10*
y =21

Using this polytropic equation now we can repeat the procedures shown
above to see the maximum mass and radius of a neutron star using Fermi gas with
nucleon-nucleon interactions.

35

— Relativistic S

L L
10 15 0

Fig. 8. Mass dependency on r for both relativistic and non-relativistic
TOV equation using Prakash EoS

In Figure 8, we have obtained similar curves for r < 7 km, but for radii over
7 km, general relativistic effects can not to be neglected, similarly with the Fermi
EoS (Figure 3), the actual allowed mass is smaller than it’s Newtonian mass.

Figure 9 shows, for general relativistic case, a much steeper decrease in
pressure slope for r > 4km.

78



0.008 -

0.008 -

0.004 -

0.002 -

ON THE STRUCTURE AND STABILITY OF NEUTRON STARS. A GENERAL RELATIVISTIC APPROACH

— Relativistic

L
5 10 15 20

Fig. 9. Pressure dependency on r using Prakash EoS.

RESULTS AND DISCUSSION

—Prakash EaS
=—Fermi EoS

10 15 20

Fig. 10. The mass M(in M,) and radius R(in km) for pure neutron stars using
a Fermi EoS(blue) and using Prakash EoS.
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From Figure 10 one can see that stars that have low-mass and large radius
are solutions of the TOV equations for small central pressures. The maxima of this
graph occurs at R=11(Fermi EoS) and R=13.6(Prakash EoS) and stars that are
positioned to the right of the maximum are stable, while those on the left suffer
from gravitational collapse. Thus we can conclude that changes in energy density
and pressure are caused by changes in density (given that the thermal component
in stars that are cold is negligible). Also it can be seen that including nucleon-
nucleon interactions into the EoS has a strong effect on the stability of the star,
increasing the maximum mass that a stable neutron star can have.

Including the cosmological constant

For a non-zero cosmological constant the modified Einstein Equations
solution get a modified version of equation (4) [8]

dp Ge(r)M(r) p(r) anr3p(r) Ar3 26M(r)\ "1
ar  cr2 (1 + %) (1 + M(r)c? - ZGM(T)) (1 ez ) (40)

where A = 1,76 x 10752 (m) [9].

Using (40) instead of (4) in our simulations we concluded that there is no
noticeable difference in the variation of the pressure and energy density as a
function of r(Figures 9 and 10).

CONCLUSIONS

The structure of neutron stars is to the day a very active topic in theoretical
and computational physics. Our goal was to construct an Equation of State as simple
and efficient as possible, starting with some idealistic approximations and to compute
and analyze the consequences. This model is still upgradable, for instance the
assumption that inside the neutron star is a QCP(quark-gluon plasma) can be used
and then a polytropic EoS of this type won’t fit anymore.

80



ON THE STRUCTURE AND STABILITY OF NEUTRON STARS. A GENERAL RELATIVISTIC APPROACH

REFERENCES

[1] S. Weinberg, “Gravitation and Cosmology: Principles and Applications of General
Theory of Relativity”, S. Weinberg, John Wiley & Sons Inc, 1972.

[2] J.R. Oppenheimer, G.M. Volkoff, Physical Review Letters Vol.55, Pg.374-381, 1939.

[3] J.M Blatt, V.F. Weisskopf, “Theoretical Nuclear Physics”, John Wiley & Sons, 1952.

[4] T.L. Ainsworth, E. Baron, G.E. Brown, J. Cooperstein and M. Prakash, Nucl. Phys. A464
(1987) 740-768.

[5] Jan Helm, “New Solutions to the TOV equation and on Kerr space-time with matter and
the corresponding star models”, 2014.

[6] P. Haensel, A.Y. Potekhin, D.G. Yakovlev, “Neutron Stars | Equation of State and
structure”, Springer 2007.

[7] Nicolas Chamel and Pawet Haensel, Living Rev. Relativity 11, 2008.

[8] Richard Silbar, Sanjay Reddy, “Neutron stars”, 2004.

[9] S. Marongwe, International Journal of Astronomy and Astrophysics, Vol. 3 No. 3, 2013,
pp. 236-242.

[10] M. Prakash and K.S. Bedell, Phys. Rev. Rapid Communications C32 (1985) 1118-1121.

81






STUDIA UBB PHYSICA, Vol. 61 (LXI), 2, 2016, pp. 83-90
(RECOMMENDED CITATION)

Dedicated to Professor Dr. Sorin Dan Anghel on His 65 Anniversary

STRUCTURAL AND MAGNETIC CHARACTERIZATION OF Fe304
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ABSTRACT. Magnetite nanoparticles without surfactants were obtained by room
temperature synthesis. X-ray diffraction data show that the nanoparticles crystallize
in a cubic single phase structure. An average crystallite size of around 24 nm was
calculated. The obtained Fes04 nanoparticles are ferrimagnetic at 4 K and at 300 K,
too. It was shown that a ferrimagnetic to superparamagnetic transition is present,
even if the superparamagnetic state is not pure. We assume that the true long-
range ferromagnetic coupling is absent due to the small grain size of the sample.

Keywords: magnetite nanoparticles, X-ray diffraction, magnetization

INTRODUCTION

Among engineered nanomaterials, magnetic nanoparticles (MNPs) offer
promising possibilities in biomedical field, due to their unique physico-chemical
properties, including biocompatibility and magnetic properties that allow them to
be manipulated by an external magnetic field gradient [1]. Particularly, nanoparticles
made of a ferro- or ferrimagnetic material, i.e., iron oxide nanoparticles (ION), can
exhibit a unique form of magnetism called superparamagnetism. This appears when
the ION size is below a critical value — depending on the material, but typically around
10 — 20 nm - and the temperature is above a particular temperature which is called

9 Faculty of Physics, Babes-Bolyai University, Kogdlniceanu 1, 400084 Cluj-Napoca, Romania

b IMOGEN Research Institute, County Clinical Emergency Hospital, Pasteur f.n., 400006 Cluj-Napoca,
Romania
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the blocking temperature (Tg) [1, 2]. In the superparamagnetic state, the magnetic
moments of the nanoparticles fluctuate around the easy axes of magnetization. Thus,
each of the MNPs will possess a large magnetic moment that continuously changes
orientation. When a magnetic field is applied, MNPs in the superparamagnetic state
display a fast response to the changes of the magnetic field without remnant
(residual) magnetization. Therefore, in the superparamagnetic state, an MNP behaves
as a paramagnetic atom with a giant spin [2]. This superparamagnetic behavior is
highly useful in biomedicine for several applications such as contrast agents for
magnetic resonance imaging (MRI), sensitizers in hyperthermal methods for cancer
treatment, magnetic drug delivery or magnetic biosensors [1, 2].

EXPERIMENTAL
Synthesis of Fe30, magnetic nanoparticles

A previously reported method was used for synthesis of Fes0, MNPs without
surfactants, at room temperature [3]. Briefly, deionized water (200 ml) was deoxygenated
by bubbling nitrogen gas for 1 h in the solution. Afterwards, 25 ml of NH,OH (1 M)
was added and the mixture was stirred with mechanical agitation at 1000 rpm. Then,
1.352 g of FeCl3-6H,0 and 0.695 g FeS0,4-7H,0 were separately dissolved in 20 ml
and 10 ml deionized and deoxygenated water, respectively. Subsequently, amounts of
10 ml ferrous sulfate and 20 ml ferric chloride solutions were added to the ammonium
hydroxide solution and the reaction mixture was stirred for 2.5 min at 1000 rpm.
A black precipitate formed (Fig. 1) which was washed four times with deionized water.
Finally, the prepared Fes04 MNPs were separated from the solution with a magnet [4].
Powder samples were obtained by drying on a glass slide, at room temperature.

Fig. 1. Photography of the Fe3O4 nanoparticles after synthesis.
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X-ray diffraction measurements

The X-ray diffraction (XRD) measurements were performed on powder
samples, at room temperature using a Bruker D8 Advance diffractometer with Bragg-
Brentano focusing geometry and Cu K, radiation. The average crystallite size was
determined from the full width at half-maximum (FWHM) values of the XRD peaks
using the Williamson-Hall method [5]. This method separates size and strain broadening
and gives a more accurate value of the average crystallite size [5]. The FWHM values
were obtained by fitting each XRD peak using a normalized pseudo-Voigt function.
The instrumental broadening, measured from the XRD pattern of a LaBs reference
sample, was subtracted from the obtained FWHM values. The lattice parameters
were determined using Powdercell software version 2.3 made by the Federal
Institute for Materials Research and Testing (BAM), Berlin.

Magnetic measurements

The magnetic measurements between 4 and 300 K were performed using
a vibrating sample magnetometer (VSM) made by Cryogenic Limited in applied
fields up to 2 T. Both zero-field-cooled (ZFC) and field-cooled (FC) measurements
were performed [6]. The saturation magnetization values, Ms, were determined
from magnetization curves using the approach to saturation law:

b
M:Ms(l—ﬁj”(ol{ (1)

where by b we denoted the coefficient of magnetic hardness and by xo a Pauli-
type contribution.

RESULTS AND DISCUSSION

Conventionally, magnetite is prepared by adding a base to an aqueous
mixture of Fe?* and Fe3* salt at a 1:2 molar ratio [7]. The overall reaction of Fe304
precipitation may be written as follows:

Fe?* + 2Fe3* + 80H™ - Fe;0, + H,0 (2)

The maintaining of a non-oxidizing, oxygen-free environment is critical,
otherwise, Fes04 might also be oxidized as follows:
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Fe;0, + 0.250, + 4.5H,0 — 3Fe(0OH)3 (3)

affecting the physical and chemical properties of the nanosized magnetic particles.

Magnetite particles obtained under different synthetic conditions may
display large heterogeneities regarding their magnetic properties. These differences
are attributed to changes in structural disorder, creation of antiphase boundaries,
or the existence of a magnetically dead layer at the particle surface [7].

Fig 2 shows the XRD patterns at room temperature of the Fe;0, powder.
The simulated XRD pattern of Fes0,generated using the Powdercell software is
also shown. The structural model of bulk FesO, was used for the simulation [8].
There is a good agreement between the measured and the simulated patterns,
indicating that the sample consists of a single phase, Fe30a.

The nanoparticles crystallize in cubic type structure (space group number
227) [8] as it is demonstrated by the position and the relative intensities of their
diffraction peaks, matching well with the standard XRD data for bulk magnetite.
There are no peaks of any other phases in the XRD patterns, indicating the high
purity of the product. The lattice parameter is =8.36 A, smaller than the bulk one
(0=8.397 A). The sample show very broad peaks which are indicative for small
crystallite size of nanoparticles. The average crystallite size was determined to be
2411 nm.
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Fig. 2. XRD patterns of the of the Fe30, powder.
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The magnetic measurements indicate that the FesO, nanoparticles are
ferrimagnetic at 4 K and at 300 K, too (see Fig.3). The saturation magnetization,
Ms, values are 77 emu/g at 4 K, respectively 70 emu/g at 300 K. These values are
lower than the value of bulk magnetite (~¥92 emu/g at room temperature [9, 10])
and they are comparable with previous reported Ms data [11-13]. The decrease of
the saturation magnetization can be attributed to the disorder canting spins at the
surface, due to the coordination number imperfections or to the formation of
cation vacancies into the crystalline structure during the synthesis [14, 15]. The
nanoparticle surface can be composed of some disordered or canted spins and
these spins do not allow the core spins to be aligned along the external field
direction. This results in a decrease of the saturation magnetization of these small
sized nanoparticles.
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Fig. 3. Magnetic hysteresis loops recorded at 4 K and 300 K.
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The coercive field is around 0.046 T at 4 K and decreases to 0.015 T at
T=300 K which shows that the particles are not in a pure superparamagnetic state.
The coercive fields values increase while the temperature decreased suggesting
that the nanoparticle undergo a superparamagnetic to ferrimagnetic transition.

To get more insights into the magnetic behaviour, the thermal dependence
of the magnetization in field cooling (FC) and zero field cooling (ZFC) has been
recorded in a 0.05 T field between 4 K and 300 K. The ZFC curves show a broad
maximum centred at around 133 K (see Fig.4) and below this temperature the
magnetization decreases with decreasing temperature while the FC magnetization
increase continuously down to 4 K. This behaviour indicates a gradual transition
which corresponds to the average onset of the ferrimagnetic to superparamagnetic
transition, even if the superparamagnetic state is not pure.
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Fig. 4. Temperature dependence of zero-field cooled and field cooled magnetization in 0.05 T.

The M(T) values of FC curves can provide information about the inter-
particle interaction strength [16]. It was reported that larger grain-sizes are
favourable for stronger long-range ferromagnetic (FM) coupling, while grains with
smaller sizes can create heavier strain at the grain boundaries and give rise to
more non-FM or weak antiferromagnetic regions which can disturb the long-range
FM order [17]. In our system, the true long-range FM coupling is absent due to the
small grain size of the samples.
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The magnetic properties suggest the possibility of using these
nanoparticles on large scale applications.

CONCLUSIONS

Magnetite nanoparticles with crystallite average size of 24 nm were obtained
by a simple synthesis route, at room temperature. The magnetic measurements
indicate that the Fes04 nanoparticles are ferrimagnetic at 4 K and at 300 K, too.
Their saturation magnetization, Ms, values being 77 emu/g at 4 K, respectively 70
emu/g at 300 K, lower values than the value of bulk magnetite. The coercive field
values increase while the temperature decreases, suggesting that the nanoparticles
undergo a superparamagnetic to ferrimagnetic transition. The coercive field was
found to be around 0.046 T at 4 K and decreases to 0.015 T at 7=300 K which
indicates that the particles are not in a pure superparamagnetic state. The ZFC curve
recorded between 4 K and 300 K shows a broad maximum centred at around 133 K
and below this temperature the magnetization decreases with decreasing temperature,
while the FC magnetization increases continuously, down to 4 K. This behaviour
indicates a gradual transition which corresponds to the average onset of the ferrimagnetic
to superparamagnetic transition, even if the superparamagnetic state is not pure.
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SIMPLE METHOD FOR INVESTIGATION OF LOW FREQUENCY
DAMPED OSCILLATIONS OF ELASTOMERS

M. TODICA?", C. V. POP? AND O. BALIBANU?

ABSTRACT. A simple method for digital data recording of mechanical low frequency
oscillations has been proposed. The methods was applied to measurements the elastic
constant, attenuation and viscosity coefficients of elastomers. Such parameters can be
difficult measure by other methods for polymers with low flow, like the elastomers.

Keywords: digital data recording, low frequency oscillations, elastomers

INTRODUCTION

Studding the mechanical oscillation in not a novelty, being performed with
simplest methods since the eve of modern physics, but the methods of performing
such study are subject of continuously change, in function of the development of
new equipments for observation and data acquisition. The classic methods suppose
the use of very simplest instruments, watch, for time measuring, ruler, for distance
measurement, and scale, for mass measurements. Such method allows better
observation and understanding of physical phenomena and measuring principles, but
the precision of the measurement is low. Other disadvantage is the fact that the
data must be collected and introduced manually in the computer for digital analyze.
The modern methods are based on the use of complex equipments, containing a lot
of different kind of sensors, which can be regarded as “black box”, with one entry
and one output. The user starts the experiment, the equipment collects and
processes the data and provides directly on its output the parameters of the

9 “Babes-Bolyai” University, Faculty of Physics, M. Kogalniceanu No 1, 400084 Cluj-Napoca, Romania
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physical phenomena. The user cannot see how the data were collected and
processed. It is a great disadvantage. On the other hand such equipments are
expensive and not accessible for all the scholar communities, especially for poor
regions.

The aims of this work in to present a method of investigation of low frequency
oscillations which combines the advantages of classic observation of the phenomena
with the new method of digital data acquisition. The great advantage is that the
equipment can be “home made”, the most expensive component being an ordinary
computer. In addition the user can themselves set the parameters of the experiment
and data acquisition, fact that allows better understanding of the process. Finally the
method can be used for effective investigation of very low frequency oscillation of
polymeric systems, allowing the measurement of elastic modulus and viscosity
coefficient.

The elastomers, below the glass transition temperature, have predominant
elastic behavior and look like solid elastics, without flow, [1-4]. However they have also
viscoelastic properties, but the viscosity parameters cannot be measured in solid
state with standard viscosimetric methods. For viscosity measurements the
material must be melts or dissolved in good solvent [5]. The parameters obtained
by this way are not consistent for the characterization of the material in the solid
state phase. A method for measuring these parameters in solid state is necessarily.
That is a new feature of our experiment. The viscoelastic parameters can be obtained
from the parameters of damped oscillations.

EXPERIMENTAL

The main piece of the experimental set-up is the unbalanced transformers,
home made. It has symmetrically structure consisting on three coils, wired linearly
along a cylindrical support, 8 cm length and 1.1 cm inner diameter (Fig. 1). In the
middle of the structure is the inductor coil L, 1 cm length, which contains 200 turns of
cooper wire with @ = 0.35 mm, (CuEm 0.35), wired on multi layers. Symmetrically,
on the right and the left sides, there are the two coils, L; and L; of the induced part
of the transformer. Each coil is 2.5 cm long and contains 200 turns, CuUEm 0.35 mm, wired
on multilayer. These coils are wired in the same direction, but theirs ends are
connected in opposite position, so that the induced tensions will be in opposite phase.
The core of the transformer consists on the ferrite bar with 8 mm diameter and 11 cm
length. This bar represents the mass of the oscillating system. It is attached to the
rubber strip of 30 cm length. The strip and the ferrite bar together form the
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oscillating system. The polymeric strip is introduced inside a glass tube, with inner
diameter 3 cm, containing a thermometer and a heating resistor. This represents a
simple heating system, allowing the study of oscillations at many temperatures. The
ferrite bar oscillates freely inside the transformer. All the components are placed in
vertical position, avoiding the apparition of the friction between the ferrite bar and the
inner part of the transformer. At equilibrium the ferrite bar is situated in the middle of
the transformer. The inductor coil of the transformer is connected to the headphone
jack or line output of sound card of the PC. It will be supplied by the audio frequency
signal provided by the generator signal of the Scope software. The induced coils are
connected to the microphone entry of the PC and will provide the signal which will be
visualized and recorded by the Scope software.

Polymeric strip

A y = Aexp(-at) sin(wt)
y\

—o

_>
L To the line IN
Ui Uit or microphone
2 jack of the PC

From the signal Ls
generator,

(PCline output) e Fig. 2. Graphic representation of the
LL:Z ideal and damped oscillations for a
Ferrite bar M — 2/ system with elastic constant k,
mass m and attenuation
Fig. 1. Experimental set-up of the coefficient c.

oscillating system

The second element of the set-up is the software Scope 1.4.1., offered
freely on the internet by Zeinitz [6]. This software allows the use of any PC with
sound card as oscilloscope with 2 channels in the range 20 — 20000 Hz. It provides
also a signal generator in the same range of frequencies. The entry of scope is set
to be connected to the microphone or line IN of the PC, and will receive the signal
induced into the coils L; and L,. The output of the signal generator is set to be
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connected to the line output or headphone output of the sound card of PC. The
connections and all the parameters of the experiment, the frequency, the base time,
the gain and the amplitude of the generated signal, can be set from the software.
We set the frequency at 824 Hz and the amplitude of generated signal 0.5 V. When
the ferrite bar is situated in the middle of the transformer, the tensions u; and u;
induced in the coils L; and L, of the transformer are identically, but in opposite
phase, so that the tension available on the ends 1 and 1’ of the transformer is zero.
If the ferrite bar is displaced from its equilibrium position, the tensions induced in
the coils L; and L, are not equals, and the resulting tensions on the ends 1-1’,
u;p =uj—uy # 0 will be different from zero. The difference is proportional with

the displacement of the ferrite bar from its equilibrium position. If the ferrite is
oscillating, the tension uiy will have the amplitude depending on the elongation of
the oscillation. We obtain an oscillation with frequency v = 824 Hz modulated in

amplitude by the mechanical oscillation.

RESULTS AND DISCUSSIONS

Low frequency damped oscillations can appear in polymeric systems,
especially in the elastomers, above the glass transition temperature. The
attenuation of oscillations is very high, so that the duration of the oscillating
motions involves only few oscillations. Depending on the elastic modulus of the
polymer, and the mass of the oscillating system, the frequency of the oscillations
can be of few hertz. Such oscillations cannot be seen directly with the oscilloscope
as continuously trace curve due to the refresh rate of the screen, which is much
greater than the frequency of the oscillation. Only a fraction of oscillation

0.

—2¢ = f will be displayed on the screen of the oscilloscope. The oscilloscope
]—;eﬁwh
can easily displays signals with higher frequencies, [9]. The idea is to modulate a
relatively high frequency signal, the carrier frequency, with the low frequency of
mechanical oscillation. The oscilloscope is set to display stable image of the carrier
signal. The stability of image is not affected by the modulation. As presented in the
experimental section this purpose is achieved with an unbalanced transformer. The
modulation is realized by the mechanical oscillation.

An elastomer is a viscoelastic system which can be represented by an ideal
spring connected in parallel with a shook absorber. The oscillating behavior of the

spring is described by Hook’s law, F=—k- ¥y, where the k represents the elastic
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constant of the polymer and y represents the elongation of the spring. The shook

d
absorber is described by Newton’s law, F=77-d—y , Where n represents the
t

d
viscosity of the material and ?y represents the rate of deformation [7]. The
t

motion of such oscillating system is described by the equation:
2
d d
m< = —ky -y (1)
dt dt
The solution of this equation is a damped oscillation:

y=4- exp(— oct)- Sin(a)t) (2)

A represents the amplitude, « the attenuation coefficient and @ the pulsation of
the damped oscillation. The relation existing between the parameters o, w, m and
k are described by the equations:

2

2m m  4m?

2
The period of the damped oscilation 7= — s greater than the period of
w

the ideal oscilations 7)) = 2—”, where wg = k and Ty = \/E, [8]. The graphic
oy m k

representation of ideal and damped oscillation is presented in figure 2.
Experimentally we can measure the period and the amplitude of the damped
oscillations. The amplitude is affected only by the attenuation coefficient &
following an exponential law. Measuring the amplitude of damped oscillations at the
moments T;, we can calculate the attenuation coefficient « from the representation:

A(T;)= 4, expl-a T)) @)
Another way is the use of logarithmic decrement of the oscillations,
AZ . . .
A =—=.To do this we must measure the amplitudes A;, A, of two successive

4
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oscillations separated by a time interval equal with a period. A represents the rate
of loss of mechanical energy W during a period. Taking into account the attenuation
of the amplitude, we can find a direct relation between o and A.

@=exp(—2aT)=A2 a:—ln—A

v - (5)

Knowing o, 1, m, T we can calculate the viscosity coefficient 7. This result
is very important, allowing the calculation of the viscoelastic coefficient for
polymeric materials with very law flow, as the elastomers. For such materials the
classic measurements with viscometers are not possible because the materials are
in solid state.

| Exit I Osdilloscope | X-¥ Graph | Frequency | Signalgenerator | Extras | Settings
Channel 1 (left) ~ 2m perDiv M Channel 2 (right) ~ 2m perDiv
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Run/Stop o091

D | [awes= 1

4 start| | B soundcard Oszilloscope 2 2% «2o9cgR 2w

Fig. 3. The set-up control panel of the oscilloscope and the recorded damped
oscillations

The experimental oscillations obtained by us are presented in figure 3 and
the set-up of the signal generator in figure 4. The data, on digital from, were
collected directly and stored with the Scope 1.4.1. software and then processed
with Kaleidagraph software. The data, as recorded, contain both the carrier
frequency and the modulator signal, Fig. 3. In the first stage of analyze, the carrier
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frequency is eliminated, Fig. 5. From this data we calculated the period T of the
damped oscillations and we read the amplitudes A(T;) of the oscillations. We found

the value T = 0.25 s. Using the equation A(Ti)= A4, exp(— a Tl) we calculated the

attenuation coefficient a. We found the value « = 6.4 s™*. The value of « was also
calculated from the logarithmic decrement of the oscillations. We took two
successively values of amplitudes A; = 1.86 and A, = 0.37. We used the equation 5
for calculation. We obtained the value « = 6.46 s™. The values determined by both
methods are in good agreement. Using this value of a, the measured values of T
and m, we calculated the viscosity coefficient n with the equation 7 =2m-« . We

found the value 77 = 0.5 Ns/m. We calculated also the elastic constant k with the
equation (3). We found the value k = 25 N/m. To verify our result, we used the
values «, 77, m and T to fit the experimental data with the equation (2). The result
of the fit is shown in figure 6. We can see a good agreement between experimental
data and simulation.
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Fig. 4. The set-up control panel of the signal generator
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CONCLUSION

A simple method for digital data recording of low frequency mechanical
oscillations was presented. The method can be used for the investigated of the
elastomers, allowing quantitative measurement of some parameters, like the
elastic constant, attenuation and viscosity coefficients. Such data can be difficult
obtained by other ways for such materials. The method is based on use of very
simple equipment, which can be “home made”, and free software available on the
internet. Apart the scientific character and the usefulness for the characterization
of the elastomers, the method has a pronounced didactic character, allowing the
user to better understanding the principle of digital recording of low frequency
mechanical oscillations.
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FORMULATION AND OPTIMIZING OF A ANTI-AGING
COSMETIC CREAM

A. M. JUNCAN?¥, C. LUNG"

ABSTRACT. The research and development of cosmetics, especially the composite
active ingredients, should be based on their clarified sources, structures, interactive
mechanisms with the skin, and, most importantly, their efficacy and safety on the
targeted components of skin. This study has as main objective the development
and formulation of a anti-aging cosmetic product which incorporates effective and
innovative ingredients, used in the developed formulation to support the cosmetic
claimed of the product. An important study is the quality control of the anti-aging cream
by determining the physico-chemical characteristics and appropriate pharmacotechnical
(pH, viscosity) characteristics, both initially and over time (30 days from the preparation of
the product).

The formulation is monitored under accelerated stability studies over a period
of 30 days while maintaining the product at 4, 20 and 40 °C.

Keywords: anti-aging cosmetic cream, physico-chemical characteristics, accelerated
stability studies.

INTRODUCTION

Cosmetics are commercially available products that are used to improve
the appearance of the skin. Consumer demand for more effective products that
more substantively beautify the appearance has resulted in increased basic
science research and product development in the cosmetics industry. The result
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has been more ingredients that may actually improve not just the appearance of
the skin, but the health of the skin as well. We now have products that renew,
restore, and rejuvenate—not just cleanse, protect, and moisturize. [1,2].

Skin aging is characterized by a progressive deterioration of the skin's
functional properties, linked to alterations of dermal connective tissue due to the
changes at the cell, gene and protein levels. Skin aging can be divided into two
basic processes: intrinsic aging and photoaging [3].

Cutaneous ageing cab be defined as the result of two different and cumulated
processes: intrinsic and extrinsic ageing (also known as photoageing). While intrinsic
ageing is natural and mainly due to the passage of time (influence of genetic factors,
oxidative stress, cellular senescence etc.) and its consequences, photoageing is
mainly linked with the detrimental effects of solar exposure on the skin, although
pollution, diet and smoking are also contributing factors [4].

Skin barrier function, principally the stratum corneum, is the primary line
of defence against extrinsic stress such as UV-induced photo-damage, microbial
infections and physical deterioration resulting from ageing and environmental
exposure. Scientific evidence suggests that both intrinsec and invornmental factors
contribute to ,,compromised” skin barrier function. The stratum corneum functions
as an effective barrier and is critical for controlling and preventing water loss [5].

Aging affects all levels of the skin. From the stratum corneum downwords
aging creates corneocyte dysfunction, epidermal atrophy, dysplasia and abnormal
pigmentation (Figure 1) [6, 7]. Aging occurs in all organs of the body; however, the
skin appearance, such as wrinkles and furrows, is markedly observed for aging notices.
It is a challenging work for cosmetic scientists to find the means for reducing the changes
on the skin appearance due to aging. Wrinkles appear over time due to changes in
the support structures of the skin from chronological ageing, but photoageing
speeds the process considerably leading to quickly formed, deep wrinkles [8].

Skincare products that affect wrinkles are a reality and are well established in
consumer, practitioner and corporate perspectives. In the broadest definition,
“products” range from classic and simple cosmetic preparations through vitamins,
antioxidants, topical and oral cosmeceutical and pharmaceutical preparations,
and even to surgical and laser interventions [9]. Application of cosmetic products
containing oils with antioxidant activity is widely acceptable to benefit healthy
skin [10].

Regardless of the etiology of skin aging, there are important characteristics of
aged skin that must be considered. These changes occur throughout the epidermis,
dermis, and subcutaneous tissue and can result in wide-ranging alterations in the
topography of the skin [11].
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Fig. 1. Changes occuring in aged skin layers

The clinical characteristics of photoaged skin are more pronounced
compared with those observed in intrinsic aging (Table1) [12]:

Table 1. Clinical characteristics of intrinsic aging and photoaging

Clinical characteristic Intrinsic aging Photoaging

Pigmentation Pale, white, hypopigmentation ~ Mottled, confluent, and focal hyperpigmentation
Wrinkling Fine lines Deep furrows

Hydration Dry and flakey Dry and rongh

Growths Benign Cancerous and benign

There are a lot of treatments boasting the capability to improve wrinkles:
pharmaceutical, surgical and cosmetic solutions. These treatments are intended
to change the nature of ageing collagen, stretch the skin, fill in the depressions of
the skin or paralyse the muscles that cause the wrinkle. Retinoid products, for
example, act by inhibiting enzymes from breaking down collagen, but they may
produce redness, burning and general discomfort [10]; alpha-hydroxy acids penetrate
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into the top layer of the skin, producing only subtle improvement, though, and
causing a mild and temporary irritation, increasing the skin’s sensitivity to the sun
and particularly increasing the possibility of sunburn [13].
Wrinkle cosmetic treatment is exerted by a variety of active functional
ingredients: modern anti-ageing cosmetics go well beyond the simple moisturizing
function of traditional anti-wrinkle creams, by exerting a more complex function
in protecting the skin from external injuries, nourishing it, and removing its superficial
layers. That is the reason why the term “cosmetceuticals” is increasingly used: there
are many cosmetic products that fit into this category defined in the regulatory
systems of some countries [14].
The anti-aging “active” ingredients, are cosmetic products with properties
very similar to a pharmaceutical product (drug-like benefits)- cosmeceuticals [9].

EXPERIMENTAL

Qualitative data of the anti-aging cream formulation is presented in Table 2.
Figure 2 shows by comparison, the composition of the studied cream. The
different ratios between lipophilic and hydrophilic components are noticed.

Table 2. Qualitative formulation Anti-aging cream

Anti-Aging Cream

Phase Ingredient INCI designation Function Supplier
A Deionised Water Aqua solvent
t t/h tant,
Glycerol Glycerin denaturant/humectant/ Dr. Straetmans
solvent
dermofeel” PA-3 Sodium Phytate, Aqua chelating Dr. Straetmans

dermosoft” LP

Caprylyl Glycol, Glycerin,
Glyceryl Caprylate,
Phenylpropanol

preservative

Dr. Straetmans

symbio’muls CG

Cetearyl Alcohol, Glyceryl
Caprylate

skin conditioning

Al . . viscosity controlling /
Rapithix A 100 Sodium Polyacrylate binding»} film formigng ISP
binding/emulsion
Keltrol RD Xanthan Gum stabilising/viscosity CP Kelco
controlling/gel forming
B Glyceryl Stearate Citrate, |emollient / emulsifying/

Dr. Straetmans

Plantec Natural
Shea Butter

Butyrospermum Parkii

skin
conditioning/emollient

SOPHIM
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Phase Ingredient INCI designation Function Supplier
Fitoderm Squalane emolll_e_nt/§k|n Cognis
conditioning
dermofeel® emollient / skin
Isoamyl Laurate e Dr. Straetmans
sensolv conditioning
DC 345 Fluid Cyclopentasvlloxane, emollient / Dow Corning
Cyclohexasiloxane
Almond oil Prunus Amygdalus Dulcis Oil emolllo.ar?t /.skm SOPHIM
conditioning
Tocopheryl Acetate,
dermofeel” E 74 A Helianthus Annuus antioxidant Dr. Straetmans
(Sunflower) Seed Qil
C Biomimetic Glycine, Proline, active ingredient M&G Cosmetics
Collagen Hydroxyproline
Red Wine Extract VITIS VINIFERA EXTRACT active ingredient M&G Cosmetics
D Parf. K’enzomo Parfum parfum CPL
D’ete

STANDARDS AND REAGENTS

Sample preparation of the anti-aging cream

Phase A (demineralized water, dermorganics® Glycerin (Glycerin), dermofeel”
PA-3 (Sodium Phytate, Aqua), dermosoft® LP (Caprylyl Glycol, Glycerin, Glyceryl
Caprylate, Phenylpropanol)) was heated at 80°C. Phase Al (xanthan gum and
Sodium Polyacrylate) was disperesed in phase A.

Phase B (symbio’muls CG (Glyceryl Stearate Citrate, Cetearyl Alcohol, Glyceryl
Caprylate), Plantec Natural Shea Butter (Butyrospermum Parkii), Fitoderm (Squalane),
dermofeel’sensolv (Isoamyl Laurate), DC 345 Fluid (Cyclopentasiloxane, Cyclo-
hexasiloxane), dermofeel’ E 74 A (Tocopheryl Acetate, Helianthus Annuus (Sunflower)
Seed Qil) and almond oil) was melted on water bath at 75°C. Phase A was emulsified
with phase B under stirring and cooling down to 40°C was started under medium
stirring.

Phase C (Biomimetic Collagen (Glycine, Proline, Hydroxyproline) and red
grape extract (Vitis Vinifera Extract) was added under stirring.
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Fig. 2. The composition of the Anti-aging cream

Physico-chemical characteristics of the developed Anti-aging cream-
relevant characteristics, acceptance criteria, test methods

Quality control consisted of the following determinations:

Appearance
The appearance, color and odor were tested organoleptically.

pH determination
Was performed using a pH meter (Mettler Toledo (Schwerzenbach, Switzerland)).

Determination of the viscosity
Was performed using a HAAKE Viscotester VT550 (spindle R = 6, shear
rate D=5s !, temperature T=20° C).

Accelerated stability studies

The developed cosmetic formulation was monitored under accelerated
stability studies. Accelerated stability tests were performed over a period of 30
days while maintaining the product at 4, 20 and 40 ° C.
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RESULTS AND DISCUSSION
Presentation of the developed cosmetic formulation

The anti-aging cream formulation associates a complex of fats and oils
that play an essential role in restoring the hydro-lipid protective skin barrier,
contributing to a highly softening, nourishing and moisturizing the sensitive skin,
affected by external factors, dehydrated and wrinkled, with red wine extract
having regenerative properties, collagen and alpha tocopherol acetate with anti-
aging action for the skin.

Natural almond oil is recognized for its excellent emollient properties,
soothing and nourishing the skin with a good spreadability and without leaving
any greasy feeling. Rich in essential fatty acids (oleic, linoleic), triglycerides,
proteins, vitamins A, D and E, having a good spreadability almond oil has a
geriatric activity on wrinkled skin, reducing fine lines and wrinkle and, improving
scleroderma. It concerns cell regeneration, epithelization of superficial wounds,
relieves pruritus and sunburn generally to the treatment of inflammation and
dryness of the skin caused by eczema, psoriasis, dermatitis.

Phytosqualane has a geriatric type activity on wrinkled skin, reducing fine
lines.

Shea butter is known for its excellent softening, moisturizing and
nourishing properties with a good spreadability and leaving a non greasy feeling
to the skin.

a-tocopheryl acetate (dermofeel ® E 74 A) is an effective antioxidant,
helping to combat skin aging processes caused by free radicals. It softens the skin
and improves skin elasticity.

Red wine extract rich in polyphenols, sugars, vitamins and minerals,
stimulates, protects, hydrates and regenerates the skin.

The beneficial presence of collagen, natural component of the skin,
stimulates young neo-fibrillogenesis and ensures permanent maintenance of skin
hydration.

Applied regularly, the anti-aging cosmetic product developed slows the
aging process of the skin, reduces wrinkles, improves the appearance of sensitive,
irritated, dry skin.
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Physico-chemical characteristics of the developed anti-aging cream

Quality control of the developed cosmetic cream revealed: achieving an
acceptable cosmetic preparation with elegant appearance and appropriate physico-
chemical and pharmacotechnical (pH, viscosity) characteristics.

The initial determination results are shown in Table 3:

Table 3. Initial physico-chemical determination of the cosmetic cream

Nr. Properties Admissibility conditions
1. Appearance homogeneous emulsion
2. Colour soft light white
3. Odour characteristic
4, pH 5-5,5
5. Viscosity 20.000 mPas

Accelerated stability studies performed over a period of 30 days, while
maintaining the product at 4, 20 and 40°C, showed that the formulated and
studied dermatocosmetic product is stable. The results are shown in Table 4:

Table 4. Physico-chemical determination of the cosmetic cream

Test Admissib/"/itl“y. conditions Admissibility conditions
(initial) (after 30 days)

Appearance homogeneous emulsion proper

Odour characteristic proper

Colour soft light white proper

pH 5-5,5 5-5,5

Viscosity 20.000 mPas 40.000 mPas

CONCLUSIONS
Cosmetics are commercially available products that are used to improve

the appearance of the skin. Consumer demand for more effective products that
more substantively beautify the appearance has resulted in increased basic
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science research and product development in the cosmetics industry. The result
has been more ingredients that may actually improve not just the appearance of
the skin, but the health of the skin as well. We now have products that renew,
restore, and rejuvenate—not just cleanse, protect, and moisturize [1].

The latest innovation in the field of cosmetics is the development of active
cosmetics. Currently, cosmetics are not only intended for the improvement of the
appearance or odor of the consumer, but are also intended for the benefit of their
target, whether it is the skin, the hair, the mucous membrane, or the tooth. With
this functional approach, products became diversified and started to claim a
multitude of actions on the body. In order for cosmetic products to support these
activities, raw materials became more efficacious, safe, bioavailable, and
innovative, while remaining affordable. Subsequently, the cosmetic market
greatly expanded, becoming accessible to millions of consumers worldwide [9].

The research presented in this paper had as main objective the development
and formulation of a anti-aging cosmetic formulation. The developed cosmetic
formulation associates valuable emollients- Shea butter, a known emollient in
cosmetics for its regenerative and moisturizing effects and Phytosqualane having
a geriatric type activity on wrinkled skin, reducing fine lines. The emollient raw
materials, respectively Shea butter was added in a 2% concentration in the
formulation and Phytosqualane 5%. The concentration of active ingredient has
been introduced in the formulation at a concentration of 5% collagen and 2% red
wine extract. The cream slows the aging process of the skin, reduces wrinkles and,
improves the appearance of sensitive, irritated, dry skin.

Quality control of the developed cosmetic cream revealed: achieving an
acceptable cosmetic preparation with elegant appearance and appropriate
physico-chemical and pharmacotechnical (pH, viscosity) characteristics (after
preparation and after 30 days of preparation).

Accelerated stability studies performed over a period of 30 days, while
maintaining the product at 4, 20 and 40°C, showed that the formulated and
studied dermatocosmetic product is stable.
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