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EFFECT OF DEPOSITION PRESSURE ON THE STRUCTURAL 
AND ELECTRIC PROPERTIES OF Bi:2201 THIN FILMS 

 
 
 

A. V. POP*, GH. ILONCA*, MARIANA POP**, R. DELTOUR*** 
 
 

ABSTRACT. Epitaxial Bi:2201 thin films were deposited on SrTiO3 
(100) substrates using an inverted magnetron sputtering method. The 
influence of sputtering gas pressure on the structural properties were 
studied by X-ray diffraction(XRD), scanning electron microscopy (SEM) 
and atomic force microscopy (AFM). Optimal deposition conditions for 
superconducting films with smooth film surface and high epitaxial 
quality were obtained. Electrical resistance measurements function of 
temperature shows a metal-insulator transition for low deposition 
pressures.  

 
 
 
 
Introduction 

Bi2Sr2CuO6+d (Bi:2201) compound has the simplest structure in the 
Bi:22(n-1)n superconducting materials. It has only one (n=1) Cu-O layer per 
unit formula. If the Bi concentration is slightly than Sr concentration, 
Bi:2201 presents a superconducting transition below 20K [1]. Deposited as 
epitaxial thin films, Bi:2201 is a good opportunity for fundamental studies 
and applications of copper oxide superconductors. However, it is difficult to 
prepare high quality thin films for this use. The effect of coupling in a 
multilayers Bi: 2201/CaCuO2 and Bi:2201/ CaCuO2 were studied after a 
deposition by using molecular beam epitaxy [2]. Josephson junctions 
consisting of epitaxial Bi:2201 thin films were also fabricated by Nose et      
al. [3]. There are several reports about te epitaxial growth of Bi:201 thin        
films by magnetron sputtering using Pb-doped [4] and La doped [5] planar 
target. This technique was used to prepare high quality superconducting 
Bi2Sr2Cu2O6+d (Bi-2201) thin films. Some deviations of the Sr stoichiometry or 
of both Bi and Sr are suggested to be necessary to obtain a superconducting 
2201 phase [6-8]. Zhang et al. studied the transport properties in magnetic 
fields up to 23 Tesla of c-oriented epitaxial Bi2Sr2-x LaxCu1O6+d thin films 
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prepared using magnetron sputtering [9, 10]. The evolution of the resistivity of 
single layer Bi:2201 thin films were studied at various oxygen concentration 
obtained after succesive annealing treatments or by using different 
concentration of oxygen in sputtering gas [11, 12].  

In this paper, we will report our studies on deposition and structural 
properties of c-axis films deposited on SrTiO3 substrates using inverted 
cylindrical magnetron sputtering.  
 
 
Experimental 

Bi:2201 thin films were deposited onto heated single crystal (100) 
SrTiO3 substrates by using an inverted cylindrical DC magnetron sputtering. An 
off-stoichiometric target with a nominal composition Bi:Sr:Cu = 2. 1:1. 9:1 
was home made by a solid state reaction method. The sputtering gas was a 
mixture of O2 and Ar with a ratio1:1.  

Films were deposited at different deposition pressures: 85 Pa (film A), 
105 Pa (Film B) and 160 Pa (FilmC). Sputtering was carried out in DC mode 
with a power of 25W. Before each deposition the target was presputtered 
for 30 minute.  

Substrate temperature was kept at 7000C, an optimised temperature 
regarding to the epitaxial and compositional properties of the films, for all 
depositions in this study. Deposition time was 3 h leading to the thin film 
tickness of approximately 300nm. After deposition, the films were annealed 
at 5000C in an oxygen atmosphere (100Pa) for 1h and further annealed at 
2450C and 70. 000 Pa of oxygen for 1h.  

The deposited films were charachterized by X-ray diffraction (XRD), 
scanning electron microscopy (SEM) and atomic force microscopy (AFM).  

The films are chemicaly patterned and equipped with silver sputtered 
contacts pads. The temperature dependence of the in-plane resistivity is 
measured by using a standard four probe dc method.  

 
 

Results and discussion 
XRD patterns for films A, B and C show a c-axis orientation 

revealed by the presence of peaks associated by (00l) planes as shown in 
Fig. 1 for film B.  

Epitaxial property was studied using the rocking curve diffraction 
mode performed on the (0010) peak. The value of the full width at half 
maximum (FWHM) obtained from the rocking curves increases from 0. 350 
to 0. 600

 with increasing deposition pressure from 85 to 160 Pascal. 
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Fig. 1. X-Ray diffraction pattern of Film B (Bi:2201) 
 

Figure 2 shows the SEM micrographs of the films A, B and C.  
The influence of the deposition pressure on film surface morphology 

is clearly seen. Film A deposited at 85 Pa, has a rough surface with grains 
growing up (fig. 2a) and are visible cracks on the film surface. When the pressure 
is increased to 105 Pa, the film surface is smooth and free of any outgrowth 
(fig. b). With further increase the deposition pressure, the film roughness is 
increased and the surface is covered with outgrowths. The observed surface 
morphology can be partially explained with a phenomenological three-zone 
model [13]. This model shows that the adtom diffusion energy is decreased 
with  an  increasing  deposition  pressure  at  fixed  substrate  temperature. 
 

    

 
 

Fig. 2. SEM micrographs of film A (a), Film B (b) and Film C (c). 
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The Film C with rough surface and trapered crystalline grains has a low 
adtom diffusion energy. With decreasing the deposition pressure, adtom 
diffusion energy is sufficient to overcome the substrate and nucleation 
roughness and lead to a smooth surface (Fig. 2b). With a further decrease 
of the deposition pressure, large adtom diffusion energy lead to large grains 
produced by volume recrystallization (fig. 2a). 

Fig. 3 shows the AFM images of film B.  
 

 
Fig. 3. AFM image of film B (a) and detailed structure of te grain (b). 

 

It can be seen in Fig. 3a) that the film surface shows a oriented grain 
structure with grains parallel and perpendicular to each other, suggesting 
an a-b twinning structure. Fig. 4b)shows for one grain a step structure 
consisting of closed –loops.  

The observed grain structure means that the films grow in a two 
dimensional mode on vicinal SrTiO3 substrates. Similar results were obtained 
in the study of epitaxial Bi2Sr1-x Lax Cu2O6+d [14].  

Fig. 4 shows the dependence of electrical resistance as a function 
of temperature for the films A, B and C.  

 
Fig. 4. The reduced resistance function of temperatureof film A (95 Pa),  

film B (105 Pa) and film C (160)Pa. 
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Film B and Film C show clearly a superconducting transition with a 
critical temperature Tc around 4. 5 K. For film A, an insulating behaviour 
appear at low temperature. Similar results were reported in ceramic samples 
of Bi:2201 if either small amounts of Sr and oxygen are removed from the 
structure [ 15]. We believe that the observed metal- insulator (M-I) should 
be due to the Sr deficiency in our epitaxial thin films. The variation in Sr 
stoichiometry may also influence te stoichiometry of oxygen and the observed 
M-I transition is a combination effect of Sr deficiency and the variation of 
oxygen content.  
 
 
Conclusions 

Epitaxial Bi:2201 thins films were deposited onto SrTiO3 substrate 
by inverted cylindrical DC magnetron sputtering by using different pressure 
of sputtering gas.  

The deposition pressure plays an important role regarding the 
superconducting transition, film surface morfology and epitaxial quality.  

Epitaxial Bi:2201 thin films with smooth surface were obtained after 
the study of the influence of deposition pressure on the structural and 
electric properties of these samples.  
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THE INFLUENCE OF HEAT TREATMENT ON STRUCTURAL   
AND ELECTRIC PROPERTIES OF BULK (Bi,Pb):2223 

SUPERCONDUCTOR 
 
 
 

A. V. POP*, GH. ILONCA*, MARIANA POP**, I. I. GERU*** 

 
 

ABSTRACT. The (Bi,Pb)(Sr,Ba):2223 samples were prepared by 
using different sintering temperatures. The structural and phase 
purity was studied by X-ray diffraction and electrical properties by 
electrical transport measurements. The critical current density from 
electrical measurement agree by the results obtained from complex 
magnetic susceptibilities measurements as function of temperature 
and a. c. field amplitude. The increase of sintering temperature induce 
the decrease of transition width and the increase of intergranular critical 
current density Jcj and phase purity.  

 
 
 

Introduction 

The bulk sintered specimen of high – Tc superconductors shows two 
critical temperatures corresponding to grain (intrinsic) and coupling between 
grains(weak links) respectively. AC susceptibility measurements have been 
used to investigate the intergranular critical current density JcJ, which is 
equivalent to the transport Jc [1,2].  

In bulk materials, grain boundaries present barriers to the passage 
of current and acts as a weak links(structural misalignment, dirt or other 
impurity phases, oxygen vacancies etc) [3]. The current can pass through 
many different path through grain boundaries, and the bulk SC is a multiple 
Josephson junction array. Misalignement between grains and their boundaries 
causes degradation of Jc, particularly in magnetic fields.  

The bulk (Bi,Pb):2223 material consists of grains weakly coupled at 
the grain boundaries by junctions or weak links. The quadratic temperature 
dependence of Jcj near Tc suggests SNS junctions between the grains [4,5].  
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In disordered weak-links network of HTS ceramic samples the 
increasing current induces dissipation due to normal conduction first in 
grain boundaries as directely demonstrated by locating precisely the ‚hot 
spots’ in spatially resolved resistivity measurements [ 6]. The transition in 
polycristalline HTS samples is interpreted as a two stage processes process: 
the upper part corresponds to thermodynamic intragranular transition while 
the lower part corresponds to intergranular coherence transition. The intra-
and intergrain properties of (Bi,Pb):2223 system are different influenced by 
the partial substitution of copper (Cu) by 3d elements [7,8 ]. In this paper 
we report the influence of sintering temperature on the phase purity, 
electrical resistance and critical current density of (Bi,Pb)(Sr,Ba):2223 bulk 
superconductor from V-I measurements at 77K.  
 
Experimental 

Bulk samples with nominal composition  (Bi1. 6 Pb0. 4)  (Sr1. 8 Ba0. 2)  
(Ca0. 998Er 0,002)2 Cu3 Oy were prepared by the conventional solid-state 
reaction of appropriate amounts of the metal oxides and carbonates of 99. 
99% purity. The partial substitution of Sr by Ba was used to induce the 
reduction of the modulation period [9]. Appropriate amounts of Bi2O3, PbO, 
SrCO3, BaO, Ca CO3, Er2O3 and CuO were mixed in agate mortar and 
calcined at 800 0C for 36 hours. The calcinated powder was pressed into 
pellets and sintered at 845 0C for 200 hours. The pellets were grinding, pressed 
and resintered as following: the first (named sample S1) for 60 hours at 845 0C 
and the second (named sample S2) for 60 hours at 850 0C.  

The X-ray diffraction (XRD) analysis confirmed the presence of a 
majority 2223 phase in S1 and S2 samples.  

Electrical resistance function of temperature and V-I measurements 
by four probe method were performed by using a Keithley 182 nanovoltmeter 
and a Keithley 220 current source. Silver paint were used to obtain low contact 
resistance (after a heat treatment at 590 0C of pasting silver paint on the 
sample surface).  
 
Results and discussion 

Figure 1 shows the X-ray diffraction patterns of S1 and S2 samples. 
For S1 sample, most of the identified peaks belong to the “2223’ with a few 
low-intensity peaks belonging to the ‘2212’ and“2201" phases. XRD pattern 
for S2 sample show that the amount of "2212" phase decrease and ‘2201’ 
phase is absent.  

The temperature dependencies of electrical resistance, R (T), for the 
samples S1 and S2 are shown in Fig. 2. Above the excess conductivity region 
our samples are characterized by a linear temperature dependence of electrical 
resistance:  

R=R (0) + a T. 
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Fig. 1. X -ray diffraction patterns of S1 and S2 samples as a function of angle 2θ. 
The “2212"phase are indicated by triangles and the “2201" phase by circles. 

 
 By using the measured room temperature and the parameters R(0) 
and a, found by a linear regression on the data, the residual resistivity ρ(0) and 
the temperature coefficient of the resistivity, dρ/dT were obtained (Table 1). 
The insert of Fig. 2 shows the broadening of resistive transition for sample S1 
comparatively by S2 sample and the increase of Tc(ρ=0) for S2 sample (table 1). 
The decrease of resistance tail for S2 sample suggest the decrease of 
intergrain dissipation processes.  

The critical transition temperature, Tc,was obtained as the maximum 
observed in the first derivative dR/dT versus temperature (Fig. 3) The first 
derivative for S1 and S2 samples are reasonable fitted by Gauss function. 
By using this fit we obtain the transition width ∆Tc decrease with increasing 
sintering temperature (Table 1). 

Table 1.  
The parameters for S1 and S2 samples obtained from electrical resistance 

and I-V experimental data. 
Sample Tc 

[K] 
∆∆∆∆Tc [K] Tc(ρρρρ=0) 

[K] 
ρρρρ(0)  

[µµµµΩΩΩΩ. cm] 
dρρρρ/dT  

[µµµµΩΩΩΩ. cm/K] 
JcJ (77K) 
[A/cm2] 

S1 107. 7 4. 7    100. 0 1637 60. 9 27 
S2 108. 2 3. 5 104   570 50. 1 331 
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Fig. 2. The temperature dependence of the electrical resistance for samples S1 

and S2. The inserts show the transition regions. 

 
Fig. 3. dR/dT versus temperature for samples S1 and S2.  

The full lines are the fits with Gauss function 
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We have measured the voltage (V) as a function of current (I) for 
samples S1 and S2 sintered at 845 0C and 850 0C respectively. Fig. 4 shows 
for these sample the V-I characteristics at a temperature T= 77 K, much 
below the critical transition temperature Tc = 108. 5 K. The V(I) dependence 
are conventional ones for ceramic samples which have intrinsic Josephson 
junctions network between grains. The critical current Ic for samples S1 and 
S2 are Ic1= 126 mA and Ic2 =1300 mA, respectively. The corresponding 
values for the the intergranular critical current density JcJ1=27A/cm2 and 
JcJ2=331A/cm2, evidenced that the increase of the sintered temperature by 
only 5 0C lead to the improvement by an order of magnitude of the conduction 
in intergranular junctions.   

 

    
Fig. 4. V-I plots of bulk samples S1 (sintered at 8450C)  

and S2 (sintered at 8500C) at the nitrogen temperture, T=77K. 
 
 
The intergranular critical current density JcJ (77K) obtained from the 

χ" (T) data [10] are in agreement by the values obtained from I-V measurements 
(Table 1).  
 
 
Conclusions 

Two samples S1 and S2 with chemical formula (Bi1. 6 Pb0. 4)(Sr1. 8 Ba0. 2) 
(Ca1-x Erx)2 Cu3 Oy (x = 0. 002), by majority 2223 phase were obtained by 
the conventional solid-state reaction by using two different sintered temperatures 
t1 =845 0C (sample S1) and t2 =850 0C (sample S2) respectively.  

Traces of 2212 and 2201 were found in sample S1 and only small 
traces of 2212 phase in sample S2.  

The temperature dependence of electrical resistance is linear above 
the excess conductivity region. The residual resistivity and trasition width 
decreases by increasing sintering temperature.  
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 V-I measurements evidenced that the increase of the sintered 
temperature by only 5 0C lead to the improvement by an order of magnitude 
of the intergranular curerent density JcJ. This result agree by the JcJ obtained 
from a. c. susceptibility data.  
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MODEL FOR TEMPERATURE AND PROFILE DISTRIBUTION 
 IN NONCONVENTIONAL PROCESSES  

OF PLASTIC DEFORMATION 
 
 
 

MARIANA POP*, TRAIAN CANTA* 

 
 

ABSTRACT. A model which had taken into account all parameters of 
the dieless drawing process and some elements of the process 
control for producing variable cross-sections are presented. With the 
proposed model it is possible to study the influence of various process 
parameters like: temperature, strain, strain rate, stress. The researches 
demonstrated the good agreements between the theoretical and 
experimental results. Also the paper present some elements of the 
process control for producing variable cross-sections 
 
 
Introduction 
In conventional metal forming processes, large plastic deformation 

is given to a material using tools such as dies. Some materials present 
much difficulties in forming because of high strengthes or poor ductilities.In 
most of forming processes large frictional force acts on the interface 
between the material and the tool, which has a negative influence in the 
process. To decrease the flow stress and to increase the ductility hot 
working is often used, but there still remain problems caused by heat 
resisting tools and lubricants in the high temperatures. 

The non-conventional processes seem to solve these problems; are 
a kind of hot working and frictionless processes. Two of these processes 
are: dieless drawing of wires and bars and dieless bending of pipes, which 
present the characteristics of incremental plastic deformation processes 
[1,2]. A particularity of an incremental plastic deformation process is that 
the deformation is continuous on short parts of the semiproduct.The result 
of this fact is that the deformation stress, power and energy consumed in 
the process are lower than in the classical processes where the deformation 
take place in the whole volume of material.  

Dieless drawing is an incremental metal forming process for plastic 
stretching of bars, wires, by using local induction heating. Figure 1 presents 
the principle of the process. 
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Fig. 1. 
 

The main advantages of this process compared to the classical 
drawing are: 

-the absence of die which makes the process less expensive 
compared to conventional process 

-there are no intermediate heating and surface preparing operations 
-absence of lubrication problems 
-a large reduction of area can be obtained in a single pass(up to 80%). 

The main parameters of the process can be classified into: 

-control parameters: temperature, drawing force, velocity 
-kinematic parameters: strain, strain rate 
-material properties: density, heat conductivity, specific heat capacity 
-mechanical parameters: yield stress 
-disturbance parameters:inhomogeneity of material properties, changes 

of temperature, drawing force and velocity 
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A model of deformation in dieless drawing is presented in figure 2, 
from which result that in order to avoid the material fracture the following 
relation should hold in the deforming zone[3]: 

 

A0σ0 = Aσ = A1σ1     [1] 
 

where A0, A1 are the cross sectional areas in the entrance and exit zones,  
σ0, σ1 are the flow stress in the entrance and exit zones. 

 
 

 

Fig. 2. 
 
For simplicity we assume that the process is not stable when: 

A1σ1 > A0 σ0      [2] 

The maximum reduction in area is: 

rmax = Amax/Ao=1-A1min/A1=1-σo/σ1   [3] 

The heating temperature and the cooling rate are the most important 
factors for the successful deformation.Induction heating is superior to any 
other heat method in view of the requirement for local heating, the ability to 
produce high heating rates and because of diminishing the phenomenos of 
oxidation and decarburation. In case of induction heating, the temperature 
of material depends on factors such as the power of the induction heating 
source, the shape of the induction coil, the distance between the coil and 
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the material, and the material’s physical constants(specific heat density, 
thermal conductivity, permeability).The cooling rate is changed by selecting 
the coolant. For high speed drawing liquid CO2 can be used. 
 

Theoretical model  
For the analyze we assume that a round bar with initial radius R0 is 

drawn through a fixed inductor to final radius R. Ingoing and out going speed 
V0 and V1 and also the drawing force F are constant, so that the process is in a 
steady state(Fig.3).The shape of the deformation zone is described by the 
function R=R(X). The equivalent strain is calculated with relation 4. 

)ln(2)ln()ln(
1

0
2
1

2
0

1

0

R

R

R

R

A

A ===ε    (4) 

From relation 4 by differentiation with respect to time t, result the 
equivalent strain rate (5). 

V
dx

d

dt

dx

dx

d

dt

d εεεε ===     (5) 

where V=V(x)  
 

 

Fig. 3. 
 
Taking into account the law of volume constancy expressed by 

relation 6 and with the notation  'R
dx

dR = results equation 7. 
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As the radial component of the material flow in the deformation zone 
is very small compared to the longitudinal one a uniaxial stress distribution 
σ= σ(x) can be assume. 

The force equilibrium demands that the drawing force F is constant 
along the bar,  

22
00 RRF σππσ ==  

from where result relation (8): 

20
0 )(

R

Rσσ =       (8) 

Considering the plastic deformation as a creep process [3], it can be 
considered the function σ = σ(T, ε, ε) as having the shape from relation 9: 

30421 )/(
0)( mmmTm eCe εεεσ εε+− +=    (9) 

where, C, m1, m2, m3, m4 are constants of material. 
For numerical evaluations it is useful to solve equation 9 for R’ after 

introducing equation 7. 
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In order to include the effect of large plastic deformation, we assume 
that the temperature T is only a function of the longitudinal coordinate x, the 
temperature gradient in radial direction can be neglected. 

Considering a disc with infinitesimal thickness dx, cut out of the 
deformation zone, we can set up a balance of ingoing and outgoing heat 
per unit time(Fig.4). 

As we have assumed steady state conditions, there is no accumulation 
of heat in the volume element, the temperature does not depend on time. 
Heat generation by plastic deformation can be neglected. 

From the heat equilibrium equation on the disc result equation (11): 
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In case of small reductions with R≈R0 we can solve equation (11) 
analytically in the form (12). 

xaxa eCeCxT 21
21)( +=      (12) 



MARIANA POP, TRAIAN CANTA 
 
 

 20 

 

Fig. 4. 
 

The calculation have shown that the convective part of the heat 
conduction, given by the drawing speed V0, supasses the diffusive part 
nearly completely so it can be neglected. 
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The final differential equation of temperature is given by relation 13. 
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   (13) 

Using the mathematical program Maple 5 were solved equations 10 and 
13 and figures 5 and 6 present the results (the profiles of temperature, radius). 

In the numerical example which is presented in figures 5, 6 were 
assumed the following stages of the process: inductive heating between 
x0=0 and x1=0,04m, forced air cooling between x2= 0,06m and x3= 0,1m, 
free air cooling along the rest of the bar. The numerical parameters for 
simulation are the following: 

P=108 W/m2, R0=2 mm, V0= 0,0013 m/s, σ0= 60 N/mm2, C=1196 N/mm2, 
α1air=30W/m2K, 

α2air= 250 W/m2K, ρ= 7850 kg/m3, c=660 J/kg K, m1=0,0025, m2= -0,05877, 
m3=0,1165, m4=-0,0207 
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Following data were obtained for steel C45. 
 

Fig. 5. 

Figure 6 present the comparacy between theoretical an experimental 
profiles obtained for a wire with initial diameter of 4 m [4]. 

 

 

Fig. 6. 
 

 Conclusions 
The theoretical model which was presented in this paper had taken 

into account all parameters of the dieless drawing process, that permit to 
obtain two differential equations for profile and temperature variations 
during the process.  
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Using the mathematical program Maple 5, were solved the differential 
equations and were represented the parameters of the process (profile, 
temperature, strain, strain rate, deformation stress).  

The researches demostrated the good agrements between the 
theoretical and experimental results (Fig.6).  
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ELECTRON IMPACT MASS SPECTRAL STUDY OF  
SOME S-METHYL p-ARYLSULPHONAMIDES OF THE 
DIMETHYLAMIDOCYCLOHEXYLPHOSPHONIC ACID 

 
 

* SIMONA NICOARĂ1, Z. MOLDOVAN2, I. FENESAN3, O. COZAR4 
 

ABSTRACT. This work deals with the analysis of the fragment 
ions resulted under electron impact from the molecules of the: (1) 
p-methoxybenzenesulfonimide-, (2) benzenesulfonimide-, (3) p-chlorine-
benzenesulfonimide-, and (4) p - methylbenzenesulfonimide - of 
the S - methyl, N, N - dimethyl-amidocyclohexylthiophosphonic acid.  

Mass spectra at 70 eV, metastable ions detection and accurate 
mass measurements were used to investigate the fragmentation 
processes. 

 
Key words: S-methyl derivatives, electron impact mass spectrometry, 

fragmentation patterns 
 

 
INTRODUCTION 

 This paper aims to elucidate the fragmentation pathways for molecules 
(1)-(4), the representatives of a newly synthesized class of thiophos-
phororganics, tested for their expected biological potential [1]. The organo-
phosphorus compounds are widely studied and analyzed owing to their 
capability of biological interaction, being used as therapeutic agents, as 
insecticides, herbicides and fungicides [2-4]. 
 Microorganisms have learned to develop their resistance against 
several pesticides, sulfonamides, or antibiotics, and thus, new compounds 
need to be synthesized, studied and tried against several bacteria and 
pests. Among other physico-chemical spectroscopic techniques, the mass 
spectrometry plays an increasingly important role in the structural 
characterisation, in the identification and the quantitative determination of 
different classes of pesticides [5,6].  

                                                           
1 Physics Department, Technical University of Cluj-Napoca, C. Daicoviciu str., nr. 15, 3400 Cluj-Napoca 
* author for correspondence: e-mail: <simona.nicoara@personal.ro> 
2 Mass Spectrometry Laboratory, National Institute for Research and Development on Isotopic and 

Molecular Technology, INCDTIM Cluj-Napoca 
3 Chemistry Institute "Raluca Ripan", Donath Street, nr. 101, Cluj-Napoca 
4 Department of Atomic, Nuclear and Environmental Physics, Faculty of Physics, "Babes-Bolyai" 

University, Kogălniceanu str., nr. 1, Cluj-Napoca 



SIMONA NICOARĂ, Z. MOLDOVAN, I. FENESAN, O. COZAR 
 
 

 24 

 The compounds described here, have the following structural formula: 
 
   S-CH3     
       1. Y = OCH3  (31 amu) 
     cC6H11     P     N     SO2     C6H4         Y 2. Y = H     (1 amu) 
       3. Y = Cl     (35 amu) 
   N(CH3)2   4. Y = CH3       (15 amu). 
 
 

EXPERIMENTAL 
 All the experimental data were recorded using a double focusing 
mass spectrometer MAT-311, set at the following parameters: electron 
energy 70 eV, electron emission 60 µA, ion source temperature 150 oC, 
and resolution R = 800 for the normal mass spectra. Few micrograms of 
each sample were introduced in the ion source by using the solid sample 
inlet system, at the optimum evaporation temperature, for each compound: 
60 oC (1), 85 oC (2), 80 oC (3), and 110 oC (4).  
 The metastable ions transitions were analyzed in the HV mode, by 
scanning the accelerating voltage V, to detect the ion fragmentations in the 
first field free region, and in the MIKE mode respectively, by scanning the 
electric sector U, to identify the daughter fragments of the metastable ions that 
breake up in the second field free region, between the magnetic and the 
electric sectors [7].  
 Accurate mass measurements were performed through the peak 
matching unit, with PFK ions as mass references, at resolution R = 4000 
with 10 % valley, to confirm the elemental compositions of most of the 
fragment ions.  
 

RESULTS AND DISCUSSION 
Figures 1-4 present the 70 eV mass spectra of the four arylsulfonimidic 

thiophosphonamides studied here. 
The mass spectrum of compound (1), under low electron impact 

energy (~ 10 eV) is shown in figure 5. By comparing the spectra of the p-
methoxybenzenesulfonimide of the dimethylamidocyclo-hexylthiophosphonic 
acid (1), in figures 1 and 5, respectively, one observes the higher abundance 
of heavier ions in the low energy spectrum with the base peak at m/z 374 
(resulted from M+., by the loss of a neutral NC2H5 molecule), unlike the 
pattern of the 70 eV mass spectrum, where the low mass ions have dominant 
abundances, and the base peak is at m/z 55, the well-known fragment 
[C4H7]

+, from the cyclohexyl cleavage. 
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Fig. 1. The 70 eV mass spectrum of the p-methoxybenzenesulfonimide                    
of the dimethylamidocyclohexylthiophosphonic acid (1). 

 
Most of the ions were found to have correspondants in all the four 

spectra 1-4, Table 1 contains the main fragment ions in these mass spectra. 
Table 2 shows some results of the accurate mass measurements, and Table 
3 contains some MIKE data collected for the metastable ions detected in 
compound 4, the p-methylbenzenesulfonimide of the dimethylamidocyclo-
hexylthiophosphonic acid. 
 The fragmentation patterns proposed in schemes I-III, of figures 6-8, 
show some characteristics due to the presence of the double bond P=N in 
the molecules, and also some other features specific to each radical bonded 
to the aryl group. One characteristic common to all four spectra is the low 
abundance of the molecular ions (0,5 - 3 %), that can be explained by the 
high degree of the molecules ramification, as found in other similar cases [8].  
 The ion a, m/z (277+Y) results from M+. through a four membered 
transition state involving the rearrangement of the hydrogen atom from the 
cyclohexyl to the P atom, as remarked in similar molecules [9]. The transition 
M+. --> a was not detected in metastable ions analysis but, the loss of a 
C6H10 neutral molecule was reported for other thiophosphororganic 
compounds containing the cyclohexyl group [10-12].  
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Fig. 2. The 70 eV mass spectrum of the benzenesulfonimide of the 
dimethylamidocyclohexylthiophosphonic acid (2). 

Fig. 3. The 70 eV mass spectrum of the p-chlorinebenzenesulfonimide of the 
dimethylamidocyclohexylthiophosphonic acid (3). 
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Fig. 4. The 70 eV mass spectrum of the p-methylbenzenesulfonimide of the 
dimethylamidocyclohexylthiophosphonic acid (4). 

Fig. 5. The 11 eV mass spectrum of the p-methoxybenzenesulfonimide of the 
dimethylamidocyclohexylthiophosphonic acid (1), inlet system temperature 100 oC. 
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Table 1. 
The main fragment ions in the 70 eV mass spectra of the compounds         

1-4 (inlet system temperature oC), m/z (relative abundance %) 
 
 

 

Ion 

1 (60 oC) 

Y=OCH3 

2 (85 oC) 

Y = H 

3 (80 oC) 

Y = Cl 

4 (110 oC) 

Y = CH3 

M+. 390 (1,7) 360 (1,4 %) 394 (0,8) 374 (3,0) 

a (277+R) 308 (2,5) 278 (0,7) 312 (2,5) 292 (10,2) 
b (233+R) 264 (10,2) 234 (6,3) 268 (5,8) 248 (32,7) 
c (140+R) 171 (29) 141 (22,2) 175 (7) 155 (25) 

d (154) - - - 154 (28) 
e (138) - -  - 138 (37) 

f (124+R) 155 (25) 125 (7)  158 (7) 139 (33) 
g (108+R) 139 (31) 109 (6) 143 (3) 123 (18) 
h (107+R) 138 (19) 108 (21) 142 (0,2) 122 10) 
i (186+R) 217 (3) 187 (1,4) 221 (19) 201 (6) 
j (230+R) 261 (15) 231 (8) 265 (12) 245 (36,7) 
k (187+R) 218 (3) 188 (1,4) 222 (2) 232 (4) 

l (153) - -  - 153 (12) 
m (185+R) 216 (3) 186 (3) 220 (2) 200 (6) 
n (215+R) 246 (0,1) 216 (0,4) 250 (0,3) 230 (2) 
o (313+R) 344 (1) 314 (1,5) 348 (1) 328 (3) 
p (271+R) 302 (0,2) 272 (0,3 ) 306 (0,2) 286 (1) 
q (207+R) 248 (1) 208 (2) 242 (1) 222 (1) 
r (192+R) - 193 (2) 227 (0,1) 207 (1) 
s (316+R) 347 (10) 317 (2) 351 (7) 331 (33) 
t (269+R) 300 (1) 270 (2) 304 (1) 284 (4) 
u (252+R) 183 (1) 253 (6) 287 (1) 267 (4) 
v (237+R) 268 (16) 238 (6) 272 (6) 252 (22) 
w (301+R) 332 (34) 302 (2) 336 (2) 316 12) 
x (253+R) 248 (1) 254 (1,4) 288 (1) 268 (2) 
y (344+R) 375 (7) 345 (3,5) 379 (3,3) 359 (8) 
z (312+R) 343 (0,4) 313 (1) 347 (0,4) 327 (1) 
z1 (270+R) 301 (0,2) 271 (1) 305 (1) 285 (2) 
z2 (206+R) 237 (3) 207 (2) 241 (0,3) 221 (5) 
z3 (191+R) 222 (0,2) 192 (6) 226 (1) 206 (5) 
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 Some simple fission processes of the P-N and P-S bonds, in the ion 
a, lead to the ionic structures b, m/z (233+Y) and j, m/z (230+Y), having 
relatively important abundances (> 10 %) in all four spectra. 

The transition b--> c, m/z (140+Y) was registered as the cleavage of 
the metastable ion b, through a simple fission. In molecule 4 , the ion c 
consequently loses the H and O atoms, respectively, to produce the ions d, 
m/z 154 and e, m/z 138, that involve the formation of the tropylium cycle, 
encountered in the cleavage of other molecules with substituted phenyl 
[13,14]. The structure c successively eliminates two oxygen atoms, as 
reported for other compounds containing the SO2 group [11,15], to result in 
the ions f, m/z (124+Y) and g, m/z (108+Y), of higher abundance (> 20 %) 
in spectra 1 and 4, probably due to the higher stability provided by the 
radicals CH3 and OCH3, respectively. 
 The structure g, may then eliminate a H atom, resulting in the double 
cycled ion h, m/z (107+Y), as reported in the literature, in other compounds 
with phenyl and S or O atoms [11,13]. 
 The ion i, m/z (186+Y) is possibly formed from the ion b, by the 
elimination of the neutral radical SCH3, similar losses by simple fission 
being reported in the literature for other phosphorodithioates [16]. 
 Another series of abundant ions is generated from a, by the 
elimination of the SCH3 radical, resulting the ion j, m/z (230+Y). The latter 
may also lose a methyl radical and form the ion n, m/z (215+Y). The 
metastable ions detection confirmed the transitions: j-->k-->n, in compound 
4, as marked in Scheme I, figure 6.  
 The HR mass measurements confirmed the elemental compositions 
of the ions involved (See Table 2) and the metastable ions analysis 
revealed that the ion m, m/z (185+Y) is generated by the elimination of the 
neutral molecule HN(CH3)2, from the structure j1, m/z (230+Y), the isomer of 
the ion j, m/z (230+Y), in Scheme I, fig. 6. In the spectrum of compound 4, 
the ion structure l, m/z (153), with the atomic composition confirmed via HR 
mass measurements, results from j, by the loss of a C7H8 neutral radical, as 
confirmed in the metastable ions analysis. The process is not possible in 
molecules 1-3, with other radicals, that do not have C atoms, directly 
bonded to the phenyl group. 

 In all the four spectra, there are ions at m/z (313+Y), and the accurate 
mass measurements suggested an elemental composition compatible with 
the structure o, m/z (313+Y), in Scheme II of figure 7. This ion is formed 
through a four membered transition state, involving the transfer of a H atom 
from SCH3, to the P atom, and the subsequent elimination of a neutral 
SCH2 molecule.  
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Fig. 6. Scheme I- Fragmentation of the S-methyl derivatives 1-4, starting with the 
elimination of the C6H10 neutral molecule. Includes the ions labelled a-n. 

Table 2.  
Accurate masses of some fragment ions in the spectrum of the p-methylbenzene-

sulfonimide of the dimethylamidocyclo-hexylthiophosphonic acid (4). 
m/z formula theoretical mass measured mass abs. error 
(Da) - amu amu 10-3 amu 
316 C13H19NO2PS2 316,05946 316,05975 0,3 
292 C10H17N2O2PS2 292,04688 292,04784 0,96 
267 C14H22NPS 267,12105 267,11261 8,44 
252 C13H19NPS 252,09757 252,09806 0,49 
248 C8H11NO2PS2 247,99686 247,9969 0,04 
245 C9H14N2O2PS 245,05134 245,04951 1,83 
221 C12H18N2P 221,12073 221,13078 10,05 
155 C2H8N2O2PS 155,0044 155,0167 12,3 
139 C2H8N2OPS 139,0207 139,0207 11,2 
92 C2H6NSO 92,01701 92,02507 8,06 
75 C2H5NS 75,01427 75,02289 8,62 
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Fig. 7. Scheme II- Fragmentation of the S-methyl derivatives, including the ions 
containing the cyclohexyl group (labelled o-w). 

 
The ion o may further undergo the cleavage of the cyclohexyl group, 

eliminating a neutral C3H6 molecule, and resulting the ion p, m/z (271+Y), 
that involves the ring contraction, as reported in other cases of molecules 
having cyclic structures [8,11,13]. 

 The ion p possibly loses the neutral SO2 molecule, to generate the 
ion q, m/z (207+Y), which subsequently eliminates one of the methyl radicals 
bonded to the N atom, and results the ion r, m/z (192+Y). 
 A series of relatively abundant ions (5-38 %) rise at s, m/z (316+Y), 
formed from the ion M+. through a four membered transition state, involving 
the transfer of a H atom, from the dimethyl-amido group to the P atom, 
subsequently losing the neutral molecule NC2H5, the transition being detected 
as a metastable ion cleavage.  
 The simple fission of the ion s may yield the ions t, m/z (269+Y) and 
w, m/z (301+Y), by the elimination of either the SCH3 or the CH3 radicals, 
respectively. The same ion s, may also generate the ion u, m/z (252+Y), 
through a three membered transition state, involving the loss of the SO2 
neutral molecule, a process that is typical for molecules containing SO2 and 
the phenyl group [11,17]. 
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Table 3.  
Experimental data concerning the metastable ions detection in compound 

4., in the MIKE mode, by scanning the electric sector voltage. 
 

m1/z  
(precursor ion) 

 
U0 

 
U1 

m2/z  
(daughter ion) 

(Da) (V) (V) (Da) 
374 500,7 481,2 359 

  443,5 331 
  390,6 292 

359 500,8 480,9 345 
  442,7 316 
  390,0 279 
  288,1 206 

331 500,8 478,5 316 
  404,3 267 
  380,7 252 

316 493,6 395,4 252 
  479,3 301 

j, m/z 245 493,3 462,9 230 
  434,3 216 
  496,5 201 
  306,9 152 

 
 The metastable ions analysis in compound 4, indicated that the ion 
v, m/z (237+Y) results from the ion s, m/z 331, a process that involves the 
simultaneous elimination of the two neutral fragments CH3 and SO2. The 
ion v is fairly abundant (4-22 %) in all spectra. Other cases of simultaneous 
elimination of several small neutral fragments from heteroatomic organic 
molecules are reported in the literature [11,18].  

The metastable ions spectra also indicated that the ion w eliminates 
the neutral molecule of sulfur monoxide SO, to generate the ion x, m/z 
(253+Y), through a cleavage encountered in other molecules containing the 
SO2 group [9,11,19]. Another ion of rather low (>3 %) abundance in all spectra, 
is y, m/z (344+Y), formed from the molecular ion M+. by the simple fission of 
the C-S bond, and the loss of the CH3 neutral radical from the S-methyl 
substitute, as presented in figure 8 - Scheme III. The metastable ions analysis 
revealed that the ion y undergoes the H rearrangement onto P and it further 
eliminates the neutral molecule NC2H5, to generate the ion w, m/z (301+Y), 
whose elemental composition was confirmed via HR mass measurements 
(Table 2). The ions z, m/z (312+Y), z1, m/z (270+Y), z2, m/z (206+Y), and z3, 
m/z (191+Y) can be observed in all the spectra of the four S-methyl derivatives. 
Although the metastable ions analysis could not be performed, owing to 
their low abundance (~ 2 %), we suppose that they are generated from M+. by 
the subsequent losses of the SCH3, C3H6, SO2 and CH3 neutral fragments. 
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Fig. 8. Scheme III - Fragmentation pathways of the S-methyl derivatives 1-4, 
starting with the cleavage of the S-C bond. 

 
 The loss of the C3H6 group from the ion z is followed by the cyclohexyl 
ring contraction, as reported for other similar molecular structures, under 
electron impact [8,11,13]. 

All the four 70 eV mass spectra contain the abundant ion (> 30 % 
relative intensity) at m/z (76+Y), and the accurate mass measurements 
confirmed for this ion the structure C6H4-CH3 (here, with Y = CH3). The ion 
at m/z (76+Y) is probably formed from the molecular ion M+., by the simple 
fission of the S-C bond, between the SO2 and the phenyl groups. This ion 
gives the base peaks in spectra 2 and 4, and has an important abundance 
(> 30 %) in spectra 1 and 3, due to the stability of the aromatic cycle. 

Another intense (> 30 %) peak is recorded in all the spectra at m/z 
92, whose elemental composition (CH3)2NSO was confirmed through HR mass 
measurements (see table 2). The formation of this ion involves the migration 
of some groups of atoms, a process encountered in other thiophosphororganic 
compounds and in derivatives whose molecules contain the N(CH3)2 group 
[20,21]. 

The fairly abundant (>15 %) ion at m/z 75 in all the spectra, except 
for compound 4, has the elemental composition C2H5NS, confirmed by 
accurate mass measurements, and may be formed from the ion recorded at 
m/z 92, by the elimination of a neutral OH radical. The process was not 
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detected as the transition of a metastable ion, but the loss of an OH group 
was previously reported in molecules with O and H atoms, the oxygen 
being bonded to a carbonyl group and not directly to H [22-24]. 
 The peak at m/z 44, intense in all the spectra ( 30 %), and also the base 
peak in spectrum 3, is given by the ion N(CH3)2, whose elemental composition 
was confirmed in HR mass measurements. Similar thiophosphororganics, their 
molecules containing the N(CH3)2 radical, gave abundant peaks at m/z 44 [10]. 

The series of ralatively abundant ions at m/z 83, 55 and 41 are 
charcateristic to the cyclohexyl ring cleavage [10]. 

 
 

Conclusions 

 The mass spectra of the four S-methyl derivatives discussed here 
contain numerous fragment ions formed by the simple bonds fission, with the 
elimination of the neutral atoms or radicals: O, H, OH, CH3, SCH3, N(CH3)2. 
 Other ions were also recorded, whose generation involved the 
rearrangement of H or of several atoms, with the subsequent elimination of 
neutral molecules such as: SCH2, NC2H5, HN(CH3)2, C6H10, C3H6, SO, SO2.  
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ABSTRACT. The paper presents the fragmentation pattern proposed 
for the p-carboxybenzenesulfonamide (1), p-carboxy-methyl-benzene-
sulfonamide (2), p-methoxybenzenesulfonamide (3), and p-fluorine-
benzenesulfonamide (4) of the O,O - diphenylthiophosphoric acid. 

The molecules behaviour under 70 eV electron impact was 
investigated based on their normal mass spectra, the accurate 
mass measurements and the metastable ions fragmentations. The 
kinetic energy release T50 was determined in the MIKE mode for the 
cleavages recorded in the second field free region, for compound 1, 
and the qualitative correlation is discussed, concerning the peak 
shapes, the amount of energy released, and the mechanism of 
decomposition proposed.  

 
Key words: arylsulfonamides of the diphenoxythiophosphoric acid, mass 

spectra, metastable ions fragmentation, kinetic energy release 
 

Short title: Metastable ions fragmentation in diphenoxy-thiophosphoric 
sulfonamides 

 
 

Introduction  
Many studies are focused on the physico-chemical characteristics of 

organophosphorus compounds, as well as on their biological properties, 
being used as chemosterilants, antiviral, antimicrobial, or other therapeutic 
agents, and as pesticides [1-5]. 
 The purpose of this paper is to present and interprete the mass 
spectral data of the four arylsulfonamides of the diphenoxythiophosphoric 
acid, through a qualitative analysis. The discussion is based on the mechanism 
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proposed in the fragmentation pattern, related to the amount of kinetic 
energy released during the cleavage, and by examining the MIKE peak 
shape. 
 These compounds were synthesized at the Chemistry Institute "Raluca 
Ripan" [6,7]. Their MS [8], IR and NMR spectra combined with potentiometric 
data [6,7,9] confirmed the following chemical structure: 
 

S      1. X = COOH 

C6H5O       2. X = COOCH3 

P     NH      SO2                X   3. X = OCH3 

C6H5O       4. X = F 
 

Structural characterisation and quantitative determination of organo-
phosphorus compounds in different biological or environmental matrices 
can be performed by means of mass spectrometry (MS), possibly coupled 
to gas- (GC) or liquid-chromatography (LC) [10-12]. The MS technique also 
allows the measurement of the energy released T, in the translation of the 
ionic and neutral fragments of organic molecules, under electron impact. 
These determinations are helpful in ion structure studies, since they provide 
information on the energetics and on the ion fragmentation mechanisms 
[13-15].  

The kinetic energy release may originate in the excess energy of 
the activated complex, E++ (non-fixed energy) , and in the reverse critical 
energy Eo

r, their contributions to the total kinetic energy being T++ and Tr 
respectively: T = T++ + Tr (See  the energy diagram of fig. 1). 

When the activated complex undergoes rearrangements of atoms 
and the reaction products are very stable ions and molecules, then the 
amount of Eo

r is substantial, and Tr it is most likely the dominant term in T 
[13,14]. Simple fission reactions are expected to have small or even no 
reverse reaction energy Eo

r, and therefore T++ is supposed to have a 
dominant role in T. The metastable ions generally have small internal 
energies, and the fissions controlled by the statistical partitioning of the 
excess energy E++  involve a small kinetic energy release T, that is mostly 
due to T++≅T [13,14].  
 The amount of kinetic energy release is also dependent on the 
mechanism(s) that drive the fission reaction (simple fission, rearrangement 
reaction, Mc Lafferty transposition, isomerisation, cyclisation, ring contraction, 
etc.), and a correlation can be found with the metastable peak shape [14]. 
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Fig. 1. Potential energy diagram, versus the reaction coordinate: M+., F+., and N = parent 
ion, daughter ion, and neutral fragment; E= internal energy of M+., E++= excess 
energy of the activated complex, Eo

r = reverse reaction energy, and E0 = direct 
reaction critical energy. 

 
 A Gaussian peak, with the squared ratio of the average (peak width 
at 22 % height) to the most probable energy release(width at 61 % height), 

( )2

6122 / wwr = , equal to 3 indicates a reaction controlled by the statistical 
partitioning of the excess energy E++ in the activated complex. If, on the 
other hand, the reverse activation energy Eo

r is the dominant source of the 
translational energy release, and if the fraction of it converted to Tr covers 
only a reduced range of values, the metastable peak shape is not pure 
Gaussian, the r values being smaller than 3. Previous studies showed that 
T++ is important only for relatively small values of the total kinetic energy 
release T [16,17]. 
 

EXPERIMENTAL 
 The mass spectrometry experimental measurements were made 
using a VARIAN-MAT 311 double focusing mass spectrometer with inverse 
Nier-Johnson geometry, equiped with a computerized system of data 
aquisition and processing. Standard operating conditions were as follows: 
70 eV electron impact energy, 100 µA electronic current, 150 oC ion source 
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temperature, and R=800 resolution in normal mass spectra. The solid 
sample inlet system was used and maintained at the optimum evaporation 
temperatures for each of the four compounds: 200 oC (1), 220 oC (2), 150 oC 
(3), and 120 oC (4). The majority of the fragment ion elemental compositions 
were tested by accurate mass measurements by the peak matching method, 
with PFK ions for reference, resolution R= 4500, valley definition 10 %, in 
high resolution spectra.  
 The metatsable ions were recorded in HV and MIKE mode. The 
accelerating voltage was scanned from 2000 V (divised 1:300, about 6,6 V) 
up to 3000 V (divised 1:300, about 10 V), to detect the fragmentation 
processes in the first field free region [13,14]. The electric sector voltage 
was decreased from about 505 V down to 0, allowing the detection of the 
daughter ions resulted in the second field free region [13,14]. In slow scanning 
of the electric sector voltage (0,35 V/s), the peak width at 50 % height was 
used to determine the kinetic energy release T50. The MIKE mode was 
preferred for the energetic analysis, because of the technical limitations in 
HV scanning, caused by the rapid de-focusing of the ion beam, resulting in 
a poor signal. 
 

RESULTS AND INTERPRETATION 
 The 70 eV mass spectrum of the p-carboxybenzenesulfonylamide of 
the O,O - diphenylthiophosphoric acid (1) is shown in figure 2. Table 1 contains 
the most remarkable ions, exhibiting abundant peaks in all the four spectra. 

 
Fig. 2. The 70 eV EI mass spectrum of the p-carboxyphenylsulfonamide                    

of the O,O - diphenylthiophosphoric acid (1). 
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The MIKE data recorded for the p-carboxybenzenesulfonamide of 
the O,O - diphenylthiophosphoric acid (1), in slow scanning of the electric 
sector voltage, are given in Table 2. The kinetic energy release, in Joules, 
was calculated as the average of three determinations of T50, by using the 
relationship [13]: 

T
y

z

m

m m

e V U

U50

2
1

2

2 3 0

2

16
= ⋅ ⋅ ⋅ ⋅











∆
 (J)   (1) 

 

Table 1.  
The main ions recorded in spectra 1-4. Compound, molecular mass  

(inlet temperature), m/z (abundance %) 
 

Ion, general formula 1 (200 oC) 2 (220 oC) 3 (150 oC) 4 (120 oC) 
M, m/z (404+X) 449 (-) 463 (-) 435 (5) 423 (18) 
[M-SO2]

+ 385 (-) 399 (21) 371 (50) 359 (-) 
a (294+X) 339 (25) 353 (100) 325 (56) 313 (61) 
b (76+X) 121 (53,4) 135 (86,2) 107 (73) 95 (100) 
c (65) 65 100) 65 (52) 65 (27) 65 (53) 
d (93 93 (7) 93 (6) 93 (8) - 
e (139+X) 184 (42) 198 (95) 170 (63) 158 (35) 
f (156) 156 (7) 156 (8,6) 156 (5) 156 (9) 
g (92) 92 (12) 92 (15) 92 (45) 92 (15) 
h (94) 94 (61) 94 (67) 94 (24) 94 (53) 
i(66) 66 (23) 66 (17) 66 (12) 66 (25) 
j (76) 76 (17) 76 (28) 76 (10) 76 (25) 
k (77) 77 (48) 77 (83) 77 (100) 77 (63) 
Base peak 65 (100) 353 (100) 77 (100) 95 (100) 

 

[Note - the X group in each compound: X= COOH (1); X = COOCH3 (2); X = OCH3 (3); 
X = F (4).] 

 
where: y and z are the numbers of positive charges on the daughter and parent 
ions, respectively, m1, m2, and m3 are the nominal masses of the ions, and of the 
neutral structure eliminated, e = elementary charge, V = 2970 V = accurate 
value of the accelerating voltage, ∆U = the peak width at 50 % height, in Volts, 
and Uo = the voltage of the electric sector, when the spectrometer was tuned 
on the parent ion.  
 With an average rate of 0,174 V/mm, by using the peak width in mm, 
the kinetic energy release in meV, was [14,18]: 
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 The measured metastable peak widths (w50) needed to be corrected 
(wc) for the kinetic energy distribution in the main ion beam (wo = the main 
ion beam peak width, at 50 % height), and with respect to the different 
masses of the daughter and parent ions [14]: 

w w
m

m
wc = − ⋅









50

2

1
0

2

 (mm)   (3) 

 The method gave results in a good agreement with rigorous 
deconvolution methods, except for very narrow peaks [20], and was already 
applied to the fission of the methyl-, ethyl-, and propyl-pivaloyl- acetates 
[14], the kinetic energy values, being consistent with data found in the 
literature. The values obtained for the p-carboxybenzenesulfonamide of the 
diphenoxythiophosphoric acid (1), the representative of molecules 1-4, 
analyzed in this paper,  are presented in Table 2. The last column contains the 
average values of the coefficient r, calculated as r=(w22/w61)

2, the squared ratio 
between the peak widths at 22 % and 61 % of height, reflecting the energy 
distribution function n(T) [14,16,19]. 

Table 2. 
Experimental data found by MIKE scanning of the metastable ions, in the   
p-carboxybenzenesulfonamide of the diphenoxythiophosphoric acid (1).      

U0 = 504,4 V, accurately measured voltage for the main ion beam. 
 

m1/z (Da) U (V) m2/z (Da) <T> + σa <r> b 

184 331,5 121 40,4+4 3,8 

339 273,7 184 25,3+1,8 3,0 

339 179,2 121 30,3+2,1 3,6 

121 389,3 93 32,0+0,9 3,6 
 

a  σ = standard deviation of T, calculated for 3-4 repeated measurements 
br = (w22/w61)

2, coefficient associated with the energy distribution function, n(T). 
 

The fragmentation pattern proposed for the four compounds is 
shown in figure 3. The cleavage reactions were sustained by metastable 
ions detection, the fragment ions elemental composition was confirmed via 
accurate mass measurements, the detailed discussion of the fragmentation 
processes is given elsewhere [8].  
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 The molecular ion M+. in compound (1) is very likely to undergo the 
thion-thiol isomerisation, prior to lose the neutral molecule C6H5SH, producing 
the ion a, m/z (294+X), with a quite stable structure, involving an additional 
cycle, formed on the heteroatoms O and P. The process was not detected 
as a metastable ion cleavage, but it was previously encountered in other 
O,O-diphenylthiophosphoric compounds [21]. 

 

 

Fig. 3. Fragmentation pattern suggested for compounds 1-4.  
(* = detected metastable ion cleavage in HV or MIKE mode) 

 
The ion a loses the relatively stable, large molecule C6H5O4NPS, to 

yield the structure b, m/z (76+X), by the cleavage of the S-C bond, probably 
an electron is withdrawn by the SO2 group, with the positive charge left on 
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the aryl group. The kinetic energy release of 30,3+2,1 meV, is slightly greater 
than that usually found for simple bond fission, and may originate in the reverse 
activation energy Eo

r, as the peak shape is wider than a pure Gaussian one 
(r ≅3,6) (figure 4), reflecting a rather complex fission mechanism [13,14].  

 
 

 
 

Fig. 4. MIKE peak for the transition: a � b 
 
 
 The ion b subsequently loses the (CXH) neutral fragment and 
generates the ion c, m/z 65, that produces the base peak in spectrum 1, 
and relatively abundant (> 30 %) peaks in the other three compounds. The 
process was detected as a metastable ion transition, but the poor quality 
signal did not allow the determination of the kinetic energy release in this 
case. Metastable ions analysis also provided evidence that the ion b further 
loses a stable, neutral CO molecule, resulting the ion d, m/z 93, with 
detectable peaks in compounds 1-3, missing in spectrum 4, due to the 
specific elemental composition of the X groups bonded to the aryl. By 
examining the structure of the parent ion b, the MIKE peak shape (fig. 5) 
wider than a pure Gaussian one (r ≅ 3.6) and the value found for T = 
(32.0+0.9) meV, we suggest that the cleavage process involves a seven 
membered transition state, rather that a four membered one. This very 
probably indicates that the kinetic energy release originates in the reverse 
activation energy Eo

r , Tr being dominant in T. 
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Fig. 5. MIKE peak for the transition b � d. 
 

 Following another fragmentation channel, through a five member 
transition state, the ion a may undergo the rearrangement of an O atom from 
the SO2 group, prior to the loss of a neutral C6H4O3P radical, while the S atom 
changes its valence state from 6 to 4. The cleavage a � e, m/z (139+X), was 
detected in the slow scanning MIKE mode (fig. 6), the relatively small 
translation energy release T = 25,3+1,8 meV, and the Gaussian peak shape  
(r ≈ 3) correspond to a cleavage driven by the excess energy of the activated 
complex E++ [13,14]. 

 

Fig. 6. MIKE recording of the transition: a � e 
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 By metastable ions analysis we found that the ion b may also be 
formed from the ion e, by the fission of the S-Caryl bond. We assume that 
the N atom withdraws an electron from the aryl group, and a neutral HNSO 
fragment is eliminated, the positive charge being transferred from N+, onto 
the aryl group. The value T=40,4+3,9 meV, higher than in an ordinary 
simple fission, and the peak shape (fig. 7) wider than a pure Gaussian one 
(r ≅ 3,8), indicates that possibly the whole structure e is excited by the 
complex fragmentation process. Thus, a significant value of the reverse 
energy Eo

r probably determines the dominant contribution of Tr to the total 
kinetic energy release in this case. 
 

 
 

Fig. 7. MIKE recording of the transition : e � b 
 
 Along another fragmentation channel, the ion e may also lose a neutral 
CO molecule, to generate the ion f, m/z 156, of relative abundance 9 % in the 
spectrum of compound 1, the process being detected via metastable ions 
analysis. The relatively abundant ion e, m/z (139+X) may produce the fragment 
ion g, m/z 92, detected as the daughter of the ion at m/z 184, in compound 1. 
 A series of abundant ions is likely to originate in a reaction involving 
a five membered transition state, and the migration of a H atom from one 
phenoxy group to the other, the process yielding the ion h, m/z 94. This 
was not detected as a metastable ion transition, but the HR mass 
measurements confirmed the elemental composition of the ion h, and the 
subsequent fragmentations were supported by DADI analysis with fixed 
accelerating voltage and magnetic field. Thus, for the ion h two daughter 
ions were found: i, m/z 66 and j, m/z 76, both checked by accurate mass 
measurements, and resulted by the elimination of the neutral CO and H2O 
molecules, respectively, as marked in the scheme of figure 3.  
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 The ion k, m/z 77 is probably formed from h, by the elimination of a 
neutral OH radical. Accurate mass measurements supported the elemental 
compositions of both ions k and h, as well as the well known products at 
m/z: 65, 51, 50, typical for the spectra of molecules undergoing the phenyl 
group cleavage [22-24]. 
 
 

CONCLUSIONS 
 All the four mass spectra exhibit no peak for the molecular ions, that 
are likely to undergo the thion-thiol isomerisation with the subsequent 
elimination of the neutral C6H5SH molecule, giving rise to remarkably 
abundant peaks in all spectra. Based on the values found for the kinetic 
energy release in compound 1 and on the metastable peak shapes, the 
fragmentation mechanisms were suggested for each process. The reverse 
activation energy Eo

r was found significant in most cases, except for the 
reaction involving the migration of an O atom, through a five membered 
transititon state, that seemed rather controlled by the excess energy of the 
activated complex E++.  
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ABSTRACT. The study of lifetimes regarding the recombination of 
non-equilibrium carriers and their kinetics is essential in order to explain 
the recombination mechanisms in semiconductors. The recombination 
kinetic and lifetime’s values in CdSe epitaxial layers are the target of 
this paper. CdSe layers have been deposited on (0001) mica 
substrates by vapour epitaxial method. The epitaxial layers contain 
defects that induce gap states and specific recombination kinetics. The 
lifetimes were determined by Photoconductive frequency-resolved 
spectroscopy (PCFRS) a usual method for such measurements. The 
obtained lifetime spectra show, in all studied samples, that are present 
three types of recombinations mechanisms: lifetime τ1 is due to bulk 
band-to-band recombination, lifetime τ2 to recombination associated 
with chemical impurities and τ3 to recombination associated with 
structural defects. The lifetime measured as a function of the substrate 
temperature denotes a complex correlation between the crystal 
perfection and the growth temperature. 

 
 
 

Introduction 
The thin layers of the CdSe semiconductor compounds are very 

attractive for the manufacture of electronic devices. The CdSe semiconductor 
has high photosensitivity and high luminescence quantum efficiency. The 
carrier lifetime distribution in a semiconductor is important for material’s 
characterisation and/or for device evaluation. The recombination kinetics 
and lifetime of a luminescence process often provide evidence crucial to 
the understanding of its recombination mechanism [1]. The application fields 
of CdSe, wurtzite (hexagonal) structure are IR optics, substrates, detectors, 
sources for vacuum deposition [2,3]. 

In the Shockley-Hall-Read (SHR) mechanism [4], recombination 
may be monomolecular over a very wide range of excitation intensity. The 
recombination probability between a given electron and a single hole is 
close to one; the probability of recombination with any other hole is small. 
First-order kinetics, strictly, should refer to an exponential decay with lifetime 
independent of carrier density. For SHR recombination at low excitation 
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pulse intensities and direct recombination at low injection levels, like in the 
case of PCFRS, the kinetics is first-order and the recombination lifetime 
can be obtained directly from the peak position of the PCFRS response. 
This is because the excitation is a small perturbation of the metastable 
excited state. The carriers injected by the pulse are sparse compared with 
the metastable carriers and do not interact with each other during their 
decay. 

 

The spectrometer theory 
The experimental system consists in an ensemble of centres with a 

distribution of lifetime P(τ). The kinetics is then first-order and 
monomolecular, although the form of the decay curve is left unspecified. If 
the excitation is modulated at an angular frequency ω it may be written as 

G(t)=G0+gsin(ωt), g<G0    (1) 

where G(t) is the excitation rate at the time t, G0 is the value at the moment 
t0=0 and g is amplitude of the modulation. For a component of the 
luminescence with a lifetime τ (with tanφ =ωτ), one may write 

I(τ,t)=G0+gcosφsin(ωt-φ)    (2) 

The lock-in output is 

( ) ( ) ( ) ( )dttRtIS ∫
−=

ωπ

ωπτ
/2

0

12     (3) 

and for quadrature the lock-in response function R(t) is given by 

R(t)=-cos(ωt)            (4) 

and the expression (3) becomes 

S(τ)=g/[(ωτ)-1+ωτ]              (5) 

The lock-in output from all lifetimes components as the frequency 
sweeps is 

( ) ( ) ( ) τττω dSPS ∫
∞

=
0

     (6) 

For the response function of the in-phase frequency-resolved 
spectroscopy (FRS) method, it is merely necessary to replace R(t) above by 

R(t)=sin(ωt)               (7) 
giving 

S(τ)=g/(1+ω2τ2)              (8) 
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The in-phase FRS gives the integral of lifetime distribution, between 
the limits τ∼(ω)-1 and ∞, while in the quadrature FRS gives the lifetime 
distribution directly. 

The foregoing analysis assumes that the indirect recombination is 
through a set of centres whose lifetime distribution is independent of 
excitation power (or independent of the pump rate G). This condition is not 
satisfied in the case of optical saturation of long-lives centres and distant-
pair recombination.  

The depth of modulation, g/G0, in practical FRS experiments, is 
typically 10% to 30% that ensures a better signal-to-noise ratio in 
comparasion with TRS technique. Because the PCFRS technique uses the 
sample as detector the depth of modulation can be fixed up to 20% with 
very good discrimination performance. The excitation power is very low 
because only a super-bright LED also commercially available, ensures the 
light [5]. But all this experimental condition in approximation of this theory 
can be an advantage [6]. The performance of the signal generator 
(responsible for light modulation) and lock-in amplifier is very important in 
PCFRS technique. So we used the quadrature method of the frequency-
resolved spectroscopy. 

 
 
Results and discussion  
The CdSe layers were grown onto (0001) oriented mica substrates 

by vapour epitaxial method at a remanent gas-pressure of 2⋅10-5 torr. The 
vapour epitaxial method consists in the transport of source material from 
the region with high temperature, where CdSe thoroughly dissociates in Cd 
and Se atoms, to the region with low temperatures, due to the temperature 
gradient. CdSe polycrystals heated at 800°C were used as evaporation 
sources. Information on layers structure and crystal perfection were obtained 
from the analysis of metallographic micrographs and X-ray diffraction [7], 
which indicate that the growth of crystallites from CdSe layers correspond 
to hexagonal modification.  

The measurements of the lifetime spectrum of the CdSe epitaxial layers 
were performed using a photoconductive frequency-resolved spectroscopy. 
The PCFRS [8] available has the time-scales and resolution in the range of 
the lifetime of carriers in the CdSe semiconductor compounds. The quadrature 
method of the frequency-resolved spectroscopy with an infinitely small 
signal amplitude modulation, and the detection carried out by using a digital 
lock-in amplifier is the basic technique used by the PCFRS. The advantage 
of this method in comparison with classical time-resolved spectroscopy 
(TRS) is presented by Depinna and Dunstan [1]. 
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In Figure 1 are presented the lifetime spectra of the CdSe epitaxial 
layers. The data plotted in figure 1 contain real data collected with PCFRS 
described above using CdSe epitaxial layers grown on (0001) oriented 
mica at various substrate temperatures between 672°C and 545°C (a-d). 

 
U, V    f, Hz  U. V.          f, Hz 
       

 
 
 
 
 
 
 
 
 
 
 

 
 

U, V    f, Hz  U. V.          f, Hz 
 
 
 
 
 
 
 
 
 
 
 
 

U, V    f, Hz  U. V.          f, Hz 
Fig. 1. Lifetime spectra of the CdSe epitaxial layers grown on (0001) mica 

substrates at various temperatura: (a) 5450C; (b) 5650C; (c) 6620C; (d) 6720C. 
 
Multilifetimes are obtained for these samples. Lifetime data, determined 

using a smooth and a good deconvolution, can be obtained by taking into 
account three lifetimes distributions. The lifetimes values are calculated with 
relation τ=1/(2πf), where f is the frequency of signal response in peak position.  
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In order to obtain information about the recombination of carriers 
and lifetimes parameters of the material, equation (5) was fitted with the 
experimental measurements of the lifetime spectrum of the CdSe epitaxial 
layers [9]. The lifetimes values obtained from this fitting procedure and the 
substrate temperature of analysed samples are summarised in Table 1. 
Complex data processing can be made with a dual microprocessor data 
acquisition system [8], the parallel data processing being a very fast solution. 
These values of lifetimes denote the complexity of the recombination process 
in CdSe compounds. The epitaxial layers contain defects that induce gap 
states and specific recombination kinetics. 

 
Table 1.  

The lifetime values of the CdSe epitaxial layer grown on (0001) oriented 
mica by vapour epitaxial method at various substrate temperatures. 

 

Sample Substrate 
temperature, °C 

τ1, ms τ2, ms τ3, ms 

a 545 0.19 0.90 17.6 
b 565 0.15 0.85 18.7 
c 662 0.15 0.79 6.60 
d 672 0.55 3.20 19.2 

 
The capture efficiency of carriers in the gap states (the recombination 

associated with chemical impurities or structural defects) depends on the 
capture cross section, which is a measure of the probability of the capture event. 
The Shockley-Read-Hall statistics is the basic model used for interpretation the 
recombination process of the non-equilibrium carriers [6]. The three lifetimes 
could be explained assuming that τ1 is due to band-to-band recombination, 
τ2 to surface recombination associated with chemical impurities and τ3 to 
surface recombination associated with structural defects [10]. 

The lifetime measured as a function of the substrate temperature is 
shown in Figure 2. 

By increasing the substrate temperature from 545°C to 565°C, the 
lifetimes τ1 and τ2 decrease, while τ3 increases. Continuing to rise the 
substrate temperature one remarks that the lifetime τ1 and τ2 take constant 
values, but τ3 decreases. These data denote a complex correlation between 
the crystal imperfection and the growth temperature. Thus, the crystal 
perfection is improved as the growth temperature ranges between 565°C-
662°C. At highest investigated (672°C) substrate temperature increased 
values for all lifetimes are obtained that could be assigned to non-radiative 
recombination of carriers at defects or impurities. 
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Fig. 2. The lifetime values as a function of the substrate temperature 
 for CdSe epitaxial layers. 

 
Conclusions 
The paper reports the lifetime distribution for CdSe epitaxial layers 

using the photoconductivity frequency-resolved spectroscopy (PCFRS). 
The methods for spectrum fitting are adapted for lifetime determination in the 
semiconductor compounds. The three lifetimes could be explained assuming 
that τ1 is due to band-to-band recombination, τ2 to surface recombination 
associated with chemical impurities and τ3 to surface recombination associated 
with structural defects. Lifetimes measured as a function of the substrate 
temperature lead to a complex correlation between the crystal perfection 
and the substrate temperature. 
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SOLVENT INFLUENCE OF LOCAL MOBILITY OF THE POLYISOPRENE 
OBSERVED BY NMR METHOD  

 
 

M. TODICA1 
 
ABSTRACT. The correlation time of local dynamics of the polyisoprene 
- CCl4 and polyisoprene - CDCl3 solutions was evaluated from the 
NMR spin-lattice relaxation data. The mobility of the polymeric chain 
is influenced by the nature of the solvent.  

 
 

Introduction 
The local dynamics of the polymeric segments is a complex processes 

which is mainly influenced by some factors, the temperature, the temporary 
or permanent connections between different chains, or by the presence of 
the solvent molecules in the vicinity of the polymeric chain. 

The aim of this work is to observe the influence of some solvents, 
with very closed molecular structure, the CCl4 and CDCl3, on the local 
motion of the polyisoprene chains, by NMR method. 
 

Experimental 
Our polymer of interest was the polyisoprene IR307, with the 

microstructure 92% "cis", and the glass transition temperature, Tg =201 ± 3 K, 
in molten state and in solution. We utilized two solvents, CCl4 and CDCl3 with 
very similar molecular structure. We prepared polyisoprene-CCl4 solutions 
with the polymeric concentration Φ=77%, Φ=59%, and polyisoprene-CDCl3 

solution with the concentration Φ=62%. 
The samples were enclosed in NMR tubes (diameter 4 mm) and 

sealed under primary vacuum. 
All measurements were performed using a CXP Bruker spectrometer 

working at 45MHz, in the temperature range 244K to 344K. The spin-lattice 
relaxation time was measured using the "inversion recovery" method, [1]. 
The sample temperature was controlled within 1K. 

 
Results and discussion  
The most important motions that governs the dynamics of the entire 

chain are the rotation of the elementary polymeric segments around the 
local symmetry axis, [2]. Every rotation of C-C and C-H bonds modifies the 
relative orientation of the nuclear spins and thus the dipolar interaction 
between the neighboring spins. Now it is very well established that the main 
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mechanism that governs the relaxation of the longitudinal magnetization 
associate to the spin system, is the dipolar interaction [3, 4]. This interaction 
decrease rapidly with the distance between the interacting spins, ( )6r/1 , 
so that only the neighboring spins are taken into account [5]. But the dipolar 
interaction, and thus the relaxation processes of the magnetization, is 
mainly influenced by the local fluctuations of the polymeric segments. At a 
result it is possible to established a relation between the spin-lattice 
relaxation ratio, 1/T1 , and the correlation time of the local fluctuation of the 
polymeric segments cτ , [6, 7]. It is possible in these conditions to obtain 

information concerning the microscopic parameter cτ , by analyzing another 
parameter, easy to measure, the spin-lattice relaxation time, T1. The algorithm 
for this procedure is described in the reference [8]. 

This method is based on the model of the passage of a particle over 
a potential energy barrier, [9, 10]. The correlation time of the local 
segments fluctuations is given by the relation: 














=

RT
aE

expBcτ      (1) 

B is a parameter depending on the nature of the sample and Ea is the 
activation energy required for conformational transition. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Temperature dependence of the spin-lattice relaxation time 
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The parameters B and Ea can be obtained by analyzing the 
temperature dependence of the spin-lattice relaxation data: 













τω+
τ+

τω+
τ=

2
c

2
c

2
c

2
c

41

4

1
K

T

1

1

   (2) 

Two particular situations are of great interest:  

-the extreme narrowing limit, cωτ <<1,  

- the minimum of the spin-lattice relaxation time, 0
T

T1 =
∂
∂

. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Temperature dependence of the correlation time of the molten polyisoprene, 

polyisoprene-CCl4 and polyisoprene-CDCl3 solutions. 
 

 The aim of our work is to evaluate the values of the correlation time 
of the local polymeric fluctuations, for two different solvents, CCl4 and 
CDCl3. The CCl4 molecule is characterized by a very high symmetry. The 
presence of deuterium atom in the molecule of CDCl3, has as a effect the 
modification of the symmetry of this molecule by rapport of molecule CCl4. 
It is interesting to observe the modification induced by this difference of 
solvent molecular symmetry on the local dynamics of the polymer. These 
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solvents do not contain protons, that they do not contribute to the magnetization 
of the sample so that, in all the cases we observed only the behavior of the 
protons attached to the polymeric chain. 
 The temperature dependence of the spin-lattice relaxation, for all the 
samples, is represented in figure 1. For each sample the minimum of the spin-
lattice relaxation time is observed for temperatures higher than the glass 
transition temperature of the molten polymer. We can observe that polymeric 
solutions with different solvents, but having concentrations so closed each to 
other, (i.e., IR-CCl4  Φ = 59% and IR- CDCl3, Φ =62%), presents relaxation 
curves very similar. Little differences can be observed in the domain of low 
temperatures. This behavior suggest, in the first approximation, that the 
relaxation process is very similar for the solutions containing the two solvents. 
However, a detailed analyze is based on the observation of the correlation 
time of the local dynamics of polymeric segments for all the samples. 
 Using the procedure presented in reference [8], we calculated the 
parameters Ea and B for each sample, and then the correlation time, (Table 1). 
The values of the correlation time are presented in figure 2. 
 We can observe for each sample that the correlation time decrease 
when the temperature increase, that indicate an increasing of the local 
mobility of the polymer with the temperature. 

Table 1 
Sample ΦΦΦΦ Ea (kj/mol) B[s] 

IR 100% 29.3 17.1 1510−⋅  
IR+CCl4 77% 26.5 30.23 1510−⋅  
IR+ CCl4 59% 24.7 31.4 1510−⋅  
IR+CDCl3 62% 20.6 119.7 1510−⋅  

 

For a given temperature and concentration, we can observe that the 
correlation time of the polyisoprene in CCl4 solution is greater that in the 
CDCl3 solution. That means that the local mobility of the polymer is greater 
in the presence of CDCl3 molecules. On the other hand, the difference 
between the values of the correlation time corresponding to the polyisoprene-
CCl4 and polyisoprene-CDCl3 solutions is greater in the domain of low 
temperatures and decreases for higher temperatures. This situation is 
illustrated in figure 3, for two temperatures, T=254K and T=294K. We can 
suppose that the local mobility of the polyisoprene is mainly determined by the 
thermal fluctuations of the chain segments, in the domain of high temperatures. 
The little difference which exist between the two solvents, do not induces 
greater modifications of this dynamics in the domain of high temperatures. 
The influence of the two solvents is more important in the domain of low 
temperatures. 
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Fig. 3. Concentration dependence of the correlation time of the molten polyisoprene, 
polyisoprene-CCl4 and polyisoprene-CDCl3 solutions for the temperatures  

T=254K and T=294K 
 
 

Conclusion 
 The correlation time of local dynamics of the polymeric chains can 
be evaluate by analyzing the temperature dependence of the spin-lattice 
relaxation of the protons attached to the chain. This correlation time is 
influenced by the presence of solvent molecules in the vicinity of the 
polymeric chain. 

Little difference between the structure of the solvent molecules can 
induce modifications of the local dynamics of the polymer. This effect was 
observed in the case of two solvents, with molecular structures very similar, 
CCl4 and CDCl3. 

For a given temperature and concentration, the mobility of the 
polyisoprene is greater in the solution of CDCl3 than in the solution of CCl4.  

The contribution of the solvent to the mobility of the polymeric chain 
is more important in the domain of low temperatures. At high temperatures 
the polymer dynamics is mainly determined by the thermal fluctuations of 
the chain. 
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Little difference between the structure of the solvent molecules can 
induce modifications of the local dynamics of the polymer. This effect was 
observed in the case of two solvents, with molecular structures very similar, 
CCl4 and CDCl3. 

For a given temperature and concentration, the mobility of the 
polyisoprene is greater in the solution of CDCl3 than in the solution of CCl4. 

The contribution of the solvent to the mobility of the polymeric chain 
is more important in the domain of low temperatures. At high temperatures 
the polymer dynamics is mainly determined by the thermal fluctuations of 
the chain. 
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ION CURRENT TO A LANGMUIR PROBE IN MULTI-COMPONENT 
MULTIPLY IONIZED PLASMA 

 
 

L. KENÉZ *, J. KARÁCSONY *, A. LIBÁL * 

 
 
ABSTRACT.  Based on theories of collisionless sheath and pre-sheath, 
it was possible to deduce ion current expressions to a Langmuir 
probe immersed in a magnetized plasma with different ion charge 
states. Obtained expressions can be used at electron cyclotron 
resonance (E. C. R.) multiply charged ion source plasma diagnosis.  

 
 

 
Introduction 
Langmuir probes find widespread use in the field of plasma diagnosis 

[1,2]. While this technique is relatively simple and convenient, some efforts 
are required to interpret the probe data in terms of plasma characteristics of 
electron density ne, electron and ion temperatures Te, Ti, plasma potential 
Vp, etc. [3] In recent years the Langmuir probe was used to measure plasma 
potential profiles, density gradient and electron temperature in the E. C. R. 
ion source plasma in various conditions [4,5]. However, theoretical models 
concerning Langmuir probe data interpretation do not take into account a 
basic property of the E. C. R. ion source, namely that an E. C. R. plasma 
contains multiply charged ions. This introduces errors especially in electron 
density measurements.  

Usually, the electron density is determined from the electron saturation 
current of the Langmuir probe characteristics [3]. In the presence of magnetic 
fields, however, the electron saturation current is depressed by a large factor 
compared with a field free situation [6]. The electron saturation reduction 
factor contains a number of parameters which are generally unknown to the 
experimentalist attempting to apply the theory to the Langmuir probe data. 
As a consequence of this departure from the ideal behavior, in case of 
Langmuir probe usage in strong magnetic fields, it is recommended to use the 
V ≤ Vf region of the characteristics, where Vf is the floating potential, and 
the electron density to be calculated using the value of the ion saturation 
current [7,8]. In the Ti << Te case when ions are singly-charged, the ion 
saturation current is given by the Bohm current [1,7,8]. In the multi-component 
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plasma with multiply charged ion species the simple expression of the Bohm 
current is not adequate. The aim of this paper is to deduce the expression 
for the ion current to a Langmuir probe immersed in a multi-component 
plasma with multiply charged ions.  

 

The Bohm criterion for multi-component plasma 
It is well known that if we insert a probe into a plasma, for probe 

potentials smaller than the plasma potential, most of the applied potential 
appears as a voltage drop across the thin electrostatic sheath between the 
collector and the plasma (the sheath thickness is of the same order as the 
Debye length) [3]. However, this shielding of the plasma from the applied 
electric field by the sheath is imperfect [2,7]. A pre-sheath penetrates deep into 
the plasma, attracting ions and repelling electrons. Thus, the ion distribution is 
strongly perturbed and the ions are accelerated to enter into the sheath with 
the so-called Bohm velocity – a result which was first derived by Bohm [11], 
by considering the conditions required for a monotone potential variation 
within the sheath. The same result, however, can be obtained by considering 
the limiting conditions for the pre-sheath [12]. In the case when Ti << Te and 
ions are singly-charged, the hydrodynamic form of the Bohm criterion can 
be written as [3,11] 

i

e
s m

kT
v ≥      (1) 

where vs is the ion velocity at the sheath edge, k is Boltzmann’s constant 
and mi is the ion mass. Since from the pre-sheath analysis for the ion 
velocity at the sheath edge results that [12] 

i

e

m

kT
v ≤         (2) 

it is accepted [2,7] that the Bohm velocity for the singly-charged ions (with 
Ti = 0) is [7]: 

i

e
B m

kT
v =       (3) 

In order to obtain a generalized form of the Bohm criterion for a multi-
component plasma with different charge state ions we will carry out a quasi-
neutral pre-sheath analysis. We will consider a magnetized plasma system 
composed of electrons, several ion species (i), and neutrals. The electron 
density ne is assumed to be a function of the electric potential V [3].  
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 ) (V n  n ee =       (4) 

To describe the ion dynamics, we start from fluid equations [9]  
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( ) ijij
ij

ijjijiji
ij

i Rp
n

EvEevvm
t

v
m

rrrrrr
r

−∇−×+=∇+
∂

∂ 1
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where nij is the number density of the ions of mass mi and charge 
 ej  e j ⋅= (j = 1,2,…) characterizes the charge state), vij is the average flow 

velocity for these ions, E = -∇V designates the electric field, B is the magnetic 
field, sij represents the source term (production or destruction of the ions of 
mass mi and charge ej) and Rij is an effective ion friction force. To close the 
system of moments equations, we will use the thermodynamic equation of 
state relating the pressure pij of the ions of mass mi and charge ej to the 
number density nij [10]: 

ijijijij nkTp ∇=∇ γ       (7) 

where k is Boltzmann’s constant, Tij the temperature of the ion component 
with mass mi and charge ej, γij is the ratio of specific heat at constant 
pressure to that at constant volume, that depends on the flow conditions 
(γij=1 for isothermal ion flow, γij=5/3 for adiabatic flow with isotropic pressure, 
and γij=3 for one-dimensional adiabatic flow).  

Since we are interested with the strongly magnetized plasma, we 
will analyze the case of a plasma flow along magnetic field lines (oriented 
along 0z axis) to a solid surface perpendicular to the B field. There we can 
use a one–dimensional, steady-state flow model. The equation of continuity 
(5) is thus 

( ) ijijij svn
dz

d =       (8) 

and the momentum equation (6) is: 

ij
ij

ij
j

ij
iji R

dz

dp

ndz

dV
e

dz

dv
vm −−−= 1

    (9) 

Using the closure condition (7) and combining Eqs. (8) and (9), we 
obtain  

( ) ijijiijijijj
ij

ijijiji svmRn
dz

dV
ne

dz

dn
kTvm ++=− γ2   (10) 
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Now, it is convenient to introduce an effective electron temperature 
based on the generalization of the Boltzmann relation [7] 

dz

dn
dz

dV

k

en
T

e

e
e =       (11) 

(Note that for non-Maxwellian electrons Te is not the kinetic temperature). 
Introducing (11) into equation (10) we obtain: 
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From the pre-sheath’s quasi-neutrality condition, written under the from 
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ji

jij =∑
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      (13) 

we deduce the relation  
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Introducing (12) into (14) we obtain: 
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Obviously we have a singularity whenever the bracket on the left 
side vanishes. In this case the derivative of ne with respect to z becomes 
infinite and thus the plasma solution fails (i. e. the quasi-neutral assumption 
fails). This corresponds physically to the termination of the plasma and the 
start of the sheath with its large electric field [12]. Thus, the relation 

es

es

ji ijsijijBi

jijs

kT

en

kTvm

en 2

,
2

2

=
−∑ γ

    (16) 

can be accepted as the generalized Bohm criterion, where all quantities 
with index s are evaluated at the sheath edge and vijB is the Bohm velocity 
for the ions with mass mi and charge ej.  

 
The ion saturation current 
The generalized Bohm criterion, Eq. (16), can be used to estimate 

the ion current to a negatively biased probe in a strongly magnetized 
plasma. Although it was assumed that the solid surface is perpendicular to 
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the B field, it has been shown that at least for non-drifting ion distributions, 
the angle between the B field and the normal to the surface has little effect 
on the Bohm criterion [13]. Then, if the probe size exceeds the ion Larmor 
radius so that the ion flow towards the probe is along the magnetic field 
lines, one has to take into account that the effective area of the probe is 
reduced to the projection of the actual area on the plane perpendicular to 
the magnetic field [2]. If the probe has a projected area Apr and if the ions 
entering the collisionless sheath have a drift velocity vijB, then the ion 
current collected by the probe is 

∑=
ji

ijBjijspr
ion
s venAI

,

     (17) 

To determine vijB, the Bohm velocity of the j-charged ion, we will use 
the generalized Bohm criterion (16) and we will assume a collisionless pre-
sheath, a good approximation for a low pressure plasma with Ti << Te. Then, 
the energy conservation requires: 

pjsj
ijBi VeVe

vm
=+

2

2

     (18) 

where we used the cold ions approximation (Tij = 0). Combining Eqs. (16) and 
(18), for the potential drop trough the pre-sheath we obtain:  

e

kT
VV e

sp 2
=−       (19) 

while for vijB, the expression is: 

i

e
ijB m

jkT
v =       (20) 

Now, we introduce an empirical factor in Eq. (17) to express the ion 
saturation current as a function of electron density nes. Denote ns

+ the 
average ion density (number of ion per unit volume of the plasma irrespectively 
of their charge at the edge of the sheath) and αij a number between 0 and 1 that 
shows in what percent a certain charge state can be found in the plasma. It 
is obvious that 

+= sijijs nn α       (21) 

From the quasi-neutrality condition (13) we immediately obtain the 
expression for ns

+
 : 

∑
=+

ji
ij
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n
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Inserting the expressions (20) and (21) into Eq. (17) and using this 
last equation, we obtain a relation between the ion saturation current and 
the electron number density at the sheath edge under the form 

∑
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ji

i

ij

epres
ion
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j
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,

, 2

1

2

3
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    (23) 

Taking into account that we are only interested in the analysis of the 
ion current region of the Langmuir probe characteristic, where the electrons 
feel a retarding electric field, we can assume as a good approximation that 
the electron density satisfies the Boltzmann relation: 
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which combined with Eq. (19) gives 
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     (25) 

Using this result, we obtain from Eq. (23) the final form for the ion 
saturation current:  
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Conclusions 
Based on the theories of collisionless sheath and pre-sheath it was 

possible to deduce the expression of the ion saturation current to a Langmuir 
probe immersed in a strongly magnetized multi-component plasma with 
different ion charge states. The obtained expression can be used in the 
diagnosis of an E. C. R. multiply charged ion source. An E. C. R. plasma 
satisfies, to a good approximation, the conditions that are needed to apply the 
relation (26) for the ion saturation current. All ions with different charge stages 
have the same temperature and this common temperature is Ti << Te [14]. 
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The plasma is confined by magnetic fields of  B ≈ 1 T, thus it is strongly 
magnetized. The empirical parameters αij can be determined experimentally 
from the extracted beam spectra, since the plasma conditions are well 
reflected by the extracted beam when plasmas containing mostly lower charge 
states are considered and the probe is outside the resonant zone.  
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EPR STUDIES OF SPIN LABELED NICOTINIC ACID 
DERIVATIVES IN LIPIDIC BILAYERS 

 
 

V. MICLAUS1, G. DAMIAN2, C.M. LUCACIU3 
 
 

ABSTRACT. 3- and 4-[N-4-(2,2,6,6-tertamethylpiperidinyloxy)]-
carboxamide-1-R-(where R=methyl or R=dodecyl)-pyridinium-iodide 
free radicals were synthesized and investigated as new useful spin 
labels. X-band EPR spectra of all four compounds were studied in 
the presence of multilamelar liposomes. The spectra were analyzed 
by using a computer simulation for obtaining the characteristic 
magnetic parameters. We investigated the influence on the EPR 
characteristics of: a) the alkyl chain R and b) the substituent 
position on the pyridine ring of the nitroxide moieties. Both, the length 
of the alkyl chain and the substituent positions induce changes in 
the EPR parameters. The interactions between the compounds 
and multilamelar liposomes were derived from the magnetic EPR 
parameters. 

 
Keywords: spin label, multilamelar liposomes, EPR 

 
 
 

Introduction 
The EPR of nitroxide spin labeled biological molecules have been 

extensively used in the last decades for the study of their interactions, 
mobility and microenvironment in biological systems [1-3]. The EPR spectra 
from nitroxide spin-labelled biomolecules are sensitive to rotational motions 
on the scale of 10-11 to 10-8 sec, which is determined essentially by the 
relaxation processes arising from modulation of the 14N-hyperfine and g-value 
anisotrpies.  

Lipids are a diverse group of biological substances made up 
primarily or exclusively of nonpolar groups. As a result of their nonpolar 
character, lipids typically dissolve more readily in nonpolar solvents such as 
acetone, ether, chloroform, and benzene, than in water. This solubility 
characteristic is of extreme importance in cells because lipids tend to 
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associate into nonpolar groups and barriers, as in the cell membranes that 
form boundaries between and within cells. Besides having important roles 
in membranes, lipids are stored and used in cells as an energy source. 
Other lipids form parts of cellular regulatory mechanisms. Lipids link 
covalently with carbohydrates to form glycolipids and with proteins to form 
lipoproteins. Their are three major classes of lipids: neutral lipids, 
phospholipids and steroids[4]. Membrane proteins, residing in highly 
insulating lipid bilayers, catalyze vital reactions such as solute transport, 
charge separation and conversion of energy, as well as signal transduction. 
A contribution to understanding such fundamental vectorial processes at a 
molecular level requires knowledge of the dymamics of the guest molecules 
in the lipid bilayer by EPR spectroscopy [5, 6]. Spin label methods have 
found wide application in the study of mobility of labelled biomolecules in 
the fluid bilayer lipid [7, 8]. We present in this work results concerning the 
usefulness as paramagnetic probes in biological systems of some newly 
synthesized spin labeled nicotinic acid derivatives. The syntheses were 
performed in order to obtain derivatives with both different lengths of the chain 
and positions of the substituent [9]. In the same time the moieties of the 
nitroxid radicals behave as quaternary ammonium salts too. 

EPR spectra were recorded for the spin labeled compounds in 
artificial lipidic bilayer membranes. Using spin label nicotinic acid derivatives 
labelled by the paramagnetic group at diferent positions in aromatic ring, it 
becomes possible to study the influence of the the position of nitride group 
on the magnetic parameters and molecular mobility [10]. 
 

Materials and methods 
3-and 4-[N-4-(2,2,6,6-tetramethylpiperidinyloxy)]-carboxamide -1-R-

(where R=methyl or R=dodecyl)-pyridinium-iodide free radicals (Fig. 1) were 
investigated as new useful spin labels.  

Fig. 1. Chemical structures of (a) 3-and (b) 4-[N-4-(2,2,6,6-tetramethylpiperidinyloxy)]-
carboxamide -1-R-( where R=methyl or R=dodecyl)-pyridinium-iodide free radicals. 
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Multilamelar liposomes were obtained by simply hydrating a lecithin 
film (Lecithin ex soja, purum Serva) obtained after the evaporation under 
nitrogen of an organic solvent solution of lipids  at final concentration of  50 
mg/ml. 

EPR spectra were recorded at room temperature with a JEOL-JES-
3B spectrometer, operating in the X-band, equipped with a computer 
acquisition system. The computer simulation analysis of the spectra was 
made by using a program that is available to the public through the Internet 
(http://alfred.niehs.nih/LMB) for obtaining the magnetic characteristic 
parameters. 
 

Results and discussion 
The ESR spectra of labelled nicotinic acid derivatives molecules 

consist of two components, one of which represents the fluid bilayer lipid 
environment in the membrane, and the other in aqueous environment. The 
best fit for all four compounds were simulated by using two paramagnetic 
species both having magnetic characteristics of the nitroxide radicals but 
with different A and g tensors (Table 1). 

Table 1.  
EPR parameters of studied samples. 

 

Sample Specie
s 

g0 A0 (gauss) 

3-[N-4-(2,,6,6-tetramethylpiperidinyloxy)]-carboxamide 
-1- dodecyl -pyridinium-iodide spin label 

1 
2 

2.0018 
2.0021 

8.96 
16.89 

4-[N-4-(2,2,6,6-tetramethylpiperidinyloxy)]-
carboxamide -1- dodecyl -pyridinium-iodide spin label 

1 
2 

2.0023 
2.0022 

9.15 
16.98 

3-[N-4-(2,2,6,6-tetramethylpiperidinyloxy)]-
carboxamide -1- methyl -pyridinium-iodide spin label 

1 
2 

2.0019 
2.0024 

8.85 
16.94 

4-[N-4-(2,2,6,6-tetramethylpiperidinyloxy)]-
carboxamide -1- methyl-pyridinium-iodide spin label 

1 
2 

2.0023 
2.0023 

8.42 
16.91 

 
 
The shapes of the EPR spectra, presented in Fig. 2 and Fig. 3, are 

isotropic for both types of the paramagnetic centers. One of the two species 
has an unusual low hyperfine constant (<A> ~ 9 G) and is due to the 
delocalization of the nitrogen unpaired electron, probably caused by an 
intermediate spin exchange interaction due to the association of spin probe 
in multilamelar liposomes. For intermediate exchange interaction, the outer 
hyperfine lines move in the towards the central line by an amount which is 
given by efective reduction in the nitrogen hyperfine splitting constant [7]. At 
the 9.5-GHz microwave frequency and 3500 G field of conventional EPR 
spectroscopy with nitroxide spin labels, anisotropic contributions to the spectra 
are dominated by nitrogen hyperfine structure. This interaction may be due 
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either to a local association of two or more labeled molecules or to the 
presence of a biradical structure. The rotational correlation time calculated 
from the magnetic data, assuming a brownian diffusion model, is about  
5*10-10s, corresponding to a weakly increased viscosity of the environment. 

 
Fig. 2. Experimental (continuum line) and simulated (doted line) EPR spectra of (a) 3-

and (b) 4-[N-4-(2,2,6,6-tetramethylpiperidinyloxy)]-carboxamide -1- dodecyl-      
pyridinium-iodide free radicals in in multilamelar liposomes water solutions. 

 
Fig. 3. Experimental (continum line) and simulated (doted line) EPR spectra of (a) 

3- and (b) 4-[N-4-(2,2,6,6-tetramethylpiperidinyloxy)]-carboxamide -1- methyl-
pyridinium-iodide free radicals in multilamelar liposomes water solutions. 
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 The other species having the hyperfine constant of about 17 G, very 
close to the usual value for labeled organic molecules in isotropic media 
with low viscosity. The calculated rotational correlation time (about 4*10-11s) 
is due to the free brownian motion of the molecule. 
Replacing the methyl with the dodecyl group leads to an expected change 
in the mobility of the molecules.  

In the present study we observed that for membranes (multilamelar 
liposomes), the signal corresponding to the lower A value species is more 
pronounced as compared to the preliminary test involving the BSA and 
human blood plasma media. 
 

Conclussion 
The EPR study of the mobility of 3-and 4-[N-4-(2,2,6,6-

tetramethylpiperidinyloxy)]-carboxamide-1-methyl-pyridinium-iodide and 3-
and 4-[N-4-(2,2,6,6-tetramethylpiperidinyloxy)]-carboxamide-1-dodecyl-
pyridinium-iodide free radicals in multilamelar liposomes water solutions, 
show that there are two populations of spin probe in multilamelar liposomes 
layers moities: one well exposed on the water environment, and the other 
immersed into the fluid liposomes layers. The low value of the hyperfine 
constant of the immersed species due to the intermediate spin exchange 
interaction, show a relative high association of the spin probe in multilamelar 
liposomes. 
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CALLIBRATION OF BETA SPECTRA BY COMPTON ELECTRONS 
 
 

L. DARABAN1 
 
ABSTRACT. One of must important problem is the calibration of 
the multichannel analysers in terms of beta ray energy. Is described a 
very simple method for this callibration adapted from the fast neutrons 
spectra processing with the plastic scintillators by using the Compton 
electron distribution. 
 
 
 
Introduction 
In the last time the plastic scintillator beta spectroscopy was 

applied to the beta spectra processing. Was prepared special programs 
for processing these spectra as the Adriana program and was used 
special approximation of the Fermi functions. 

 
Large plastic scintillator characteristics study 
A large area (45x48.5x4 cm) plastic scintillator, sideways coupled 

to a single photomultiplier tube type Canberra, with preamplifier type 
2007 B, and acqusition system (Acquspec-board and Acquspec-
software, incorporated in Pentium II computer, type Hewlett Packard) 
were used. 

The detector dependence on the beta radiation energy was 
inspected. The energy-calibration has been made with Compton 
electrons and the end-point method from beta known spectra. 

2.1. The Compton electron method is based on producing some 
spectra of Compton electrons (as in Fig.1) with the help of gamma 
radiation inside the plastic scintillator, which has a very low average 
atomically number Z. 

When the gamma radiation energy is well known, the Compton 
edge value can be calculated with a classical formula [1] in which the 
condition θ is set to 180o: 

Eemax = 

γ

γ

E

mc

E

2
1

2

+
  or   Eemax = 

γ

γ

E

E

2511.0

2 2

+
   (1) 
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Fig.1. Different Compton electron spectra 
 
The values calculated for different radionuclides and presented 

in Table no.1 were used for energy-calibration of the analyzer. 

Table No.1 

Radioisotope     Eγγγγ(MeV) Eemax (Compton electrons) 

      (MeV) 
22Na 
 
137Cs 
 60Co 
 
 
24Na 
 

56Mn 
 
 38Cl 
 
116mIn 
 
 
 
 
 

     0.511 
     1.275  
     0.662  
     1.17   *  
     1.33   * 
* average value: 1.25  
     1.37 
     2.75  
     0.85 
     1.81 
     1.64 
     2.17 
     0.42 (32.4) 
     1.097 (55.7) 
     1.29 (85.0) 
     1.51 (10.0) 
     2.112 (115.0) 
     0.24 (6.95%) 

     0.341  
     1.07 
     0.478 
     0.96    * 
     1.12    * 
*average value: 1.04 
     1.15 
     2.52 
     0.65 
     1.59 
     1.42 
     1.94 
     0.26 
     0.89 
     1.08 
     1.29 
     1.88 
     0.11 

Compton electron distributions from different radioisotopes
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Radioisotope     Eγγγγ(MeV) Eemax (Compton electrons) 

      (MeV) 
152Eu 
 
 
 
57Co 
 
241Am 

     0.72 (20.2%) 
     0.96 (10.2%) 
     1.08 (17.2%) 
     1.274 (35%) 
     0.122 
     0.136 
     0.060 

     0.59 
     0.76 
     0.88 
     0.9 
     0.040 
     0.0475 
     0.011 

 
In the first tests, it has been noticed that the large plastic 

scintillator has a weak energetical resolution and it’s not able to make 
the difference of ~0.2 MeV energy between the two Compton edges 
enclosed in the Compton electrons distribution of Co-60. Nevertheless 
the detector has a good linear energy-dependence up to 2 MeV. In 
publications in this domain there are many discussions about the 
technique of the Eemax edge positioning on the Compton electrons 
spectra as those from the Fig. 1, [2-5].  

A new method of differential-type [6] was applied by which a 
program, Ducir smooths the spectrum and performs a differentiation 
for locating the Compton edge on the most abrupt descendent part of 
the spectrum. The following calibration curve was obtained: (Fig.2). 

 

Fig.2. Energy-calibration curve of the large plastic scintilator with the  
Compton electrons 

Compton electrons callibration of great plastic detector at 750 V bias
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This method of calibration is in good agreement with the results 
obtained by others techniques from literature [7] for the position of 
the Compton edge localisation. 

2.2. For the calibration in electron energies of the analyzer channels 
by end-point method, a criterion (or rule) has been settled for finding the 
beta spectra extremity, Emax in the semilogarithmical scale (Fig.3). We 
discovered that this Emax is the point, where the background spectrum 
intersects the beta spectrum (measured in similar conditions) (Fig.3). By 
fitting polynominal or exponential functions throught the spectra, the end-
points are obtained by calculations and used to construct the calibration 
curve (Fig.4).  

 

 

Fig 3. Determination of end-point on the spectra of some pure beta radionuclides  
 

The validity of the energy calibration obtained by the end-
point-method combined with the Compton-electon method was verified 
by applying it to the beta spectra processing (Adriana program) for some 
well-known radionuclides. 

With this Adriana program these spectra, corrected for the 
secondary effects, were processed to obtain the Fermi-Kurie curves 
[7-10], which extrapolated to zero, give in fact the spectrum end-point 
for each curve (that is to say the maximum energy of beta radiation).  

The values obtained using these calibration methods coincide 
with those indicated in literature for those radioactive isotopes (see 
Fig.5). 
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Fig. 4. Calibration curve by the end-point method 
 
 

 

Fig.5. Beta spectra obtained after backscattering corrections and deconvolution of 
the Fermi-Kurie curves with the Adriana program. 
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Conclusions 
The method, which uses detectors with plastic scintillators, is 

a beta-spetrometry type measurement for wast management and 
environmental studies. 

It can be adapted to measure in ROI. (regions of interest) for 
beta-pure emitting known radionuclides with different energies from 
the large radioactive waste samples. 
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EPR AND ENDOR INVESTIGATION ON A GAMMA-IRRADIATED  
SINGLE CRYSTAL OF L-TYROSINE-HCL  

 
 

V. CHIŞ1, A. L. MANIERO 2, M. BRUSTOLON 2, O. COZAR1, L. DAVID 1 

 
 

ABSTRACT.  X-band cw-EPR and ENDOR spectroscopies are 
used to investigate the tyrosyl radical produced in a gamma-irradiated 
single crystal of L-Tyrosine-hydrochloride, at room temperature. 
The radical, formed by hydrogen abstraction from the hydroxyl 
group attached to the aromatic ring of the Tyrosine molecule is found 
to exists in two slightly different conformations. Both of them are very 
close to the original position of the parent molecule in the crystal. 
Six hyperfine coupling tensors have been obtained by usual first order 
analysis of the ENDOR frequencies, three for each conformation of 
the radical in the host crystal. One of the β-methylene proton coupling 
is used to derive the conformation of the CH2 group with respect to 
the aromatic ring of the radical.  
 
 
 

Introduction 
Tyrosine is involved in many protein oxidations, being one of the most 

easily oxidized amino acids and the tyrosyl radicals and related species are 
of considerable importance in biochemistry. They have been identified in 
enzymes such as ribonucleotide reductase (RNR), prostaglandin H synthase 
and the water splitting enzyme in plant photosynthesis1-4. Possible activity 
of further tyrosine radicals in RNR, plant photosynthesis and other biological 
systems has been suggested5, 6. Tyrosine derived radicals have been identified 
in galactose oxidase and amine oxidase7, 8. Recently, a tyrosyl radical has been 
reported as a heme catalase intermediate9, 10.  

The tyrosyl radicals in RNR and photosystem II (PSII) are extremely 
stable despite their high oxidizing potential. In the case of PSII the situation 
is more intriguing since the stable tyrosyl radical Tyr-D· does not participate 
in the electron transfer process, while the second tyrosyl radical, Tyr-Z· is a 
short-lived electron carrier. Moreover, current structural models of PSII place 
these tyrosyl radicals in symmetry related positions, one on each subunit of 
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the PSII reaction center heterodimer11. Hence, the local environment must 
play an important role in determining the stability of these tyrosines and 
their functions.  

The tyrosyl radicals have been studied extensively in proteins and 
model systems. The 9GHz EPR spectra of these radicals are remarkably 
varied12 in principal, due to the fact that a strong β-proton hyperfine coupling, 
whose magnitude is determined by the orientation of the β-proton to the phenyl 
ring plane, dominates the appearance of the spectra. The EPR spectra of the 
RNR and PSII tyrosyl radicals are completely different from each other for 
this reason. Variations in the EPR spectra of tyrosyl radicals in mutants of 
PSII and RNR13, 14 have been reported and attributed to changes in proton 
hyperfine couplings, reflecting structural changes. The electronic spin density 
distribution of tyrosyl radicals has been measured by ENDOR and by 
pulsed-EPR15-17. In PSII, these techniques have characterized the proximal 
protons to Tyr-D· which are likely candidates as hydrogen-bond donors18.  

For obtaining more information about the character and structure of 
these protein-bound radicals, comparison with the unperturbed model system is 
essential. By probing the hyperfine interactions of the unpaired electron with a 
particular nucleus with nonzero nuclear spin, electron paramagnetic resonance 
(EPR) and electron nuclear double resonance (ENDOR) spectroscopies are 
powerful tools for a detailed study of the electronic and nuclear structure of the in 
vitro tyrosyl radicals. From the obtained hyperfine coupling tensors, the spin 
density distribution of the unpaired π-electron can then be mapped. Also, 
determination of the electronic and nuclear structure of the tyrosine radicals is 
necessary to gain insight into the molecular mechanism of participation of 
protein-attached tyrosine-based radicals in enzyme catalyses. In principle, also 
the g-tensor would yield detailed information on the structure of the oxidized or 
reduced cofactors, but this information is much more difficult to extract because 
of the generally small anisotropies of the g-tensor of organic radicals.  

The characterization by EPR and ENDOR spectroscopies of a 
model system containing a tyrosyl radical in a precisely known environment 
and orientation is of interest as it can help in interpreting the data collected 
for biological samples.  

In this work we report a detailed X-band cw-EPR and ENDOR study 
on the tyrosyl radical produced by γ-irradiation of a single crystal of L-Tyrosine-
Hydrochloride.  

A model tyrosine radical obtained in γ-irradiated L-tyrosine hydrochloride 
single crystals has been studied by Fassanella and Gordy19. However, in 
that study only X-band EPR has been used, whereas only ENDOR can allow 
to obtain all the hyperfine tensors of the radical, and therefore to completely 
characterise the radical.  
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Material and Methods 
Single crystals of L-Tyrosine-HCl were grown at room temperature 

by slow evaporation of     a saturated solution of L-Tyrosine in concentrated 
HCl. The dimensions of 
the crystals used in this 
study were about 2x2x 
4 mm. When the crystal 
was rotated about c axis 
six faces were observed 
(Fig. 1). 
    The angles between 
the faces (100), (110) and 
(110), (011) were calcu-
lated from the unit cell 
dimensions and the 
values (129. 2o and 111. 

4o, respectively) were compared with the ones measured by an optical goniometer.  
The crystal structure has been obtained using X-ray diffraction methods20 

and then was subsequently refined using neutron diffraction methods21.  
L-Tyrosine-HCl crystallizes in the monoclinic space group P21, with cell 

parameters a=11. 083Å, b=9. 041Å, 
c=5. 099Å, β=91. 82o and two mole-
cules per unit cell. The crystals were 
irradiated at room temperature by  
γ-rays from a 60Co source with a 
dose of 6MRad.  

The L-tyrosine hydrochloride 
molecule is shown schematically in 
Fig. 2. Detailed structural information 
about the L-Tyrosine-HCl molecule 
has been obtained from the neutron 
diffraction study21 and it is summarized 
in Table I which lists vectors, interatomic 
distances, bond and dihedral angles 
which will be compared with the 
magnetic resonance data.  

X-band EPR spectra were 
recorded at a frequency of 9. 4 GHz 
using a conventional Bruker ER200D 
spectrometer interfaced with a Bruker 
data system ESP1600 and equipped 
with a Bruker variable temperature unit.  

 
Fig.1. Diagram of a single crystal of L-Tyrosine-HCl 

 
Fig.2. Schematic drawing of the                

L-Tyrosine-HCl molecule 
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Table 1  

Direction cosines, bond lengths, bond angles and dihedral angles in                      
L-Tyrosine-HCl molecule 

 
 

Bond a b c* R( Å)  Bond angles  Dihedral angles 

C1-C2 0.750 0.604 -0.271 1.393  C8C7C1 113.5  C4C3C2C1 1.2 

C2-C3 0.862 0.012 0.507 1.394  C8C7H8 108.4  C5C4C3C2 1.2 

C3-C4 0.110 -0.588 0.802 1.382  C8C7H7 107.7  C6C5C4C3 0.1 

C4-C5 -0.741 -0.609 0.283 1.393  H8C7C1 109.8  C7C1C6C5 179.3 

C5-C6 -0.853 -0.019 -0.522 1.391  H8C7H7 106.6  C8C7C1C2 113.7 

C6-C1 -0.128 0.594 -0.794 1.393  C1C7H7 110.6  O3C4C5C6 179.8 

C4-O3 0.835 -0.009 0.550 1.374  C7C1C2 120.2  NC8C7C1 178.1 

O3-H4 0.689 0.648 -0.325 0.988  C7C1C6 121.2  H2C2C1C6 179.9 

C2-H2 -0.117 0.598 -0.793 1.074  C2C1C6 118.5  H3C3C4C5 179.0 

C3-H3 0.747 0.598 -0.291 1.091  C1C2H2 119.2  H5C5C4C3 179.4 

C5-H5 0.121 -0.591 0.798 1.086  C1C2C3 121.0  H6C6C1C2 179.7 

C6-H6 -0.732 -0.617 0.288 1.091  C1C6C5 120.8  H7C7C1C6 53.1 

C1-C7 -0.846 -0.021 -0.532 1.509  C1C6H6 120.1  H8C7C1C2 7.9 

C7-C8 -0.793 0.349 0.499 1.536  C2C3C4 119.6    

C7-H7 -0.210 -0.934 -0.289 1.085  C6C5C4 119.7    
C7-H8 0.118 0.539 -0.835 1.080  C3C4C5 120.2    

 
 
 

Direction a b c* R(Å) 

C1-C4 0.858 0.017 0.514 2.796 

C2-C6 -0.361 -0.697 0.619 2.395 

C3-C5 -0.366 -0.690 0.624 2.406 

C1-H7 -0.701 -0.487 -0.521 2.146 

C1-H8 -0.543 0.258 -0.800 2.133 

PER(C4C3,C4C5) -0.322 0.625 0.502  

PER(C1C4,C3C5) 0.365 -0.724 -0.586  

PER(PER(C4C3,C4C5),O3C4) -0.348 -0.597 0.519  

PER(PER(C1C4,C3C5),C3H3) 0.561 -0.331 0.759  

PER(PER(C1C4,C3C5),C5H5) -0.923 -0.362 -0.128  

PER(C5C6,C5C4) 0.323 -0.628 -0.506  

PER(PER(C5C6,C5C4),C5H5) -0.800 -0.319 -0.115  

PER(C3C4,C3C2) 0.307 -0.635 -0.508  

PER(PER(C3C4,C3C2),C3H3) 0.488 -0.290 0.658  
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Results and Discussions 
On the basis of the comparison of our results with those derived 

from different studies in the tyrosyl radical1, 15, 19, 22-27 we identified the free 
radical detected in γ-irradiated single crystal of L-Tyrosine-HCl with the phenoxyl 

radical reported in Fig. 3. This 
radical is formed by loss of the 
hydrogen atom from the hydroxyl 
group attached to the aromatic 
ring of the Tyrosine molecule.  

 
X-band cw-EPR 
Due to the monoclinic 

structure of L-Tyrosine-HCl, two 
magnetically nonequivalent sites 
are present. Therefore, for any ori-
entation of the crystal in the mag-
netic field, the spectrum is given 
by the superposition of the spectra 
due to the radicals in the two sites.  

However, when the mag-
netic field is along a crystallo-
graphic axis or when it is in the 
crystallographic plane perpendicu-

lar to the binary axis, the two sites become magnetically equivalent.  
The X-band cw-EPR spectra for the orientation of the magnetic field 

parallel to the b axis is given in Fig. 4. The dominant feature of this spectrum 
is a quintet spread over about 30G, with the amplitude distribution of the 
five lines in the 1:2:1:2:1 ratio, which can be interpreted in fact as a doublet 
of triplets, due to the interaction of the unpaired electron with three protons, 
two of them being almost equivalent. The spectral pattern vary little with 
angle, the intensity distribution of the five lines changing from 1:2:2:2:1 to 
1:2:1:2:1 for certain orientations. The spectrum given in Fig. 4 shows also 
weaker resonance features in addition to those forming the basic quintet. 
These signals must be due to a second free radical formed by γ-irradiation 
of L-Tyr-HCl, as was also detected by Fasanella and Gordy who concluded 
that this species is unstable. This radical could be formed by hydrogen atom 
addition at a position ortho to the phenolic group of the tyrosine moiety, as 
it has been observed by Mezzetti et al. in N-Acetyl-L-Tyrosine28.  

In order to estimate the contribution of the second radical to the total 
EPR spectrum we have simulated the spectrum corresponding to B||b 
orientation (see Figure 4). The best agreement between the experimental 
and simulated spectrum in this case is obtained for a mixture of two radicals, 

 
Fig. 3.Tyrosyl radical formed in gamma-

irradiated single crystal of L-Tyrosine-HCl. 
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whose concentrations are in the ratio 7. 3/1. The simulation parameters 
used for the first radical were obtained from the ENDOR results (see Table 2): 
A1=12. 95G, A2=A3=5. 12G, ∆Bpp=3. 4G. In the second one, the unpaired 
electron is assumed to interact with four protons with isotropic hyperfine 
couplings: A1=A2=32G, A3=5. 8G, A4=10. 6G and ∆Bpp=3. 5G. The second set 
of parameters is attributed to a radical formed by hydrogen addition to the 
aromatic ring and it is comparable with that reported by Mezzetti et al. 28 for the 
neutral cyclohexadienyl radical in N-Acetyl-L-Tyrosine.  

 

 
 

Fig.4. X band cw-EPR spectrum of a L-Tyrosine-HCl single crystal oriented with 
the magnetic field parallel to the b axis. 

 
ENDOR  
The ENDOR investigation has been done in the frequency range 2-

35MHz, at 150K temperature.  
We will consider in the following only proton ENDOR transitions. We will 

call high high-frequency ENDOR transitions ν+ those given by ν+=|A/2|+νH, 
where A is approximately the hyperfine splitting and νH the free proton 
frequency, and low-frequency ENDOR transitions ν- are the ones given by 
ν-=||A/2|-νH|. To attribute an ENDOR line to a ν+ or ν- frequency, we observed 
its radiofrequency shift corresponding to different values of the fixed external 
magnetic field. Depending on the positive or negative sign of the hyperfine 
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coupling, the lines at frequency (ν+, ν-) will correspond respectively to the 
(ms=-1/2, ms=+1/2) or to the (ms=+1/2, ms=-1/2) electron spin manifolds. 
The ENDOR spectrum corresponding to the B||b orientation is given in Fig. 5 
and the angular dependencies of the ENDOR lines observed in the 18-35MHz 
range by locking the external magnetic field in the center of the EPR spectrum 
are shown in Fig. 6.  

Table 2.   
Hyperfine coupling tensors for the phenoxyl radical in single crystals of L-Tyrosine-HCl 

γ-irradiated at room temperature and measured at 150K 
 

Dipolar 
principal 

Direction cosines Tensor Principal 
values 
(MHz) 

Isotropic 
value 
(MHz) values (MHz) a b c* 

Tensor A' -7.2  +9.5 0.0207 -0.6337 0.7733 
(H5) -18.2 -16.7 -1.5 0.3503 -0.7198 -0.5993 

 -24.8  -8.1 0.9364 0.2832 0.2071 
Tensor A -7.5  +9.8 0.0154 -0.6634 0.7481 

(H5') -18.7 -17.3 -1.5 0.3410 -0.6999 -0.6276 
 -25.5  -8.3 0.9399 0.2647 0.2154 

Tensor B' -6.9  +10.2 0.6379 0.6578 -0.4004 
(H3) -19.3 -17.3 -2.1 0.3497 -0.7107 -0.6104 

 -25.6  -8.3 -0.6861 0.2494 -0.6434 
Tensor B -7.9  +9.9 0.6452 0.6750 -0.3579 

(H3') -19.1 -17.8 -1.3 0.3518 -0.6783 -0.6451 
 -26.4  -8.6 -0.6782 0.2903 -0.6751 

Tensor β 44.0  +3.9 -0.7504 -0.4884 -0.4454 
(H7) 38.7 40.1 -1.4 -0.4227 0.8726 -0.2448 

 37.6  -2.5 0.5082 0.0046 -0.8612 

Tensor β' 39.2  +3.9 -0.7700 -0.4869 -0.4124 
(H7') 33.8 35.3 -1.5 -0.3978 0.8717 -0.2863 

 32.9  -2.4 0.4989 -0.0564 -0.8648 
       

Tensor <A> -7.35  9.63 0.0181 -0.6490 0.7606 
 -18.43 -16.98 -1.45 0.3454 -0.7098 -0.6139 
 -25.16  -8.18 0.9383 0.2738 0.2113 

Tensor <B> -7.42  10.11 0.6416 0.6664 -0.3792 
 -19.19 -17.53 -1.66 0.3508 -0.6945 -0.6278 
 -25.99  -8.46 -0.6822 0.2699 -0.6793 

Tensor <β> 35.30  3.84 -0.7439 -0.5187 -0.4214 
 36.66 37.89 -1.24 -0.4420 0.8548 -0.2718 
 41.73  -2.60 0.5012 -0.0159 -0.8652 
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Fig. 5. ENDOR spectrum of a L-Tyrosine-HCl single crystal oriented with the magnetic 

field parallel with the b axis and fixed to the centrum of the EPR spectrum. 

 
Fig. 6. Angular dependencies of ENDOR frequencies in the three  

crystallographic planes: bc* plane; c*a plane; ab plane. 
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They correspond to the rotation of the L-Tyrosine-HCl single crystal 
in the bc*, c*a and ab planes, respectively. As it easily can be seen in 
Figure 6, the ENDOR lines in the 18-30 MHz radiofrequency range appear 
in closely matched pairs. This situation was not observed previously by Box 
and coworkers26 in theirs ENDOR study on a γ-irradiated single crystal of 
Tyrosine-HCl at 4. 2 K. However, this doubling of the lines is clearly observed 
in our study in all the three planes and it could be a consequence of the 
absence in L-Tyrosine-HCl at 150K, of the crystallographic inversion center 
present at room temperature. Hence, there are essentially two molecules 
per unit cell, which are almost but not quite related by a center of symmetry 
and so, two identical free radicals, in slightly different conformations are found. 
A similar site doubling has been observed by McCalley and Kwiram in an 
ENDOR study at 4. 2K of the free radicals in malonic acid single crystals29.  

By usual first order analysis of the angular dependencies of the 
frequencies corresponding to the A, A’, B and B’ lines in the three 
crystallographic planes (Fig. 6) we have obtained a set of 6 hyperfine 
coupling tensors, reported in Table 2. The antiaxiality of the dipolar principal 
values of all these four tensors is typical for α protons. However, both their 
dipolar values and isotropic hyperfine coupling constants are smaller than those 
for an α-proton bonded to a carbon atom with spin density ρ=1 in a π-radical 
(about -30, -60 and -90 MHz). The small principal values of the dipolar tensors 
are explained by the unpaired spin delocalization on a conjugated π-system.  

On the basis of the comparisons of the principal directions of the 
tensors A-B with C3-H3 and C5-H5 directions in the undamaged molecule, 
we attributed to the ring proton 5 the tensors A and A' and to the ring proton 3 
the tensors B and B'. For α-protons, both experimentally and by molecular 
orbital calculations it was demonstrated that for the three principal absolute 
values of the hyperfine coupling tensors, the minimum αAx occurs when the 
external magnetic field H0 is parallel to the αH-C bond, the intermediate αAz 
occurs when H0 is parallel to the lone electron orbital (LEO) symmetry axis 
and the maximum αAy occurs when H0 is normal to the αH-C bond and to 
the LEO axis. The isotropic component αa is negative and therefore, the 
corresponding dipolar elements Bx, By and Bz are such that the Bx is most 
positive and By is most negative. In Table 3 are given the calculated angles 
between the principal directions of the four hyperfine tensors with selected 
directions in L-Tyrosine-HCl molecule as obtained from neutron diffraction data 
(see Table 1). From these data it can easily be seen that both conformations 
of the phenoxyl radical formed in γ-irradiated L-Tyrosine-HCl at the C3 and C5 
carbon sites are very close to the original conformation of the parent molecule.  

On the basis of the comparisons of the principal directions of the 
tensors A-B with C3-H3 and C5-H5 directions in the undamaged molecule, 
we attributed to the ring proton 5 the tensors A and A' and to the ring proton 
3 the tensors B and B'. For α-protons, both experimentally and by molecular 
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orbital calculations it was demonstrated that for the three principal absolute 
values of the hyperfine coupling tensors, the minimum αAx occurs when the 
external magnetic field H0 is parallel to the αH-C bond, the intermediate αAz 
occurs when H0 is parallel to the lone electron orbital (LEO) symmetry axis 
and the maximum αAy occurs when H0 is normal to the αH-C bond and to 
the LEO axis. The isotropic component αa is negative and therefore, the 
corresponding dipolar elements Bx, By and Bz are such that the Bx is most 
positive and By is most negative. In Table 3 are given the calculated angles 
between the principal directions of the four hyperfine tensors with selected 
directions in L-Tyrosine-HCl molecule as obtained from neutron diffraction 
data (see Table 1). From these data it can easily be seen that both 
conformations of the phenoxyl radical formed in γ-irradiated L-Tyrosine-HCl 
at the C3 and C5 carbon sites are very close to the original conformation of 
the parent molecule.  

The hyperfine coupling tensors of the protons bonded to the C2 and 
C6 atoms have not been determined due to the overlap of their ENDOR 
lines with those of the matrix proton.  

The hyperfine coupling tensors with the largest isotropic coupling 
constants (tensors β and β' in Table 2) have been attributed to one of the 
methylene protons of the radical. These tensors are typical for β-protons, 
attached to a carbon atom one bond length away from the carbon atom 
bearing the unpaired electron. The direction corresponding to the largest 
dipolar part of a β-proton hyperfine coupling tensor should lie parallel to the 
Cα-Hβ direction. The angle between <βx> and C1H7 direction in the undamaged 
molecule is 6. 5o (5. 2 and 7. 4 for βx and β'x, respectively).  

In radicals of the type Ar-CH2-R the couplings of the β-methylene 
protons are angle dependent. The isotropic part of a β-proton tensor is given30 
by: 

Aiso=ρπQβ(θ)=ρπ(B0+B2cos2θ)    (1) 

where ρπ is the unpaired spin density on the carbon atom bearing the odd 
electron (Cα), θ is the dihedral angle between the plane containing the Cβ-Hβ 
bond and the plane containing the symmetry axis of the pπ orbital of the Cα 
atom (each plane also contains the Cα-Cβ bond).  

B2 constant represents the isotropic coupling resulting from the 
maximum exchange of the unpaired spin density with Hβ through 
hyperconjugation of the Cα pπ-orbital and Cβ p-orbital component involved in 
the Cβ-Hβ bonding orbital. Maximum hyperconjugative coupling occurs when 
the dihedral angle between C1-Cβ-Hβ and the pπ-orbital is 0o. As θ increases, 
the component of the Cβ-Hβ bonding orbital along the pπ-orbital axis decreases. 
Subsequently, the degree of the hyperconjugation coupling, and hence the 
isotropic interaction, decreases as cos2θ. In the calculations, a value of 162MHz 
is assumed for B2 constant, which was estimated from the isotropic coupling 
of freely rotating β-methylene protons in aliphatic radicals in solution30.  
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Table 3.   
Orientation of the principal axes of tensors A-B with respect to  

the same selected directions in the undamaged molecule 

Directions* Angle 
Ax,C5H5 7.9 

Az,Pr 3.0 
Ay,Prb5 7.6 

Ax',C5H5 6.4 
Az',Pr 1.0 

Ay', Prb5 6.5 
Bx,C3H3 8.3 

Bz,Pr 4.3 
By,Prb3 8.7 

Bx',C3H3 9.5 
Bz',Pr 1.7 

By',Prb3 17.2 
<Ax>,C5H5 7.1 

<Az>,Pr 2.0 
<Ay>,Prb5 7.0 

<Bx>,C3-H3 8.9 
<Bz>,Pr 3.2 

<By>,Prb3 9.2 

* Pr is the direction perpendicular to the ring, defined as the perpendicular 
to the C1C4 and C3C5 directions (PER(C1C4,C3C5) in Table 1). 

  Prb5 is the direction perpendicular to the ring and to the C5H5 direction 
(PER(PER(C1C4,C3C5),C5H5) in Table 1). 

  Prb3 is the direction perpendicular to the ring and to the C3H3 direction 
(PER(PER(C1C4,C3C5),C3H3) in Table 1). 

 
 
The B0 term includes the small non-hyperconjugative contributions, 

its value being about 4-7% of B2. Therefore, B0 is commonly neglected in 
practical applications of equation (1), leading to the following expression: 

 

Aiso=ρπB2cos2θ      (2) 

The unpaired spin density pattern of the phenoxyl type radicals is 
almost independent of the environment so that it is usually assumed a 
value of 63 MHz for the ρπB2 quantity28. With this value, from equation (2) 
we found the dihedral angles corresponding to the two conformations of the 
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radical: 37. 1o and 41. 5o (average 39. 3o). These values are very close to the 
dihedral angle defined by the C7H7, C1 and the perpendicular direction to the 
phenolic ring in the undamaged molecule, which is 36. 9o (see Fig. 7).  
 
 

 
Fig.7. Dihedral angles involving the methylene protons 

in L-Tyrosine-HCl molecule 
 
 

On the other hand, because the isotropic hyperfine coupling constant 
of the other β-methylene proton of the radical must be very small because it 
is not detectable in the ENDOR and EPR spectra, the corresponding dihedral 
angle formed by the C7-Hβ2 (C7-H8 in the molecule) bond must be close to 90o. 
In fact, in the undamaged molecule this dihedral angle is 82. 1o. This means 
that also this bond direction is almost not affected when the free radical is 
formed. On the basis of these comparisons we can conclude that the 
conformation of the radical and that of the undamaged molecule at the C1 
and C7 sites are nearly the same.  

It is possible now to estimate the C1-H7 distance in the point dipole 
approximation. The largest anisotropic component of the β proton coupling 
tensor is given by31: 

)Å(r/8.157)MHz( 3H
maxB ρα

π=β      (3) 

Using the value 0. 38 for the unpaired spin density on C1 atom, from 
the above equation the distance C1-H7 is found to be 2. 499Å, which means 
that in the radical this distance is 0. 35Å lengthened with respect to the 
undamaged molecule.  
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Conclusions 
Immediately after irradiation, the EPR spectra of the γ-irradiated 

single crystal of L-Tyrosine-HCl show the presence of two different radicals. 
One of them gives rise to an EPR spectral pattern which vary little with 
angle, the dominant feature being the five center lines spread over 25-30G 
according to the orientation. These signals are due to the tyrosyl radical 
which, by ENDOR analysis at 150K, was found to be present in two slightly 
different conformations.  

The α and β proton hyperfine couplings tensors of the tyrosyl radical 
suggest very small changes in the geometry and conformation with respect 
to the undamaged molecule.  

The other EPR signals are due to a second radical which disappeared 
after a few days. This kind of radical has been also observed in other systems 
and it is supposed that the radical responsible for these features could be a 
neutral cyclohexadienil radical, as found in similar systems.  
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NUCLEAR MAGNETIC RESONANCE INVESTIGATION OF 
BISMUTH-BORATE GLASSES 

 
 

S. SIMON1, M. VASILESCU1 
 

ABSTRACT. Bismuth-borate glasses belonging to xBi2O3⋅(100-x)B2O3 
system, 0 ≤ x ≤ 93, doped with 0.5 mol % MnO are investigated by 
magic angle spinning nuclear magnetic resonance (MAS NMR). 
The 11B MAS NMR results indicate the presence of tetra coordinated 
boron in all investigated bismuth borate glasses, with a large maximum 
in the range 20 ≤ x ≤ 60. The mean values of the NMR parameters 
like chemical shift, asymmetry parameter and quadrupolar coupling 
constant are less influenced by the bismuth/boron ratio, showing that 
boron structural units are relatively stable on entire investigated 
composition range.  
 
 
 

Introduction 
Glasses containing bismuth attracted much attention due to their 

physical properties that make them important candidates for applications in 
high-energy physics [1-3] and nonlinear optics [4, 5]. In order to synthesize 
glasses suitable for such applications it is necessary to correlate the local 
structure of these glasses with their macroscopic behaviour.  

Because of the small field strength of Bi3+ ions bismuth oxide cannot be 
considered as vitreous network former, despite the fact that the polymorphism 
of Bi2O3 [6] is an indication that Bi3+ ions are easy to be integrated in 
disordered systems. However bismuthate glasses without conventional glass 
formers, can be obtained in large composition ranges [7], this behaviour 
being attributed to the high polarisability of Bi3+ cations [8].  

Taking into account that boron has the nuclear spin I = 3/2 and as 
consequence of its quadrupolar moment it is a very efficient source of 
information by means of nuclear magnetic resonance (NMR) [9] about the 
local order around the glass network former.  

In order to understand the role of bismuth in glasses formed with 
unconventional glass network formers it is important to know its role in 
systems with conventional glass network formers like boron oxide.  

Oxide systems containing transition metal ions like manganese ions 
are interesting because of their possible applications in threshold and memory 
switching [10-12] and can be studied also by electron paramagnetic resonance 
[13–15].  
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Experimental  
The investigated bismuth-borate system 99.5[xBi2O3⋅(100-x)B2O3] 

0.5MnO (mol%) was explored in the composition range 0 ≤ x ≤ 93. The glasses 
were obtained by mixing Bi(NO3)3⋅H2O, H3BO3 and MnO of reagent grade 
purity, in desired proportion, melting in alumina crucibles at 1100oC for 10 
minutes, followed by quickly undercooling at room temperature by pouring 
onto stainless steel plates.  

The 11B MAS-NMR measurements were carried out at room 
temperature on Chemagnetics Infinity 600 MHz spectrometer equipped with 
a solid-state accessory, with MAS frequency of 15 kHz.  

 
Results and discussion 
11B MAS NMR spectra of investigated bismuth borate glasses are 

presented in Figure 1. For all samples, excepting pure boron oxide glass, 
there are contribution from both boron species: planar three-coordinated boron 
that gives the peak centered around 12 ppm and pyramidal coordinated 
boron that gives the peak at about –1 ppm.  

Fig. 1. 11B MAS NMR spectra of glass samples 
 

In order to determine the NMR parameters and the fraction of tetra-, 
respectively of three coordinated species the experimental 11B MAS NMR 
spectra were simulated by using a MATLAB NMR program. Figure 2 shows the 
result of simulating procedure for MAS NMR spectrum of 99. 5[60Bi2O3⋅40B2O3]0. 
5MnO sample. A good agreement between experimental and simulated spectra 
for all samples containing bismuth were obtained by taking into account 
only two types os sites for boron: three-coordinated and tetra-coordinated. 
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In the case of sample without bismuth (x =0) for which only the peak around 
11 ppm appears, it was necessary to consider two three coordinated species.  

The composition dependence of NMR parameters as chemical shift 
(δ), asymmetry parameter (η) and quadrupolar coupling constant (Qcc) are 
given in Figures 3, 4 and 5 respectively. The lines are guides to eye.  

Fig. 2. Deconvolution of 11B MAS NMR spectrum for the glass sample with x = 67. 

 

Fig. 3. Composition dependence of the chemical shift. 
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Fig. 4. Composition dependence of  the asymmetry parameter. 
 

Fig. 5. Composition dependence of  the quadrupolar coupling constant. 
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One remarks that due to the contrary shift effect of quadrupolar 
interaction on the peak position [16] the real values of chemical shift 
parameter are larger than those directly extracted from the peaks position 
in the MAS NMR spectra, particularly for the three-coordinated species.  

As a general feature it is observed that the values of all three NMR 
parameters are weekly dependent on the glass composition denoting that 
the surrounding of the boron atoms is relatively stiff. From Figure 5 is 
observed that there is a larger distribution of quadrupolar coupling constant 
around tetra coordinated species (≈1.4 MHz) than around three coordinates 
ones (≈0.4 MHz), in agreement with the much softer arrangement of oxygens 
belonging to the tetra coordinated borons [17].  

The composition dependence of the relative intensity of the two boron 
species is presented in Figure 6. The lines are guides to the eye. As expected 
there is an increase of the fraction of tetra-coordinated species by adding 
bismuth oxide to the borate matrix. The addition of oxygen to the pre-existing 
three coordinated boron units yields a conversion to the tetragonal forms [9]. 
Our results show a broad maximum for the relative intensity of the line assigned 
to the tetra coordinated boron, extended above the compositional region 
investigated by continuous wave NMR [17]. It was suggested, based on 
infrared spectroscopy results [18], that for x > 60 mol% there are only three-
coordinated species. Even at very low concentration of boron oxide (7 mol %) 
the tetra coordinated species are still present in the glass sample. Having in 
view the results obtained in this study the proposed structural characteristics 
of the bismuth borate glasses in the high bismuth region must be reconsidered 
and a tetra-coordinated boron have to be included.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Composition dependence of  the relative intensities of the peaks asigend to 
three-and tetra-coordinated boron atoms. 
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Conclusions 
11B MAS NMR spectra of the studied bismuth-borate glasses show 

that up to 93 mol % Bi2O3 both three-coordinated boron the tetra-coordinated 
boron units are present. The composition dependence of tetra-coordinated 
boron fraction exhibits a large maximum in the region between 20 and 60 mol 
% Bi2O3. The NMR parameters obtained by simulation of recorded spectra 
confirm the relative stability of the boron surroundings in all investigated 
samples. The planar three-coordinated boron units seems to be less affected 
by the bismuth content than pyramidal tetra-coordinated boron units. For these 
species the range of coupling constant distribution are much larger than for 
the triangular units denoting that the tetra coordinated boron surrounding is 
much easier to be distorted and accommodated with the matrix structure.  

The structural modeling to be developed for the bismuth borate 
glasses should take into account the presence of tetra-coordinated boron on 
entire composition range where the glasses are formed by quickly undercooling 
of the oxide melts.  

 
Aknoledgements 
The authors are greatful to Professor A. P. M. Kentgens from University 

of Nijmegen, The Netherlands, for access to 600 MHz spectrometer for MAS-
NMR measurements.  
 
 
 
 

REFERENCES 
 
 

1. S. E. van Kirk, S. W. Martin, J. Am. Ceram. Soc., 75, 4, 1028 (1992). 
2. N. Ford, D. Holland, Glass Technol., 28, 2, 106 (1987). 
3. C. Stehle, C. Vira, D. Hogan, S. Feller, M. Affatigato, Phys. Chem. Glasses, 

39, 2, 836 (1998). 
4. W. H. Dumbaugh, Phys. Chem. Glasses, 27, 3, 119 (1986). 
5. D. W. Hall, M. A. Newhouse, N. F. Borelli, W. H. Dumbaugh, D. L. Weidman, 

Appl. Phys. Lett., 54, 1293 (1989). 
6. H. A. Harwig, Z. Anorg. Allg. Chem., 444, 151 (1978). 
7. Y. Dimitriev, R. Iordanova, D. Klissurski, M. Milanova, Proc. Int. Congr. Glass, 

Edinburgh, Scotland, 1-6 July 2001, vol. 2, p. 883. 
8. K. Fajans, N. Kreidl, J. Am. Ceram. Soc., 31, 105 (1948). 
9. P. E. Stallworth, P. J. Bray, in Glass Science and Technology, Eds. D. R. Uhlman 

and N. J. Kreidl, vol. 4B, Academic Press, Boston, 1990, p. 77-145.  
10. P. H. Gaskell, Mineral. Mag,. 64, 3, 425 (2000). 



NUCLEAR MAGNETIC RESONANCE INVESTIGATION OF BISMUTH-BORATE GLASSES 
 
 

 103 

11. J. Livage, J. P. Jolivet, E. Tronc, J. Non-Cryst. Solids, 121, 35 (1990). 
12. A. Gosh, J. Appl. Phys., 64, 2652 (1988). 
13. I. Ardelean, M. Peteanu, S. Simon, V. Simon, F. Ciorcas, C. Bob, S. Filip, 

Indian J. of Physics, 74A, 5, 467 (2000). 
14. I. Ardelean, M. Peteanu, S. Filip, V. Simon, G. Gyorffy, Solid State Commun. 

102, 4, 341 (1997). 
15. R. Stefan, S. Simon, Mod. Phys. Lett. B, 15, 3, 111 (2001). 
16. S. Simon, G. J. M. P. van Moorsel, A. P. M. Kentgens, E. de Boer, Solid State 

NMR, 5, 163 (1995). 
17. S. Greenblatt, Doctoral Thesis, Brown University, 1965.  
18. N. Mochida, K. Takahashi, J. Ceram. Soc. Jpn, 84, 9, 413 (1976). 



STUDIA UNIVERSITATIS BABEŞ-BOLYAI, PHYSICA, XLVII, 1, 2002 
 
 

EPR AND MAGNETIC SUSCEPTIBILITY STUDIES OF 
70TeO2⋅⋅⋅⋅25B2O3⋅⋅⋅⋅5SrO GLASSES CONTAINING Cr3+ IONS 

 
 

I. ARDELEAN1, M. PETEANU1, N. MUREŞAN1 
 
ABSTRACT. Electronic paramagnetic resonance and magnetic 
susceptibility measurements revealed the chromium ions 
distribution and interactions involving them in xCr2O3⋅(100-x) 
[70TeO2⋅25B2O3⋅5SrO] glasses within 0 < x ≤ 10 mol %. The only 
detected valence state was Cr3+. Depending on the Cr2O3 content 
of samples the preponderance of Cr3+ ions identified as isolated 
in strongly distorted octahedral symmetric sites, or associated 
in exchange coupled pairs was pointed out.  
 
 
 
 
Introduction 
Tellurite galsses containing transition metal ions are subject of study 

due to their interesting properties having number of applications [1-5]. 
There are tehnological reasons for which the local order in such vitreous 
systems is to be taken into account. Paramagnetic ions used as probes in 
EPR experiments supply information about the local site symmetry, the fine 
structure parameters of the EPR absorption spectra being very sensitive to 
the local structure. Data concerning the EPR of Cr3+ ions in tellurite vitreous 
systems are relatively poor and may explain our interest to complete them 
[6-8]. The available data reporting EPR of Cr3+ ions concern mainly borate 
[9, 10], boro-sulphate [11], phosphate [12, 13], bismuth-germanate [14] or 
fluoride [15-18] glasses. Depending on the Cr2O3 content of the glass, the 
Cr3+ ions were detected as isolated in strongly distorted octahedral symmetric 
sites subjected to strong crystal field effects, or associated in exchange coupled 
pairs. In some vitreous materials Cr5+ species were also detected [10, 19-22].  

This paper aims to present our results obtained by means of EPR 
and magnetic susceptibility measurements on TeO2-B2O3-SrO glasses 
containing chromium ions.  

 
Experimental 
Glasses of the system xCr2O3⋅(100-x)[70TeO2⋅25B2O3⋅5SrO] were 

obtained from reagent grade purity Cr2O3, TeO2, H2BO3 and SrCO3 used as 
starting material. The melting was performed in electric furnace at 1000oC, 
during 6 min., using sintered corundum crucibles. The quenching at room 
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temperature was achieved by pooring the molten material on stainless-stell 
plate. The samples structure was tested by means of X-ray diffraction, selecting 
the range of concentration for which the difractograph did not reveal any 
crystalline phase. Typical glasses were obtained for 0 ≤ x ≤ 10 mol % Cr2O3.  

EPR absorption spectra were recorded at room temperature using a 
JEOL-type spectrometer, in the X frequency band (9. 4 GHz) and 100 kHz field 
modulation.  

Magnetic susceptibility measurements were obtained using a Faraday-
type balance, in the 80-300 K temperature range.  

 
Results and Discussion 
EPR data 
All the investigated samples show EPR absorption spectra due to 

Cr3+(3d3) paramagnetic ions. Some representative spectra are presented in 
Fig. 1 to reveal the spectrum structure dependence upon concentration. Mainly, 
the absorption line consists in two signals centered at g ≈ 4. 8 and g ≈ 1. 97 
respectively. Accidental Fe3+ impurities give the narrow signal at g ≈ 4. 3 
(Fig. 1). According to theory [14] the low field resonances may be attributed 
to isolated Cr3+ions in distorted sites characterized by large zero field splitting 
of the ground state energy level. Consequently, we explain the g ≈ 4. 8 
absorptions in our spectra as arising from isolated Cr3+ ions subjected to 
strong orthorhombic crystalline field in a distorted octahedral environment. 
Due to the fine structure parameters distribution the signal is broadened 
showing the superposition of contributions from sites with slightly different 
axial distortions. As a background of this signal there is a broadener one, 
centered at a g ≈ 4. 0 due to Cr3+ ions in sites with a predominantly axial 
character. Both signals are components of an anisotropic absorption line, 
with corresponding signals at g ≈ 2. 0 too. Therefore, at least for small 
concentrations, the high-field absorption line show the superposition of 
signals at g ≈ 2. 0 and g ≈ 1. 97 (Fig. 1). As the Cr3+ ions concentration 
increases, the isolated ion vicinity is progressively altered and looses its well 
defined symmetry. Consequently, the structural units involving Cr3+ ions in 
sites of strong crystalline field become less represented, the corresponding 
absorption intensity decreases and the line progressively vanishes.  

The main feature of the spectrum for samples with x ≥ 1 mol % Cr2O3 
is the high-field resonance signal at g ≈ 1. 97. Its evolution was followed in the 
concentration dependence of the EPR parameters, i. e. the peak-to-peak line-
width ∆B, and the intensity approximated by I = a⋅( ∆B)2 where a denotes 
the line-amplitude (height). These dependencies are presented in Figs. 2 and 3. 
In contrast with low-field signal, the intensity of the g ≈ 1. 97 one gradually 
increases with the Cr2O3 sample’s content (Fig. 2). The line-width decreases 
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showing exchange interaction narrowing as result of cluster association of Cr3+ 
ions. One may notice that the linewidth reaches smaller values than those 
corresponding to xCr2O3⋅(100-x) [70TeO2⋅25B2O3⋅5SrF2] glasses prepared 
in similar conditions [23]. This suggests more intense interactions between Cr3+ 
ions for glasses containing oxygen ligand ions than those corresponding to 
matrices where oxygen was partially replaced by fluorine.  
 

 
 

Fig. 1. EPR absorption spectra of Cr3+ions in  xCr2O3⋅(100-x)[70TeO2⋅25B2O3⋅5SrO] 
glasses. 
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Fig. 2. Concentration dependence of the g ≈ 1. 97 line-intensity in  
xCr2O3⋅(100-x)[70TeO2⋅25B2O3⋅5SrO] glasses. 

 

 
 

Fig. 3. Concentration dependence of the g ≈ 1. 97 line-width in  
xCr2O3⋅(100-x)[70TeO2⋅25B2O3⋅5SrO] glasses. 
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Magnetic susceptibility data 
The reciprocal magnetic susceptibility of glasses of the studied 

system depends on temperature according to the graphs in Fig. 4. For 
glasses containing x ≤ 1 mol % Cr2O3 the dependence obeys a Curie law, 
characteristic for magnetically isolated chromium ions. For x > 1 mol % 
Cr2O3 the Curie-Weiss law is obeyed. The values of the paramagnetic Curie 
temperature, θp, suggest antiferromagnetic coupling of ions. The concentration 
dependence of θp is given in Fig. 5. The specific structure of the vitreous 
oxide solids imposes the short-range character of magnetic interactions 
and enhances the structural image of ionic clusters. The results confirm the 
EPR data, explaining the g ≈ 1. 97 line narrowing as result of superexchange 
mechanisms involving ions in cluster structure. According to Fig. 5 the 
absolute value of θp increases for x > 1 mol % with the magnetic ions 
concentration of the sample, in accord to theoretical data [24]. The absolute 
values of θp are larger than those corresponding to xCr2O3⋅(100-x) 
[70TeO2⋅25B2O3⋅5SrF2] glasses [23], result which support the EPR linewidth 
data, comparativelly pointed out for the two vitreous systems. 

The estimated values of the molar Curie constant, CM, in Table 1, 
are proportional with the Cr3+ ions concentration. The experimental values 
of the effective magnetic moment, µeff, are very close to the magnetic 
moment of Cr3+ in the free ion state: µCr

3+ = 3. 87 µB [25] attesting the 
preponderance of this valence state of chromium ions for all the studied 
glasses (Table 1).  
 

Table 1.  

Molar Curie constant and magnetic effective moment values  
for some representative glasses of the system  

xCr2O3⋅(100-x)[70TeO2⋅25B2O3⋅5SrO]. 
 
 

x 
[mol % Cr2O3] 

CM 

[emu/mol] 
µµµµeff 

[µµµµB] 
1 0. 037289 3. 86 
3 0. 11190 3. 86 
5 0. 18676 3. 87 
10 0. 37340 3. 86 

 



I. ARDELEAN, M. PETEANU, N. MUREŞAN 
 
 

 110 

 
Fig. 4. Temperature dependence of the reciprocal magnetic susceptibility of several 

glasses, representative for the xCr2O3⋅(100-x)[70TeO2⋅25B2O3⋅5SrO] system. 

 
Fig. 5. Concentration dependence of the paramagnetic Curie temperature, 

characteristic for chromium containing 70TeO2⋅25B2O3⋅5SrO glasses. 
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Conclusions 
Homogeneous, stable glasses of the system xCr2O3⋅(100-x) 

[70TeO2⋅25B2O3⋅5SrO] were obtained within 0 ≤ x ≤ 10 mol %. Only Cr3+ ionic 
species were detected by means of EPR spectrometry and magnetic 
susceptibility measurements. For samples containing 0 < x ≤ 1 mol % Cr2O3 
isolated Cr3+ ions were detected in octahedral symmetric sites subjected to 
distortions. For strongly distorted sites EPR absorption signals were detected 
for all concentrations attributed to Cr3+ ions in sites subjected to strong 
crystal field effects, having a predomninantly rhombic (g ≈ 4. 8) or axial        
(g ≈ 4. 0) character. Besides these ions there are Cr3+ ions involved in cluster 
structures, giving rise to absorbtions at g ≈ 1. 98 which, for x > 1 mol %      
are magnetically coupled by superexchange mechanisms, as magnetic 
susceptibility measurements demonstrate.  
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DETERMINATION OF ELECTRICAL PARAMETERS OF CCP         
AT ATMOSPHERIC PRESSURE 

 
S. D. ANGHEL1 

 
ABSTRACT. In this work a method of determination of electrical 
parameters of an air rf capacitively coupled plasma at atmospheric 
pressure is presented. The method is based on the direct 
measurement of oscillation frequency of rf oscillator and on the 
simulation of the behaviour of the equivalent circuit using a computer 
program. The results are in accordance with those obtained by other 
authors.  
 
 
Introduction 
Electrical measurement methods don’t always permit the direct 

measurement of high radiofrequency (rf) currents and voltages. To understand 
the physical behaviour of rf plasmas, the various models were developed. 
The modelling of the plasma has proved to be valuable for industrial and 
analytical applications, such as lighting, gas discharge lasers and spectral 
source [1]-[7]. This work combine the advantages of electrical modelling of 
capacitively coupled plasma (CCP) with direct electrical measurements to 
determinate the capacitance of a CCP at atmospheric pressure and the 
voltage on the plasma sustaining electrode.  

 

Electrical models for CCP 
The plasma was generated with an rf generator described in a previous 

work [8]. It was generated in air at atmospheric pressure at a consumed 
power of 38 W. A particularity of the plasma is that it is the intrinsic part of 
the resonant circuit of the rf oscillator. Plasma is struck on a sharp tip of a 
metallic electrode that is connected of the coil of the resonant circuit (Fig. 1).  

 
Fig. 1. – Resonant circuit of the rf oscillator in which the plasma is ignited. 
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As a consequence, the electrical parameters of the oscillator 
(consumed power, oscillation frequency, the amplitude of the rf voltage on 
the plasma sustaining electrode) have different values in the absence of the 
plasma and in the presence of its. According to other authors [2], [7], if the 
plasma is in contact with both electrodes (Fig. 2a) it can be modelled as an 
analog circuit that is presented in Fig. 2b.  

 

 
Fig. 2. – Analog circuits for plasmas. 

 
In that circuit Cs1 and Cs2 are the capacitances of the sheaths that 

are presented close to the electrodes, Rs1 and Rs2 are the resistances of 
the sheaths, Lp and Rp are respectively the collisional inductance and the 
resistance of the plasma. The studied CCP being in contact with a single 
electrode (Fig. 2c), only one sheath is present. Because this sheath is lacked 
of electrons, its resistance is very high and it can be omitted (Rs2>>1/ωCs2). On 
the other hand, because the electron collision frequency (νc) under atmospheric 
pressure is very high, the inductance of the plasma (Rp/νc) is very small and, 
as a consequence, Rp>>ωLp. Considering the above suppositions, the electrical 
model of our CCP is that on Fig. 2d, where Cp represents the total capacitance 
of the plasma.  

Under these considerations on the analog model of the plasma, the 
equivalent circuit of the diagram presented in Fig. 1 is given in Fig. 3 (Fig. 3a - 
in the absence of the plasma and Fig. 3b - in the presence of its).  

The capacitance Cv was neglected because it don’t influence the 
behaviour of the circuit under resonant conditions (Cv >> C1, C2, Cp).  
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In the circuits shown in Fig. 3 r1 and C1 represent the loss resistance 
and the capacitance of the coil L1, and C2 is the capacitance between the 
plasma sustaining electrode and the ground in the absence of the plasma. 
The parameters of the coil (L1, r1, C1), were measured with a Q-metric method. 
The resistance of the plasma (Rp) was determined with a substitution method 
[8]. It is in the range of 50 – 150 kΩ, depending on the anodic voltage of the 
oscillator. The oscillation frequencies (in the absence and presence of the 
plasma) were measured with a frequency-meter, via a coil inductively 
coupled with the coil of the resonant circuit of the oscillator.  

 

 
 

Fig. 3. – Equivalent circuits for the diagram presented in Fig. 1: (a) - in the 
absence of the plasma; (b) - in the presence of its. 

 
 
Results and discussions 
The behaviour of the above circuits was analyzed using a computer 

simulation program (Electronics Workbench). Thus, in Fig. 4a are plotted 
the Bode diagrams (voltage and phase) of the circuit in the absence of the 
plasma. The measuring point is the plasma sustaining electrode. One can 
be see there are two values of the frequency for which the circuit is under 
resonant conditions: 
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and 

MHz 46.42
2

1

11

02 ==
CL

f
π

    (2) 

The plasma can be struck at the frequency f01 because only at this 
frequency the rf voltage on the sustaining electrode is sufficient high to 
initiate the ignition of the discharge at atmospheric pressure. For capacitance 
C2 has been chosen that value (6. 67 pF) for which the oscillation frequency 
done by simulation has the same value as the measured one.  

 

 
Fig. 4. – Bode diagrams for circuits shown in Fig. 3. (a) – in the absence of the 

plasma; (b) – in the presence of its. 
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The presence of the plasma determines the modification both of the 
oscillation frequency and the voltage on the sustaining electrode (Fig. 4b). 
In those plots, for Rp has been chosen the value of 100 kΩ [8]. For Cp has 
been chosen that value (0. 1 pF) for which the oscillation frequency done by 
simulation has the same value as the measured one (16. 73 MHz).  

In Fig. 5 are given the dependencies of the oscillation frequency (a) 
and the rf voltage of the plasma sustaining electrode (b) on the plasma 
capacitance for a value of the plasma resistance of 80 kΩ. One can be see 
that the oscillation frequency has a minimum at 0. 1 pF and the rf voltage 
on the sustaining electrode continuously decrease.  
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Fig. 5. – The dependence of the oscillation frequency (a) and the rf voltage  
of the plasma sustaining electrode (b) on the plasma capacitance. 
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Fig. 6. – The dependence of the oscillation frequency (a) and the rf potential  
of the plasma sustaining electrode (b) on the plasma resistance. 

 
In Fig. 6 are shown the dependencies of the oscillation frequency 

(a) and the rf voltage of the plasma sustaining electrode (b) on the plasma 
resistance for a value of the plasma capacitance of 0. 1 pF. The oscillation 
frequency has a minimum at 80 kΩ and the rf voltage on the sustaining 
electrode continuously increase.  
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Experimental observations have shown that the working point of the 
oscillator is that for which the plasma capacitance is minimum.  

As a conclusion, we can affirm that the electrical parameters of the 
analog circuit of the capacitively coupled plasma maintained in air at 
atmospheric pressure are: Cp = 0. 1 pF and Rp = 80 kΩ. This result is in 
accordance with that of Cristescu [9]. Using other measuring methods, he 
concluded that a 71 W CCP in air at atmospheric pressure has a capacitance 
of 0. 1 pF and a resistance of 58 kΩ.  

This research was supported by Research Grant 34/1260, CNCSIS/2002. 
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ROTATIONAL TEMPERATURES OF THE OH BAND (A 2ΣΣΣΣ+, νννν = 0 →→→→ X 2ΠΠΠΠ, 
νννν' = 0, AT 306. 357 NM) IN A VERY LOW RF POWER  

CAPACITIVELY COUPLED PLASMA 
 
 

ALPAR SIMON 1*, SORIN DAN ANGHEL 1, SIMION SIMON1, TIBERIU 
FRENTIU2, ERNA CZIRJAK 2, EMIL A. CORDOS 2 

 
 

ABSTRACT.  The very low power radiofrequency capacitively coupled 
plasma could be used as spectral source for the analysis of 
pneumatically nebulised liquid samples or non-conductive solid 
samples via atomic emission spectroscopy technique. The plasma 
could be easily sustained at atmospheric pressure in Ar, air or their 
mixtures. In the present paper, this new spectral source was 
characterized from physical point of view, by means of rotational 
temperatures of the OH band (A 2Σ+, ν = 0 → X 2Π, ν' = 0, at 306. 357 
nm). The rotational temperatures (1900 – 2900 K) were measured as 
function of radiofrequency power, observation height, radial position, 
gas flow-rate and gas composition. The experimental spectra was 
compared to the computer simulated syntethic spectra. The 
temperatures determined from the OH (0, 0) spectra are in good 
agreement with temperatures obtained for other plasma spectral 
sources.  
 
 
1. INTRODUCTION 
1. 1. Brief history of capacitively coupled plasmas 
The principle of capacitive coupling to generate radiofrequency (RF) 

plasmas has been known since the late 20's [1]. The first spectroscopic 
study was reported by Asami and Hori [2] by enumerating the molecular 
bands and atomic lines. Probably one of the most cited historical reference 
about capacitively coupled plasmas (from now on referred to as CCPs) is 
that of Cristescu and Grigorovici [3]. Babat carried out the first systematic 
investigation on capacitively coupled plasmas in 1942 [4]. Further studies 
and developments of CCP were shadowed in the early 60's by the works of 
Reed [5], Greenfield et al. [6], Wendt and Fassel [7] about the inductively 
coupled plasma (ICP). Because of the very good results and the versatility of 
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the ICP, the CCP has been largely ignored by the spectroscopic community, 
but found an important role in the field of plasma material processing.  

Later, in the mid 80's, the capacitively coupled radiofrequency plasma, 
in several different electrode geometries, used as spectral sources for atomic 
emission spectroscopy, was studied in the last fifteen years from both physical 
and analytical points of views [8-23]. This type of plasma become a fairly good 
spectral source: it could be ignited and maintained with several electrode 
geometries (annular, parallel-plate, coaxial), in different gas atmospheres (Ar, 
He, air or Ar-air mixtures), at various RF frequencies and RF power levels 
(from 13. 56 or 27. 12 MHz up to 150 MHz and from 10-200 W up to a few 
kilowatts) and run with low gas consumption (flow-rates usually less than or 
around 1 l⋅min-1). The most important advantage of using a CCP as spectral 
source is mainly an economical one: low operational and maintenance costs 
versus fairly good analytical performances.  

The historical milestones of CCP becoming a spectral source are 
presented in Table 1.  

In the present paper, the very low RF power CCP is characterized from 
physical point of view by means of rotational temperature of the OH band        
(A 2Σ+, ν = 0 → X 2Π, ν' = 0, at 306. 357 nm). The rotational temperatures (in 
the range of 1900 – 2900 K) were measured as function of RF power, 
observation height, radial position, gas flow-rate and gas composition. The 
temperatures determined from the (0, 0) band spectra are in good agrement 
with the temperatures obtained for other low power plasmas.  

 
 
1. 2. The very low RF power capacitively coupled plasma 
With respect to the consumed RF power, the capacitively coupled 

plasmas sustained at atmospheric pressure could be classified in three main 
categories: (i) very low power CCPs with RF powers less than 100 W; (ii) 
medium power CCPs obtained with RF powers usually 100-500 W and (iii) 
high power CCPs, which are needing more then 500 W for ignition and 
maintenance.  

The construction of the RF generator, used for sustaining the very low 
power capacitively coupled plasma at atmospheric pressure, is described in 
details elsewhere [24].  

The plasma was generated by means of a CCP torch (Fig. 1) at a 
frequency of 13. 56 MHz and absorbed RF powers in the range of 5-70 W. 
The plasma is the intrinsic part of the resonant circuit of a free-running 
oscillator. It is sustained on a kanthal tip (composition: 20. 5–23. 5 % Cr, 5. 3 % 
Al, max. 0. 08 % C, max. 0. 7 % Si, max. 0. 4 % Mn and Fe to balance; 
density: 7. 15 g⋅cm-3; electrical resistivity at 20 oC: 1. 39 Ωmm2m-1; melting 
point: 1850 oC).  
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top view

 
Fig. 1. – The CCP torch 

 
The main parts of the CCP torch (Fig. 1) are: the quartz tube (�: 14 mm 

i. d., 16 mm o. d., 70 mm length); the kanthal tip (�: 0. 8 mm in diameter, 4 mm 
length); the electrode holder made out of PTFE (�: 12 concentric holes, 1 mm 
in diameter for providing the sample entrance to the plasma); the plasma gas 
and sample introduction inlet (�); the PTFE mixing chamber (�: volume = 
10 ml); the brass RF connector (�) and the brass electrode as support for 
the tip (�).  

The plasma gas could be Ar (spectral purity), air or their mixture, 
and it flows in a laminar motion through the quartz tube with flow-rates 
between 0. 1-2. 0 l·min-1. The plasma has a candle flame-like shape (Fig. 2). If 
it is sustained in Ar, it has a sparking yellow superficial luminescence which 
surrounds the tip and it is followed by the plasma core which has two 
different zones: one having the shape of an upside down letter Y and being 
colored in purple and another one above, a white-yellow plasma core in the 
shape of an upside down, elongated egg. All this parts are surrounded by a 
white-bluish mantle. These zones are characteristic for a torch like capacitively 
coupled plasma [25-27] and are separated from each other by very thin 
dark spaces (one between the superficial luminescence and the rest of the 
plasma, right above the tip, and the other one right above the white-yellow 
plasma core). The presence of air in the discharge gives an orange like colour 
to the plasma. The spatial dimensions of the plasma and its characteristic 
zones are function of the plasma power and gas flow-rate.  
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white - yellow

purple-pink
plasma core

sparking yellow superficial luminescence

white - bluish mantle

 
Fig. 2. – The very low power capactively coupled plasma 

 

The plasma emission intensity increases with RF power and the 
plasma length and diameter increase with the Ar flow-rate. The addition of 
air changes both size and shape of each region of the diagram. The colour 
of each region is also affected (orange like tint).  

At Ar flow-rates below 0. 1 l⋅min-1 (independently of RF power level) 
and RF powers below 6 W (independently of Ar flow-rate), the plasma could 
not be ignited.  

For RF powers between 6-70 W and Ar flow-rates between 0. 1-0. 3 
l⋅min-1 a highly unstable, randomly moving, lightning like purple-pink 
multifilamentary discharge is obtained. The discharge is moving around the 
surface of the electrode, being impossible to focus it onto the entrance slit 
of the spectrometer.  

For Ar flow-rates of 0. 3-0. 4 l⋅min-1 and RF powers from 15-20 W to 
70 W a bluish, unstable plasma is obtained. Its diameter was around 3 mm, 
with a plasma height between 30 and 40 mm. Due to its unstable aspect, 
this plasma is not suitable for spectroscopic investigations or applications.  

A well formed and well defined, highly stable plasma is obtained for 
RF powers varying from 15-20 W up to 60 W and for Ar flow-rates from 0. 3-0. 
4 l⋅min-1 up to 1 l⋅min-1. The plasma has the well known candle flame-like 
shape, the dimensions and colours of its characteristic zones being function 
of RF power and/or Ar flow-rate.  

Thus, for an Ar flow-rate of 0. 7 l⋅min-1, the plasma aspect and 
dimensions as function of RF powers are listed in Table 2. For an RF power 
of 60 W, the plasma aspect and dimensions as function of Ar flow-rate are 
listed in Table 3.  
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Table 2.  
CCP aspect and dimensions for Ar flow-rate of 0. 7 l⋅min-1,  

as function of RF power 
 

RF power 
[ W ] 

CCP aspect and dimensions 

20 and 30 ∼50-55 mm length and 4 mm diameter (no purple-pink core, 
∼3 mm in height white yellow core) 

40 ∼50-55 mm length and 5 mm diameter (∼1-2 mm purple-pink 
core, ∼3 mm white yellow core) 

50 ∼55 mm length and 5 mm diameter (∼5 mm purple-pink core, 
∼10 mm in height white yellow core) 

60 ∼55 mm length and 5-6 mm diameter (∼6-7 purple-pink core, 
∼15 mm in height white yellow core) 

 
Table 3.  

CCP aspect and dimensions for an RF power of 60 W,  
as function of Ar flow-rates 

 

Flow-rate 
[ l ⋅⋅⋅⋅min -1 ] 

CCP aspect and dimensions 

0.3 ∼35 mm length and ∼3 mm diameter (no purple-pink and white 
yellow core) 

0.4 ∼40 mm length and ∼ 4 mm diameter (no purple-pink core, ∼4 mm 
in height white yellow core) 

0.5 ∼45-50 mm length and 5 mm diameter (∼1 mm purple-pink core, 
∼3 mm in height white yellow core) 

0.6 ∼50 mm length and 5 mm diameter (∼2-3 mm purple-pink core, ∼5 
mm in height white yellow core) 

0.7 ÷ 1.0 ∼55 mm length and 5-6 mm diameter (∼6-7 purple-pink core, ∼15 
mm in height white yellow core) 

 
The most stable plasma, used for spectroscopic applications, is that 

obtained at 60 W and 0. 7 l⋅min-1 Ar.  
At flow-rates above 0. 3 l⋅min-1 and RF powers in the range of 6-15 W, 

a very thin (∼ 2-3 mm) and very small (∼ 10-25 mm) bluish, unstable and 
unifilamentary plasma is obtained. It is not suitable for spectroscopic 
investigations.  

For Ar flow-rates of 0. 4-1. 0 l⋅min-1 and RF powers higher than 60 
W, and for RF powers of 15-70 W at flow-rates between 1. 0-2. 0 l⋅min-1 the 
plasma has a similar size and shape with that obtained at 60 W and 0. 7 l⋅min-1. 
In these ranges, random instabilities due to the overheating of the tip (at higher 
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than 60 W RF powers) or mechanical fluctuations of the plasma (at higher 
flow-rates than 1 l⋅min-1) could jeopardize the spectroscopic investigations, 
therefore it would be wise to avoid these operating conditions.  

 
1. 3. Rotational temperature for the OH (0, 0) band 
The study of the physical characteristics of a plasma source is a 

very important preliminary step toward understanding the mechanisms and 
processes that occur within a plasma used as spectral source and in the 
same time it has a major role in the development, optimization and comparison 
of plasmas as sources for atomic emission spectroscopy.  

The electron number densities and the temperatures in the active 
regions of the plasma spectral sources (i. e., plasma core) are relatively small 
and it is quite difficult to use atomic emission spectroscopy as diagnostic 
technique [28, 29]. Molecular emission spectroscopy is an efficient diagnosis 
method to monitor temperatures in low temperature plasmas, because of their 
special characteristics, and can successfully give information in a quite large 
temperature interval (from a few hundreds K up to 8000 K) where atomic 
spectra are not strong enough to ensure a good sensitivity.  

The molecular rotational energy levels have a special characteristic: 
compared with excited electronic state exchanges, the exchange rate between 
excited rotational states of molecules or radicals is very fast (Boltzmann 
distribution could be assumed [30]). As we will see immediately, the energy 
differences between the rotational levels is relatively low, the rotational 
relaxation is very fast, which leads the excited rotational energy states to be in 
equilibrium with the kinetic energy of the molecules [30].  

Usually the rotational electronic transitions in near UV and visible 
range of the electromagnetic spectrum are employed where the molecular 
species have excitation energy levels around 4 eV, which is with at least 10 
eV lower than the excitation energies for the plasma sustaining gas (around 
14-15 eV for Ar).  

The OH UV spectrum could be frequently observed in many kind of 
flames and plasmas. The rotational temperature of this radical has a value, 
which is generally close to the gas temperature. This temperature can be 
determined using the most studied OH band: A 2Σ+, ν = 0 → X 2Π, ν' = 0, at 
306. 357 nm. This band can be easily isolated in order to give useful 
information.  

The intensity of an individual spectral line of a rotational structure of 
a band depends on the line strength (SJJ') for that particular line, the 
population of molecules in the initial state and a factor C (same for all lines 
of the same band).  

The intensity of a particular line of rotational fine structure of the 
band is: IJJ' = C⋅SJJ'⋅σJJ'

4⋅exp(– EJ / kBTrot), where IJJ' is the relative intensity of 
a particular line in the molecular band, σJJ' is the wavenumber of the transition, 
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EJ is the rotational energy of the initial level of the line and Trot is the rotational 
temperature.  

One may assume that in rotational relaxation, collisions with molecules 
are dominant. If no self-absorption or superposition of line occurs, Trot can 
be determioned from line intensities using the well known Boltzmann plot 
method: ln(IJJ' / SJJ'⋅σJJ'

4) vs. EJ.  
This plot will have a negative slope (tgα < 0), thus the rotational 

temperature would be equal to – 1/(kB⋅tgα) [29].  
These temperatures, as function of operating parameters (gas flow-

rates and gas composition, RF power levels) and experimental conditions 
(viewing directions and positions), together with the plasma spectra for OH 
could lead us towards useful conclusions about some physical characteristics 
of our plasma.  

 

2. EXPERIMENTAL DETAILS 
The experimental arrangement is presented in Fig. 3. and the operating 

conditions are described in Table 4.  

 RF Generator
13.56 MHz
5 - 75 W

Plasma gas 
pressure 

and flow-rate 
control

Nebulization 
chamber (120 ml)

Waste

Sample
(1,4 ml/min)

Nebulizer

Peristaltic
pump

Plasma gas + Sample

0.1 - 2 l/min
2 atmG

A
S

G
A

S

CCP
normal viewing direction

r

h

 
Fig. 3. – The experimental arrangement 
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Table 4.  
The summary of the experimental equipment 

 

Plasma power supply: RF oscillator with inductive reaction and grid tuned circuit 
(13. 56 MHz, adjustable RF power levels up to 100 W) [Babes-Bolyai University, 
Faculty of Physics, laboratory constructed] using for anodic voltage (Ua = 600-1000 V) 
a BS 452 E type stabilized power supply (2 × 500 V, max. 400 mA) [TESLA, Czech 
Republic] and for grid voltage (Ug = 150-200 V) a I 4104 type stabilized power 
supply (40 V, max. 5 A) [IEMI, Bucharest, Romania]  

Plasma torch: Capacitively coupled type (details in Fig. 1) [Babes-Bolyai University, 
Faculty of Physics, laboratory constructed] 

Sample introduction system: Meinhard type, concentric pneumatic nebulizer, 4 roller 
peristaltic pump; desolvation: 120 cm3 glass chamber [Research Institute for 
Analytical Instrumentation, Cluj, Romania] 

Monochromator: Computer driven scanning type (1 step = 0. 002 nm) with Czerny-
Turner mount (working in first order, 1 m focal length, diffraction grating with 2400 
groves/mm, slit height 20 mm, slit width 27 µm) [Research Institute for Analytical 
Instrumentation, Cluj, Romania] 

Detector: 9781 R photomultiplier tube operated at 700 V [Thorn EMI Ltd., England] 
Data acquisition and data processing: Digital data acquisition and monochromator 

driving carried out by an IBM-PC equipped with a laboratory constructed interface 
(64 µs data acquisition time); data processing with an appropriate in-house software 
[Research Institute for Analytical Instrumentation, Cluj, Romania] 

 
The plasma emission is focused onto the entrance slit of the 

scanning monochromator by means of fused-silica lens (110 mm focal 
length, 30 mm in diameter). Internal calibrations were performed with an Al 
hollow cathode lamp and the corrections for the spectral response of the 
spectrometric system (optics and photomultiplier) were made with a spectral 
irradiance standard lamp (EPI 1604).  

 

3. RESULTS AND DISCUSSIONS 
The rotational temperature was determined using the OH band (A 2Σ+, 

ν = 0 → X 2Π, ν' = 0) at 307. 357 nm. This temperature was calculated with 
four molecular lines from this band: R214 (307. 114 nm); R215 (307. 303 nm); 
R24 (307. 437 nm) and R23 (307. 703 nm) from the slope of the Boltzmann 
plot, using spectral data taken from [31].  

A typical Boltzmann plot for the superficial luminescence surrounding 
the tip is presented in Fig. 4. It was obtained by nebulizing deionized, bidistilled 
water into the plasma at an Ar flow-rate of 0. 7 l⋅min-1 and 60 W RF power 
(tgα = - 0,000523, Trot = 2700 K).  
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Fig. 4. – Typical Boltzmann plot for Trot measurements for OH  

in the very low power Ar plasma 
 
The influence of RF power, Ar flow-rate, observation height (distance 

relative to the tip) and radial position on the rotational temperature were 
investigated for both normal and axial viewing modes for the stable plasma 
region. The dependencies are presented in Figs. 5-8.  

The influence of observation height, at a given RF power and an Ar 
flow-rate of 0. 7 l⋅min-1, is presented in Fig. 5. Observing these plots, one 
can tell that, at every RF power level there is a value of the observation 
height that yields to a minimum in Trot. Usually, this value corresponds to 
dark space, which separate the white yellow core from the rest of the 
mantle. Due to the limitations of the experimental set-up, the spectroscopic 
observations were made at every 6 mm. Therefore the minimums in Trot, of 
2150 K and 2249 K respectively, were not plotted for 21 W and 27 W, being 
around 3 mm above the tip (see Table 2. ). For higher RF power levels, at 
which the plasma is well formed and its zones are well defined, the 
minimum temperatures are: 2305 K (for 38 W), 2200 K (for 47 W) and 2299 
K (for 60 W). From this position upward, the rotational temperature shows 
an increase towards the plasma tail.  

The influence of RF power (at 0. 7 l⋅min-1 Ar flow-rate) and of the Ar 
flow-rate (at 60 W RF power) on the rotational temperature on Trot in the 
superficial luminescence zone is given in Fig. 6.  

The maximum value for Trot could be obtained for 0. 6-0. 7 l⋅min-1.  
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Fig. 5. – Influence of observation height on Trot (OH) for different RF power levels 
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The aspect of this dependence could be explained by means of 

particle entrance and residence time of hydroxyl radical in plasma. Namely, 
for flow-rates below 0. 6 l⋅min-1 the concentration of entering OH radicals, 
which could be excited, is relatively low because of less nebulization efficiency. 
For optimum working conditions (0. 7 l⋅min-1 gas flow-rate), the nebulization 
efficiency is about 10 % with a liquid intake rate of 0. 09 ml⋅min-1. At flow-
rates higher than 0. 7 l⋅min-1 the residence time of the same radicals in the 

Fig. 6. – Influence of RF power (a) and Ar flow-rate (b) on Trot (OH) 
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plasma will be not enough to be excited properly and the rotational 
temperature will be lower. From the point of view of rotational temperature, 
the ideal value of the Ar flow-rate is around 0. 6-0. 7 l⋅min-1. This range 
corresponds to the most stable plasma at the optimum RF power (60 W), too. 
The aspect of the rotational temperature dependency on gas flow-rate is similar 
to that in Fig. 6b for other observation heights and RF power levels, too.  

The influence of the radial distance, relative to the symmetry axis of the 
plasma, on the rotational temperature for viewing the superficial luminescence 
or the plasma at different observation heights is presented in Fig. 7.  
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Fig. 7. – Influence of radial distance on Trot (OH) 

 
These dependencies prove good plasma symmetry relative to the 

vertical axis of the CCP. Fig. 7 also gives useful information about the real 
shape of the plasma. The very low power CCP is wider than it seems to be 
after a visual observation. In addition, it can be concluded that, the plasma 
mantle is always colder then the plasma core.  

Both modelling [32] and experimental measurements [32, 33] 
concerning the excitation of OH species in a plasma suggest that, in the 
excitation mechanism, collisional excitation from one rovibrational level to 
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another by heavy species has a major role against electron or ion impact 
processes, which will have a negligible impact on the rovibrational population 
distribution.  

As it was proved by Dilecce et al. [33], whenever N2 is present in a 
discharge, the OH (A 2Σ+) excitation will be produced mainly by the 
reaction: 

N2 (A 3Σ+
u, v) + OH (X 2Π)  →  N2 (X 1Σ+) + OH (A 2Σ+

u, v') 

In order to investigate more the excitational aspects, we have increased 
the amount N2 present in the plasma by introducing purified (filtered) 
compresed air along with Ar. The influence of the air content (in %) on the 
rotational temperature is given in Fig. 8 (60 W RF power, 0. 7 l⋅min-1

 gas 
flow-rate, 12 mm above the tip).  

As can be seen, this dependence depicts the variation of Trot from 
pure Ar plasma to pure air plasma. The plot exhibits an increase in the 
rotational temperature (from 2434 K to 2877 K) due to an increase in air 
content (more and more OH radical excited by collision with the entering N2 
molecules). This plot has a particular aspect: at contents higher than 60 % 
air in Ar it presents saturation in Trot (around 2880 - 2890 K). The most 
reasonable explanation seems to be this: the amount of N2 entering the 
plasma will excite almost all the OH radicals originating from the nebulised 
water, resulting a higher value of the rotational temperature than the value 
of Trot (2720 K) in the most hottest place in the plasma (superficial 
luminescence around the tip, 60 W RF power, 0. 7 l⋅min-1

 gas flow-rate).  
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Fig. 8. – Influence of air content in the plasma on Trot(OH) 
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One can say that in our Ar CCP the excitation of the OH radical is 
due to collisions with Ar atoms or N2 molecules present as trace impurities.  

This statement is supported by Trot dependency on Ar flow-rate: as 
the Ar flow-rate increases the rotational temperature will increase due to 
the collision between more and more Ar atoms and OH radical, which lead 
to a higher number of excited OH radicals. Starting from a critical value of 
the flow-rate (which seems to be around 0. 6-0. 7 l⋅min-1) the higher flow 
speed of both Ar atoms and OH radicals will obstruct this type of collisions 
(the particles will not stay sufficiently long time in the plasma). In this 
situation, the rotational temperature will decrease.  

The superficial luminescence zone was tested to see if easily 
ionisable elements (Na, Li, K, Ca) have any influence on the rotational 
temperature. The experimental conditions were: 60 W, 0. 7 0. 7 l⋅min-1 Ar flow-
rate, 10 ppm liquid solution of the easily ionisable element nebulised into 
the plasma. It was found that the plasma becomes "colder", the relative 
changes in Trot were found to be: 1.29 % (Li), 1.7 % (Ca), 1.8 % (K) and 
2.9% (Na). One can see that the presence of any of these elements will not 
cause significant lowering of the rotational temperature. The highest decrease 
(2.9 %, 78 K) in the case of Na represents the most important change in the 
temperature.  

The spectrum of the very low power RF CCP was investigated in 
various experimental conditions in the wavelength region of 306-323 nm, 
with a major focus on the OH bands.  

Thus, at an observation heigth of 12 mm, at an RF power of 50 W 
and gas flow-rate of 0.7 l⋅min-1 the plasma spectra are presented in Fig. 9. 
Fig. 9a presents the 100 % Ar plasma spectrum with deionised, bidistilled 
water nebulised into the plasma, corresponding to a rotational temperature 
of 2425 K. In Fig. 9b the spectra of a 100 % air plasma is presented in two 
different conditions: with (2752 K) and without (2690 K) deionised, bidistilled 
water nebulised into the plasma. The Ar plasma was found to be cooler, but 
with more intense lines and noisier background than in the air plasma. 
Naturally, water entrance into the air plasma caused an increase in Trot.  

The OH spectrum for the 100 % Ar plasma without deionised, 
bidistilled water nebulised into the plasma is missing. This situation is due 
to the fact that, the Ar plasma is very unstable and noisy without water 
introduction into the plasma. The influence of plasma gas content on the 
OH spectrum is presented in Fig. 10 (12 mm above the tip, 50 W RF power 
and 0. 7 l⋅min-1 gas flow-rate) with the following features: 100 % Ar - 2425 
K; 57 % Ar + 43 % air - 2877 K; 100 % air - 2881 K.  

Synthetic OH spectra were obtained via computer simulation using 
simOH [33]. The computer simulated and experimental spectra are presented 
in Fig. 11 (Ar CCP 2720 K, superficial luminescence, 60 W, 0. 7 l⋅min-1, 
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Gaussian apparatus function with full width at 1/e of the maximum of 30 pm, 
all line relative intensities were normalized to the most intense line in the 
band, denoted Q19, at 309. 2394 nm).  
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Fig. 9. – OH spectrum: Ar plasma with H2O (a), air plasma 
with and without H2O (b) 
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Fig. 10. – Influence of plasma gas content on the plasma spectrum 
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Fig. 11. Experimental and computer simulated spectra for Trot = 2720K 

 
The experimental and computer simulated synthetic spectra are 

similar in shape, with two major differences: a noisier background and 
broadened lines for the experimental spectra. These "imperfections" of the 
experimental spectra are due to the ideal character of the synthetic spectra: 
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noises are not included (the relative value of the background being equal to 
0) and the lines (Dirac impulses) are broadened only by the apparatus function, 
the basic physical phenomena (motions, collisions, etc.) being ignored. The 
good agreement between experiment and simulation supports the calculated 
values of Trot and make applicable the simulation software simOH to the very 
low power CCP.  

 

4. CONCLUSIONS 
This paper demonstrates that a very low power capacitively coupled 

plasma (5-75 W, 13. 56 MHz) could be ignited and maintained on a kanthal 
tip with a diameter of 0. 8 mm (the authors previously showed that a CCP 
could not be ignited below 135 W on a conical tip with a tip angle of 60o 
[16]). The very low power CCP was characterized from physical point of 
view, by means of rotational temperatures of the OH band (A 2Σ+, ν = 0 → X 2Π, 
ν' = 0, at 306. 357 nm) as function of radiofrequency power, observation 
height, radial position, gas flow-rate and gas composition. The experimental 
spectra was compared to computer simulated syntethic spectra and found 
in good agreement. The temperatures determined from the OH (0, 0) 
spectra are in good agreement with temperatures obtained for other plasma 
spectral sources. They are similar, in dependency on operating conditions 
and observation modes, to the rotational temperatures determined in a 
capacitively coupled microwave (CMP) plasma by Masamba et al. [34] or in 
the furnace atomization plasma excitation spectroscopy source (FAPES) 
investigated by Le Blanc and Blades [35]. The rotational temperature values 
(2150-2760 W) are similar to those measured in He CMP (1800-3000 K) 
but higher the those from He FAPES (580-1400 K). Compared to inductively 
coupled plasmas (ICP), one can tell that, as it was expected, our rotational 
temperature are smaller than those in the ICP (2800-4700 K, 27. 13 MHz 
and 1. 3 kW RF power, 0-35 mm observation heights [36]).  
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AMORPHOUS LANTHANUM ALUMINOBORATES INVESTIGATED 
BY THERMAL ANALYSIS AND FTIR SPECTROSCOPY 
 
 

S. SIMON1, R. GRECU*, V. SIMON1 
 
ABSTRACT. Amorphous lanthanum aluminoborate samples prepared 
by sol-gel technique have been characterized by thermal analysis and 
IR spectroscopy. Thermal analysis showed that continuous weight 
losses take place up to 800oC as a result of nitrates decomposition, 
glycerol pyrolysis and dehydroxylation. The crystallization of 
amorphous xerogels took place between 760oC and 860oC. From FTIR 
measurements it results that in amorphous lanthanum aluminoborate 
xerogels aluminum occurs as hexa-, penta- and tetracoordinated and 
boron occurs as three- and tetracoordinated by oxygens. The main 
aluminum species is pentacoordinated while boron appears mainly as 
threecoordinated. 
 
 

Introduction 
Lanthanoborate glasses are interesting for their high refractive index 

and low-dispersion optical applications [1-3]. The addition of Al2O3 improves 
the glass-forming tendency and aqueous durability [3]. Up to now only one 
stable crystalline phase is known in the ternary lanthanum-aluminum-boron 
system [4]. The composition of this crystalline phase is LaAl2.03B4O10.54 
(124) and in its structure the La, Al and B atoms are surrounded by O 
atoms in trigonal prismatic, pyramidal and tetrahedral arrangements, 
respectively. It is an interesting oxide compound in which all cations exhibit 
unusual coordination: lanthanum is only hexacoordinated, aluminum only 
five coordinated and boron only tetracoordinated. 

The local arrangements in the structural disordered borates have 
been investigated by different techniques like nuclear magnetic resonance 
[5-9], Raman [10, 11] and infrared spectroscopies [12-14]. The structural 
disordered form of the oxide compound with a composition corresponding 
to LaAl2.03B4O10.54 crystalline phase can be obtained by quickly undercooling of 
the mixture melted at 1400oC or by sol-gel procedure [15]. The last method is 
much proper for following the local structural changes during the transformation 
from disordered system to the well-defined crystalline phase. 

                                                           
1 Babes-Bolyai University, Faculty of Physics, 3400 Cluj-Napoca, Romania 
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In this paper we have used thermal analysis and Fourier Transform 
Infrared Spectroscopy (FTIR) to characterize the local structure evolution 
by heat treatment up to 750oC in iron doped amorphous lanthanum 
aluminoborate xerogels of composition LaAl2B4O10.5.  

 
 
Experimental 
The investigated system 1%Fe2O3·99%[LaAl2B4O10.5] (mol %) was 

prepared by sol-gel method [15] from aqueous solution of La(NO3)3·6H2O, 
Al(NO3)3·9H2O, H3BO3 and Fe2O3 of analytical purity grade by thermal 
decomposition of starting nitrates and boric acid accompanied by simultaneous 
oxidation of glycerol. The reagents mixture solved in desalinized water appears 
as a transparent solution at room temperature. A viscous gel is obtained 
after 5 hours heating at 95oC. The further heating at this temperature leads to 
a spongious solid sample. Xerogel samples were obtained after heat treatment 
for 30 minutes at different temperatures, Tt, between 150 and 750oC.  

The IR spectra were recorded on a FT/IR-610 JASCO spectrometer 
at room temperature in the wavenumbers range from 400 to 4000 cm–1 
using the KBr disk technique. Due to the high hygroscopicity of KBr it was 
difficult to avoid the water adsorption during the prolonged grinding of 
powdered sample in KBr. The thermal analysis was realized up to 1000oC 
using a MOM derivatograph. 

 
 
Results and discussion 
The results of thermal analysis for xerogel sample obtained after a 

30 minutes stage at 150oC are presented in Fig. 1. The thermogravimetric 
(TG) curve shows that up to 800oC the weight of the sample is decreasing 
as effect of losing water, nitrogen oxides and CO2 resulted from nitrates 
decomposition and glycerol pyrolysis and later as effect of dehydroxylation. 
From differential thermogravimetry (DTG) we can easy identify the temperature 
at which the first two main losses take place: the nitrates decomposition at 
about 150oC and the glycerol pyrolysis around 210oC. Beside these events 
from differential thermal analysis (DTA) it is possible to evidence the 
structural changes that appear above 750oC when the crystalline phases 
are developing. This process starts at 760oC and different changes appear 
up to 950oC as result of successive phase transformations to the final 
crystalline phase of composition LaAl2.03B4O10.5 as was confirmed by X-ray 
diffraction studies. The xerogels resulted after heat treatments applied at 
temperatures up to 750oC are without any crystalline phase. 

The FTIR spectra of the investigated samples are given in Fig. 2. 
The spectra profile with large bands is typical for disordered systems.  
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Fig. 1. Differential thermal analysis curve for the sample heat treated at 150oC. 

 

In spectrum of the sample heated at 1500 C for 30 minutes, the intense 
broad band at ~ 3430 cm–1 is assigned to stretching vibrations of the OH 
groups from crystallization water remained in samples from the starting 
reagents, from the physically adsorbed water either on the pore walls of the 
samples or on KBr. The intensity of this band gradually decreases and for 
samples heated above 4100 C it is mainly due to water adsorbed during the 
preparation of KBr disks. The band corresponding to bending vibration from 
water is observed at ~ 1630 cm–1 in all spectra.  

The two weak bands at 2923 and 2853 cm-1 correspond to the 
asymmetric and symmetric stretching vibrations of the CH2 groups, are 
observed in spectra of all samples and arise from the organic impurities 
occurring in KBr.  

Coming back to the spectrum of the sample with Tt = 1500 C, the 
shoulder at ~ 3250 cm–1 can be assigned to hydroxyl groups involved in 
hydrogen bonding, most probably of B–OH type [16]. The two bands at 1642 
and 1686 cm–1, still observed for xerogels with Tt <6000C confirm the nitrates 
(NO3 

–) decomposition with the formation of nitrito [–O–N = O], nitrosyl 
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[(NO)+] or nitrato (–O–NO2) compounds [17]. In the last case, the maximum 
observed at 1318 cm–1 can be assigned to symmetric stretching of NO2 group. 
The sharp peak at 1384 cm–1 indicates that, at this stage, a part of aluminum 
nitrate starting reagent is still present; it will disappear by further thermal 
treatment. 

Fig. 2. IR absorbance spectra of LaAl2B4O10. 5 xerogel samples heat  
treated at 150 (a),  410 (b), 600 (c) and 760oC (d). 

 

Around 2350 cm-1 a weak doublet is present in all spectra and is 
due to atmospheric CO2 molecules. Superimposed on this doublet, the 
spectra of samples obtained after 30 minute stage at 410oC and 600oC 
contain an intense sharp peak (2342 cm–1) assigned to compounds containing 
the NO–B– groups generated by glycerol combustion in the presence of 
nitrogen oxides resulted by nitrates decomposition at lower temperature but 

4000 3500 3000 2500 2000 1500 1000 500

 

 

(a)

(b)

(c)

(d)



AMORPHOUS LANTHANUM ALUMINOBORATES INVESTIGATED BY THERMAL ANALYSIS 
 
 

 143 

still present in the pores of xerogels. Such unusual reactions can be explained 
by the fact that in the closed pores there is not enough oxygen for a complete 
oxidation of the glycerol fragments. 

The rise of treatment temperature to 410 0 C has as effect the 
broadening of the bands observed at ~ 1652 cm–1 and ~ 1400 cm–1 . The 
last one become the most intense in the spectrum and under his envelope 
new bands with frequency shifted to lower frequency are detected, showing 
changes in the structure of the units involving boron. 

Crystalline and non-crystalline borates are known to consist of 
different structural arrangements, which are composed of −3

3BO  triangles and 
−
4BO  tetrahedra with or without nonbridging oxygen ions [12]. The absorption 

bands in the infrared spectra of borate glasses are generally assigned to 

vibrational modes of −3
3BO  and −

4BO  units present in the structural grouping 

like boroxol, pentaborate, triborate, diborate, ring-type metaborate, chain-
type metaborate, pyroborate and orthoborate [11]. The IR bands in the 
1500 to 1100 cm-1 and 700 to 600 cm-1 ranges have been assigned to B-O 
stretching and out-of-plane bending vibrations of BO3 units, respectively. 
The bonds in the range from 800 to 1100 cm-1 have been assigned to B-O 
stretching in BO4 tetrahedral units [1, 2, 12-14]. Having these in mind we can 
try to describe the evolution of local surrounding of boron from amorphous 
xerogels by increasing the heat treatment temperature, before to become 
crystalline. 

The band located at ~1400 cm–1 in spectrum of sample with Tt = 150oC 
is assigned to −3

3BO  units or to compounds resulting from the reaction 

between boric acid and glycerol. When the heat treatment temperature 
increases new bands at lower wave numbers are identified: ~ 1330 cm–1 for 
the sample treated to 4100 C, ~ 1330 and ~ 1260 cm–1 for the sample 
heated to 6000 or 7500 C. This is partially due to the local distributions that 
take place when the dry xerogels are developing and surface hydroxyls are 
removing.  

The relatively weak and large bands centered at about 1050 and 
860 cm–1, well observed in spectrum of sample with Tt = 750oC can be 

attributed to the −
4BO  tetrahedra.  

The correlation between IR absorption bands and different types of 
aluminate polyhedra is based on IR results obtained for aluminate crystals. 
The Al-O stretching vibrations of tetrahedral AlO4 groups are related with 
the bands in the region 900 – 750 cm-1 and the bands in 650 – 400 cm-1 
region are associated with stretching modes of AlO6 octahedra. Between 
these two relatively large regions some bands appear for the compounds 
with pentacoordinated aluminum [18]. 
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It is well known [19, 20] that in amorphous aluminate xerogels there 
are, almost independent on composition, three types of aluminum: tetra-, 
penta- and hexacoordinated; therefore in the studied amorphous xerogels 
are expected bands from all these aluminum species. Inspecting the IR 
spectra region below 900 cm-1, region with contributions from the aluminum 
polyhedra, one remarks first a relatively narrow peak at 820 cm-1 for the 
sample heat treated at 150oC, peak assigned to Al-OH bonds from aluminum 
hydrate that also gives the peak around 1110 cm-1 [21]. For the same sample 
in the region between 600 and 450 cm-1 there is a broad band related to the 
AlO6 octahedra. For the next three samples, obtained after heat treatments 
at 410, 600 and 750oC, the main band is centered at 710 cm-1 and can be 
assigned to the pentacoordinated aluminums. A relatively weak contribution 
from the AlO4 tetrahedra can be identified as a shoulder on the left side of 
the peak at 710 cm-1.  

 
Conclusions 
The thermogravimetric analysis indicates that the main weight 

losses in lanthanum aluminoborate xerogels synthesized by sol-gel method 
take place between 150 and 300oC as result of reagents decomposition 
and of glycerol oxidation. The weight looses continue up to 800oC due to 
dehydroxylation of samples. 

The FTIR spectroscopy studies evidence in all investigated samples 
the occurrence of boron in BO3 triangles and BO4 tetrahedra and of 
aluminum in polyhedra corresponding to tetra-, penta- and hexacoordinated 
aluminum. The main aluminum species is pentacoordinated while borons 
appear mainly as threecoordinated. Both physically adsorbed water and 
compounds resulted by nitrates decomposition and glycerol pyrolysis are 
identified in the spectra recorded from samples obtained after heat 
treatments at 150 and 410oC, that is in agreement with the sequences of 
sol-gel synthesis procedure. 
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AM1/INDO SEMIEMIPRICAL CALCULATIONS 
ON TYROSYL RADICAL 

 
 

V. CHIŞ1 
 

ABSTRACT. Semiempirical calculations are used to obtain the 
hyperfine coupling constants (hcc’s) for phenol ring and β-methylene 
protons in tyrosyl radical. Unpaired spin distribution in the aromatic 
ring has been calculated by the two-center dipole approximation 
for the radical produced in different systems. A comparison is made 
between the geometry of the radical optimized by the semiempirical 
Austin Model 1 (AM1) and the parent molecule. Proton hyperfine 
coupling constants are calculated by Intermediate Neglect of 
Differential Overlap (INDO) method for comparison with experimental 
determinations. 
 
 

Introduction 
Amino-acid radicals are important intermediates in a large variety of 

biochemical processes1-3. Particularly, the stable tyrosyl radical produced 
by oxidization of tyrosine molecule is essential for the catalytic activity of 
ribonucleotide reductase (RNR)3.4 and it is shown to participate in the charge 
transfer pathways of several biological systems5-10. In RNR and Photosystem II 
(PSII) the tyrosyl side chain is located in the vicinity of a transition metal with 
redox activity that is essential for biological functions. The tyrosyl radical in 
biological systems are known to form covalent cross-links between DNA and 
proteins, catalyze a number of biosynthetic reactions and serve as an electron 
transfer intermediate in photosynthesis11. 

To identify and characterize the tyrosyl radical found in different 
systems, a great number of experiments have been carried out by electron 
paramagnetic resonance (EPR), electron nuclear double resonance (ENDOR) 
or vibrational spectroscopy11-18. Detailed experimental data have been obtained 
about the hyperfine structure, unpaired spin distribution, conformation and 
vibrational properties of the radical so that it became a well suited "prototype" 
on which the accuracy of different semi- and non-empirical methods in 
predicting its properties can be tested. 

The principal values of the hyperfine tensors relative to ring protons 
are similar in the radicals detected in various systems, while the differences 
in the values of the tensors relative to the β-methylene protons are due to 
the different orientations of this group with respect to the phenol ring plane. 
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A number of theoretical studies, ranging from semiempirical to 
sophisticated Density Functional methods are also reported on model tyrosyl 
radicals19-24. Both, experimental and theoretical studies revealed very similar 
geometries for this radical in different systems. It is also generally proved that 
the spin density distribution follows an odd-alternant pattern, being localized in 
the phenol ring of the radical, mainly at C1, C3 and C5 positions. This spin 
density map is typical for alkyl-substituted phenoxyl radical, irrespective of 
the detailed alkyl substituent to ring carbons. Moreover, neither the methylene 
bridge conformation nor delocalized solvent interactions influence significantly 
the distribution of spin density in the tyrosine radicals. 

Due to the difficulty of obtaining accurate hyperfine couplings using 
elaborate computationally expensive and time consuming Ab Initio and Density 
Functional methods, this work is intended to test the ability of semiempirical 
methods to calculate the geometry and hyperfine coupling constants for the 
tyrosyl radical and the possibility to extrapolate this kind of studies to other 
molecules of biological relevance. 

 
 
Results and discussions 
Spin densities from hyperfine coupling tensors 
The magnitude of the isotropic component of an α-proton hyperfine 

coupling tensor αa was suggested to vary directly as the lone electron 
orbital (LEO) spin density25 

ρ=α QH
CHa              (1) 

The equations for the three dipolar components of the total 
hyperfine tensor αA are given below 
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These are derived for a planar radical with the unpaired electron in a 
2p orbital, as shown in Fig.1. Rp is the distance from the carbon nucleus to the 
effective center of the 2p orbital lobe, above or below the nodal plane and RH 
is the αH-C bond length. The xy plane is the nodal plane of the 2p orbital. 

The unpaired electron is located at two effective centers, above and 
below the radical plane on the LEO axis of symmetry. With RH and Rp in Å 
and Bx,y,z in units of MHz, the value of K is26 78.8MHz/Å3. From the above 
equations one can obtain the expressions for RH and Rp 
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Given an αA tensor and the 
spin density ρ one can use the above 
equations to calculate RH and Rp. 
The best choice of the dipolar ele-
ments of the tensor to be used as 
a measure of the unpaired spin 
density is Bx due to the fact that it 
is least affected by changes in free 
radical geometry26. Thus, ρ is deter-
mined by the following equation 

ρ= dip
x QB       (4) 

where the Qdip proportionality constant is chosen empirically and the value 
38.7MHz was found by Gordy27 to reproduce a large range of free radicals 
when calculating the dipolar elements of the hyperfine coupling tensors. 

We used this approach to estimate the unpaired spin density in the 
phenol ring of the tyrosyl radicals in biological systems using the hyperfine 
coupling tensors reported by different authors. The results are summarized 
in Table 1, and in Fig.2 is given the atom numbering scheme in the radical. 
For these calculations we used the following algorithm: ρ was calculated by 
using the eq. (4) and then RH and Rp were obtained from eq. (3). 

From Table 1, the medium spin densities are: 0.25 for the proton 
bonded to the C5 atom, 0.26 for the proton bonded to the C3 atom and 
0.09 for the two protons at C2 and C6 positions. The medium carbon-
proton bond length in the radicals are: 1.136Å, 1.151Å, 1.050Å and 1.050Å 
for H5, H3, H2 and H6 protons, respectively. All these values are slightly 
longer than their correspondents in the undamaged molecule and suggest 
a more relaxed geometry of the radical with respect to the parent molecule, 
as expected. 

Finally, the medium Rp values are 0.701Å for C5-H5 bond, 0.695Å 
for C3-H3 bond and 0.725Å for C2-H2 and C6-H6 bonds. From Table 4 a 
value of -69 MHz is deduced for the Q constant which should be used in 
the McConnell equation for obtaining the unpaired spin density on C3 and 
C5 atoms from isotropic couplings of the protons directly bonded to them.  

 
Fig. 1. Diagram of a planar π radical  

defining the variables in Eq. (2) 
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Table 1.  

Bond lengths, effective spin centers and spin densities calculated from dipolar 
elements of αH hyperfine coupling tensors of tyrosyl radicals in different systems. 

 
 

(a)Calculated using eq. (4) with Qdip=38.7MHz 
(b)Calculated using eq. (1) with QCH

H=70.0MHz 
(c)Calculated from eq. αa/ρdip 
 

It should be noted that the accuracy of RH and ρdip decrease for 
aromatic radicals due to the reduction in LEO spin density relative to other 
nearby sites of spin density. Even so, these values show consistent trends 
and they are in good agreement with those corresponding to other aromatic 
radicals26, indicating in this case an electron loss radical type. 

 
Calculated proton hyperfine coupling constants  
In order to calculate the hyperfine coupling constants of the tyrosyl 

radical we used the AM129 and INDO30 methods, this combination being the 
best choice for such a large molecule.  

The hyperfine coupling constants of magnetic nuclei arises from the 
Fermi contact interaction between the unpaired electron and the nucleus 
and it is given by 

)0(Q
ha

1
gg

3

2
A

3
0

NnBe
0

n µµµ=        (5) 

There, An is in Hz, ge and gn are the electron and nuclear g factors, 
µB and µN are the Bohr and the nuclear magneton respectively, µ0 is the 
vacuum magnetic permeability, h is the Planck constant, a0 is the first Bohr 
radius and Q(0) represents the spin density at the nucleus n. Whereas 
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3
0

NnBe
ha

1
gg µµ  is a constant for a specific nucleus, Q(0) has to be 

obtained from quantum theoretical calculations, based on the equation 

ΨρΨ= )r()0(Q n      (6) 

where ρ(rn) is the spin density operator evaluated at the position of the 
nucleus n: 

∑ −δ=ρ
k

nkzkn )rr(s2)r(     (7) 

rk being the position vector of the k-th electron, szk is the individual electron spin 
angular momentum of the k-th electron, and δ(r) is the Dirac delta function. 

All calculations were performed with the electronic structure program 
Gaussian 9431. First, we performed a full geometry optimization of the 
radical, starting from the geometry of the parent molecule, as obtained from 
neutron diffraction data32. 

However, in this geometry optimization the radical is supposed to be in 
gas phase and the matrix effects are not considered. We indirectly accounted 
for these effects via the available experimental data, by performing a new 

partial optimization setting 
the C-H bond lengths of the 
aromatic ring to the values 
obtained from experimental 
data by using the two-center 
dipole approximation (see 
Table 1). H7C7C1C6 dihedral 
angle has been obtained from 
isotropic hyperfine coupling 
constants of the H7 proton18. 
To take into account that the 
phenol oxygen is involved in a 
hydrogen bond interaction 
with nearby residues, a fixed 
value of 1.310Å was used for 
C4-O4 bond, as reported by 
Himo et al.22 from a modeling 
hydrogen bonding study on a 
model tyrosyl radical. The 
resulted partial optimized 
geometrical parameters are 
given in Table  2, together 

Fig. 2. Optimized geometry of the 
tyrosyl radical (see text). 
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character for C5-C6, C4-O4 and C2-C3 and the least for C4-C5 and C3-C4. 
The shortening of the C5-C6, C4-O4, and C2-C3 bonds on oxidation can be 
qualitatively explained by the decreased electron density between these 
bonds in the oxidized form. 

 

     The optimized geometry was 
then used in a subsequent INDO 
calculation to obtain the hyper-
fine coupling constants for the 
ring phenol and methylene pro-
tons. This method can provide 
accurate hyperfine coupling con-
stants, if an accurate geometry 
is used for the radical19,33 and 
this finding is confirmed in our 
study. 
     The hyperfine coupling con-
stants calculated by INDO 
method are given in Table 3. 

The agreement between the experimentally determined hcc’s by ENDOR 
spectroscopy and the calculated ones is good enough having in mind that 
in this calculations the radical is supposed to be in gas-phase and also, the 
hydrogen bonding effects are not directly considered. Especially good 
agreement is observed between the hcc’s of the H3, H5, H7 and H8 protons. 
For H3 and H5 protons there is an appreciable amount of spin density on 
the corresponding carbon atoms in the ring. On the other hand, very small 
spin densities on C2 and C6 atoms are experimentally deduced, so that it is 
supposed that the unpaired spin densities in 1s orbitals of H2 and H6 
atoms, from which the hcc’s are calculated by INDO method, are greatly 
influenced by the spin densities from neighboring atomic centers C3 and 
C5, respectively. This influence results in an appreciable overestimation of 
the H2 and H6 hcc’s. 

Table 3 
INDO calculated hyperfine coupling constants 

of the ring and β-methylene protons*. 

Proton Experimental INDO//AM1 

H3 -17.4 -19.3 

H5 -17.0 -18.2 

H2 4.9 9.4 

H6 5.4 9.1 

H7 37.9 34.5 

H8 2.3 2.1 

* Values in MHz 

 
Fig. 3. Classical resonance structures for the tyrosyl radical 
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The agreement is also very good for β-methylene protons. The 
isotropic part of a β-methylene coupling tensor is due predominantly to 
hyperconjugation between the aromatic π system of the ring and the 1s 
orbital on the hydrogen atom and it is described by McConnell relation35  

Aiso=ρπB2cos2θ      (8) 

where ρπ is the unpaired spin density on the carbon atom bearing the odd 
electron (C1 in this case), B2 is an empirical constant and θ represents the 
dihedral angle defined by the pz orbital on the adjacent carbon on the 
aromatic ring and the C7-H bonds34. θ angle corresponding to H7 proton 
was estimated from ENDOR data using eq. (8) and then the dihedral angle 
H7C7C1C6 has been obtained. For H8 proton instead, the experimental 
studies generally report a very small value of the hyperfine coupling 
constant, which is explained by the orientation of C7H8 bond almost in the 
plane of the aromatic ring. Indeed, from optimized H8C7C1C2 dihedral angle, 
a value of 79.8o is obtained for θ to be used in eq. (8) and then, with 
ρπB2=63MHz13, a hyperfine coupling constant of 2.0MHz is calculated for this 
proton. This result shows that McConnell relation holds very well in this case.  

It should be noted that our semiempirical results are also in very 
good agreement with the Density Functional Calculations on model tyrosyl 
radical as reported by Himo et al.22 

 
 
Conclusions 
This study confirms that semiempirical calculation provide a very 

useful tool for obtaining the geometry and hyperfine coupling constants for 
rather big radicals like those involved in biological systems. The two-center 
dipole approximation is a simple, rapid and quite accurate method by which 
the unpaired spin density and C-H bond lengths can be quickly estimated. 
The AM1 optimization revealed minor differences between the parent 
molecule and radical geometry differences that are however reflected on 
calculated hcc’s. The calculated hyperfine coupling constants by INDO 
method are in quantitative agreement with the experimental determinations 
for H3, H5 and β-methylene protons, while the unpaired spin densities in 1s 
orbitals of H2 and H6 atoms and hence their hcc’s are greatly influenced by 
the spin densities on nearby atoms. 

Due to the difficulty of obtaining accurate hyperfine coupling constants 
using more elaborate, computationally expensive and time consuming Ab 
Initio and DFT methods, this combination of AM1 and INDO methods should 
be preferred as an inexpensive and accurate approach of the hyperfine 
coupling determination for reasonably sized molecules. 
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ABSTRACT. The effects of different basis sets and computational 
methods on calculated isotropic hyperfine coupling constants (hfcc’s) 
of 1,2-benzosemiquinone radical have been investigated for a set 
of eight solvents. The influence of the surrounding solvent molecules 
by their dielectric properties has been considered by applying the 
Onsager and isodensity polarizable continuum (IPCM) model. A 
very good quantitative agreement has been obtained between the 
computed hfcc’s and the experimental ones, for all the solvents 
investigated, by an appropriate adjustment of the isosurface isodensity 
parameter in the IPCM model. For the gas-phase radical instead, it is 
found that Intermediate Neglect of Differential Overlap (INDO) method 
works better than Density Functional method for predicting hfcc’s.  
 
 
 
Introduction 
Quinones represent important cofactors for electron transfer in 

photosynthesis, acting as electron acceptors in the initial charge separation 
process [1]. In particular, directly covalently linked porphyrin-1,2-
benzosemoquinone anion radicals are well studied model compounds for 
mimicking primary processes of photosynthesis having as aim a better 
understanding of the factors governing the photoinduced charge separation 
reactions as the mean of capturing and storing solar energy [2]. Moreover, 
redox active crown ethers including quinones are well suited for studies of 
electrochemically driven ion transport mechanisms [3]. This combination of 
redox and complexing reactions is also provided by ortho quinones due to 
their close lying oxygens [4]. 

In general, these relatively stable radicals are generated easily and 
may be studied by electron spin resonance (ESR) spectroscopy in a variety 
of solvents [5]. The ESR spectra provide the hyperfine coupling constants 
of magnetic nuclei and the line pattern of the spectrum can provide a good 
insight into the structure of these radicals. However, the experimental data 
have to be compared with their theoretical counterparts for a better 
understanding of the particular properties of the detected radicals. Moreover, 
the analysis is often complicated by a strong influence of the solvent on the 
observed ESR spectra, and the hyperfine coupling constants observed in 
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solution frequently disagree with those predicated by quantum-chemical 
calculations on the free, isolated species. Theory may be of assistance through 
comparisons of observed and computed hyperfine coupling constants, which 
may lead to the assignment of plausible geometries, energies reaction barriers, 
transition states, charge and spin distributions and various other properties. 

In the last decade, methods based on Density Functional Theory 
(DFT) are becoming an alternative approach for calculating hfcc’s and this 
is due to considerably less computational cost and memory requirements 
than those of conventional correlated Ab Initio procedures [6,7,21,22]. In 
addition, due to their lower computational cost and hence to their ability to 
treat larger systems, DFT methods may be used to obtain more realistic 
descriptions of the interactions between radical systems and their surroundings 
by explicit consideration of the latter. 

At least to our knowledge three theoretical studies are reported on 
benzosemiquinone (BSQ) anion radicals. Tripathi and coworkers [30] reported 
an unrestricted Hartree-Fock (UHF) Ab Initio study on the calculated hyperfine 
structure of 1,3-BSQ radical. O'Malley [8] reported hybrid density functional 
calculations on the 1,4-BSQ anion radical in its free and hydrogen bonded forms 
and Langgard and Spanget-Larsen [23] studied the influence of the solvent 
effects on the ESR spectra of 1,2- and 1,4- BSQ by using DFT approaches. 

In this work we used INDO, Ab Initio and DFT molecular orbital 
calculations to examine the structure and hyperfine coupling constants of 
the 1,2-BSQ radical, shown in Fig.1 together with the atom numbering scheme 
used. We focussed on the influence of several solvents for which experimental 
data are available [5], on the molecular structure and the spin density 
distribution of the systems by using the Onsager model [9] and the more 
recent isodensity polarizable continuum model (IPCM) [10].  

 

 
Fig. 1. 1,2-Benzosemiquinone radical 
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Calculation of hyperfine coupling constants  
The hyperfine coupling constants of magnetic nuclei arises from the 

Fermi contact interaction between the unpaired electron and the nucleus 
[11,12] and are given by 

)0(Q
ha

1
gg

3

2
A

3
0

NnBe
0

n µµµ=     (1) 

Here, An is in Hz, ge and gn are the electron and nuclear g factors, 
µB and µN are the Bohr and the nuclear magneton respectively, µ0 is the 
vacuum magnetic permeability, h is the Planck constant, a0 is the first Bohr 
radius and Q (0) represents the spin density at the nucleus n. Whereas 

3
0

NnBe
ha

1
gg µµ  is a constant for a specific nucleus, Q (0) has to be obtained 

from quantum theoretical calculations, based on the equation 

ΨρΨ= )r()0(Q n      (2) 

where ρ (rn) is the spin density operator evaluated at the position of the 
nucleus n: 

∑ −δ=ρ
k

nkzkn )rr(s2)r(     (3) 

rk being the position vector of the k-th electron, szk is the individual electron spin 
angular momentum of the k-th electron, and δ (r) is the Dirac delta function. 
 The interaction between the nucleus and the unpaired electron depends 
upon the s character of the singly occupied molecular orbital at the particular 
atom. Thus, it is necessary to have representative geometry parameters for the 
radical and a wavefunction that describes the area at the nucleus in detail. 
 

Effects of the solvent 
 The polarized solvent generates an electrostatic field, called a reaction 
field, at each solute molecule. This reaction field alters the electronic 
wavefunction of the solute molecule from its state in the gas phase and 
produces an induced dipole moment that adds to the permanent dipole 
moment of the solute. The molecular electronic wave function is therefore 
changed from its gas phase state and all molecular properties in solution 
will be altered. Because an additional moment is induced by the solvent’s 
reaction field, a polar molecule will experience a larger moment in a polar 
solvent than in gas phase. A practical approach to account for solvent effects 
is to use a self-consistent reaction field (SCRF) method, in which the solvent is 
treated not as a system of molecules with various orientations but as a 
continuous dielectric that surrounds the cavity containing the solute molecule. 
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The interaction between a solute molecule and the surrounding dielectric is 
represented by an additional term added to the gas-phase electronic 
Hamiltonian operator for the molecule. 
 

a) Onsager Model 
Onsager reaction field model [9] assumes that the solute molecule 

is placed in a spherical cavity, with radius ao, embedded in a continuos 
medium defined by a dielectric constant ε. The simplest approach to obtain 
the cavity radius is from the solute molar volume (Vm) which is given directly 
by experiment or from the greatest internuclear distance and then by adding 
the van der Waals radii of the two atoms involved. This method is able to 
provide reasonable estimates of solvents effects in conformational equilibria 
and rotational barriers studies. 
 

b) Isodensity Polarizable Continuum Model (IPCM) 
 This model was initially proposed by the group of Tomasi [13,14]. 
The solute cavity is specified as a set of fixed, intersecting atomic spheres, 
and the electrostatic multipole expansion includes higher order terms. In this 
model the cavity has a more realistic shape, as an isosurface of the total 
molecular electron density [10] and it is determined during the calculation of 
the molecular energy. The electronic wave function of the solute and hence 
the size of the molecular cavity changes in each SCRF iteration. Therefore, 
the cavity shape corresponds to the reactive shape of the molecule. 
 

Computational Details 
For the radical systems, we used Ab Initio, UHF and DFT methods. 

The basis sets used represent two distinct groups: the Pople’s 4-31G and 
6-31G series up to 6-31+G (d) [17] and the new specially tailored for hfcc’s 
calculations EPR-II and EPR-III basis sets of Barone [21,22,33]. For 
Density Functional calculation the hybrid B3LYP functional [25,26] has 
been chosen due to the fact that it proved its ability for reproducing the free 
radical properties with high accuracy [8,21-24,32,34]. The force constant 
matrices calculated for all stationary points were checked to have no negative 
eigenvalues in order to ensure that they are minima on the potential energy 
surface. During the optimization process the geometry of the radical has 
been constrained to C2v symmetry. Comparative hfcc’s calculations were 
also performed using the semiempirical INDO method in conjunction with 
optimized radical geometry at different Ab Initio and DFT levels of theory. 
We have also tested the INDO method because it is capable of calculating 
negative spin densities arising from electron correlation since it uses 
unrestricted wave functions. It is also able to account for spin polarization 
by including one-center exchange integrals, so that unpaired spin arises 
naturally in the 1s orbitals of hydrogen atoms attached to aromatic carbon 
atoms. The INDO method is thus the least complex semiempirical method 
available which is able to account in general for the observed features of 
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the ESR spectra of free radicals and it is expected to work well only for 
radicals at or near their equilibrium geometries and also, with no unusual 
bonding situations. 

The Self-Consistent Reaction Field method (SCRF) [9,15] (Onsager 
and IPCM models) was used to model the long-range environmental effects 
on hyperfine couplings. All the calculations were performed using the 
GAUSSIAN 98W program package.[16] 
 

Results and Discussion 
1. Geometry 
Selected bond lengths and angles for 1,2-BSQ radical in its free 

(gas-phase) form, calculated at different levels of theory with various basis 
sets, are given in Table 1. 

Table 1.  
Calculated bond lengths and angles of 1,2-BSQ radical in its free form 
using different basis sets. (bond lengths in Å and angles in degrees) 

 

Geometrical 
parameter 

UHF 
6-31+G (d) 

UHF 
EPR II 

UHF 
EPR III 

B3LYP 
6-31+G(d) 

B3LYP 
EPR-II 

B3LYP 
EPR-III 

C1 – O1 1.237 1.237 1.228 1.259 1.259 1.250 
C1 - C2 1.496 1.502 1.498 1.516 1.523 1.513 
C2 – C3 1.440 1.444 1.438 1.448 1.454 1.443 
C3 – C4 1.367 1.373 1.362 1.382 1.388 1.373 
C4 – C5 1.417 1.420 1.412 1.423 1.428 1.417 
C3 – H3 1.077 1.079 1.075 1.089 1.089 1.085 
C4 – H4 1.078 1.080 1.076 1.090 1.090 1.085 
C1C2C3 116.8 116.8 116.7 116.7 116.8 116.6 
C2C3C4 123.0 122.9 123.0 122.9 122.8 122.9 
C3C4C5 120.2 120.3 120.3 119.5 120.4 120.4 
O2C2C3 121.5 121.6 121.7 121.7 121.8 121.8 
O2C2C1 121.8 121.6 121.7 121.6 121.5 121.5 
H4C4C3 120.1 120.1 120.1 120.1 120.1 120.1 
H3C3C4 120.9 120.9 120.8 121.0 121.0 121.0 

 
To our knowledge, there is no experimental data characterizing the 

geometry of the radical, so the calculated values are compared with 
experimental and theoretical results for other organic molecules [17]. As 
one can see from Table 1 there is an evident similarity between geometries 
calculated by different methods, the major difference being noted for the 
skeletal bond lengths, which comes out slightly longer with DFT method with 
respect to UHF. However, no consistent trend is observed by passing from 
a basis set to another within the same computational method. On closer 
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examination of the bond lengths it is observed that the C3-C4 and C4-C5 
bonds are shorter than the C1-C2 and C2-C3 bonds. This suggests more 
delocalisation of the electron distribution in the lower part of the ring compared 
with the upper part (see Figure 1). One explanation for these geometrical 
features is given by the classical resonance structures of the radical which 
suggest a localization of the unpaired electron mainly at C1 and C2 positions. 
In this resonance forms there is the greatest amount of double bond 
character for C3-C4 and C5-C6 and the least for C1-C2, C2-C3 and C1-C6. 
C-O calculated bonds are closer to the experimentally observed C=O 
double bond lengths in para-benzoquinone (1.225 Å) [27] than to the C-O 
single bond lengths in phenol (1.375 or 1.381 Å) [28]. This is even more 
evident for the UHF case. It is worth to mention also that the calculated C-O 
bond in gas phase at B3LYP/EPR-II level is slightly shorter than the calculated 
C-O bond (1.27 Å) in 1,4-BSQ, at the same level of theory [8]. The C-H bond 
lengths obtained at UHF level of theory are generally shorter than those 
calculated by DFT method. The C-H bond lengths of phenol for example, were 
reported to range from 1.083 Å to 1.087 Å [28] and we would expect that 
the C-H distance of the 1,2-BSQ anion are similar because the radical’s 
unpaired electron occupies primarily π atomic orbitals. Thus the DFT C-H 
distances are closer to those experimentally determined C-H distance in 
closed-shell molecules and are likely to be closer to the real C-H distance  
in the radical. No major angular changes are found between the used 
methods or basis sets. However, the narrowing of the C1C2C3 angle and 
simultaneously widening of C2C3C4 angle with respect to the benzene 
molecule suggest a compression of the radical along the C3-C6 direction, 
which is consistent with the above observations for C-C and C-O bonds. 
 
 

2. Isotropic Hyperfine Couplings 
 a) Experimental hyperfine coupling constants 
 Many experimental studies have been reported on hyperfine structure 
of 1,2-BSQ radical. The hfcc’s have been measured in different solvents 
with dielectric constant ranging from 5.4 to 78.4. As easily can be seen in 
Table 2, were all the available experimental data [5] are collected, the hfcc’s 
are highly sensitive to the impact of solvent. Thus, the smaller AH3,H6 isotropic 
hfcc’s are between –0.6G (for methanol) and –1.56G (for hexamethylphos-
phoric acid). The greater AH4,H5 values are ranging from –3.82 G (for methanol) 
to –3.30G (for acetonitrile). As a general trend, it can be observed that the 
smaller the AH3,H6 value, the greater AH4,H5 constant. However, even 
accounting for the experimental errors, it can not be concluded that the sum 
of the four proton hfcc’s is constant over all the solvents. 
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 The strong influence of the solvent effects on the hfcc’s is expected 
due to the dipolar moment which this molecule posses. The situation is contrary 
for 1,4-BSQ radical which has no permanent dipolar moment. For the later 
molecule the four protons are magnetically equivalent with an isotropic hfcc’s 
between –2.2G (for ethylene glycol) and –2.44G (for hexamethylphosphoric acid). 

Table 2.  
Experimental hyperfine coupling constants of 1,2-BSQ  

radical in different solvents [5] 
Solvent dielectric constant AH3,H6 (G) AH4,H5 (G) 

2-methyltetrahydrofuran (MeTHF) 5.4 -1.20 -3.44 
ethanol (EtOH) 24.5 -0.93 -3.59 
hexamethylphosphoric acid (HMPA) 30.0 -1.56 -3.34 
methanol (MeOH) 32.6 -0.60 -3.82 
acetonitrile (MeCN) 36.6 -1.50 -3.30 
dimethylformamide (DMF) 36.7 -1.28 -3.48 
dimethylsulfoxide (DMSO) 46.7 -1.39 -3.45 
water  78.4 -0.75 -3.68 

 

b) Calculated data 
First we optimized and calculated hfcc’s of the radical in gas phase. 

The geometries are those given in Table 1 and the computed hfcc’s are 
shown in Table 3. Since the optimizations resulted always in a planar C2v 
structure, the H3 with H6 and H4 with H5 protons are magnetically equivalent, 
as observed experimentally. 

Table 3.  
Calculated hyperfine coupling constants of gas-phase 1,2-BSQ radical 

using different methods and basis sets. 
Method / 
Basis set 

Energy 
(u.a.) 

<S2> Dipole 
moment 
(Debye) 

AH3,H6 
(G) 

AH4,H5 
(G) 

AINDO
H3,H6  

(G) 
AINDO

H4,H5  
(G) 

UHF/ 
4 –31G -378.70 0.91 / 0.76 6.24 -0.65 -6.42 -0.48 -2.80 

UHF/ 
6 –31+G(d) -379.27 0.86 / 0.75 5.97 -2.61 -5.94 -0.84 -3.32 

UHF/ 
EPR II -379.33 0.87 / 0.75 5.66 -2.43 -6.02 -0.84 -3.41 

UHF/ 
EPR III -379.41 0.86/ 0.75 5.73 -2.95 -5.25 -0.93 -3.36 

B3LYP/ 
4 – 31G -380.99 0.76 / 0.75 5.72 -2.39 -3.07 -0.39 -3.06 

B3LYP/ 
6-31+G(d) -381.53 0.76 / 0.75 5.89 -2.70 -2.76 -0.64 -3.39 

B3LYP/ 
EPR II -381.58 0.76 / 0.75 5.42 -2.67 -2.78 -0.65 -3.49 

B3LYP/ 
EPR III -381.68 0.76 / 0.75 5.66 -2.71 -2.49 -0.73 -3.38 
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Ab Initio and DFT methods with different basis sets were used to 
calculate the isotropic hyperfine couplings of the radical. In any case, the 
spin densities have been computed after geometry optimization with the same 
basis set. The isotropic Fermi contact arises from the presence of finite 
unpaired electron density at the nucleus in question. The unpaired electron 
is located in a π-type orbital and hence, unpaired spin density arises at the 
proton positions via a delicate balance of various spin polarization mechanism 
[19,20], giving negative splitting constants. The single occupied molecular 
orbital (SOMO) plot is shown in Figure 2 and it can be seen that the molecular 
orbital is bonding between C1-C6 and C2-C3 atoms and nonbonding 
between C3-C4, C5-C6 and C-O atoms. As shown in Table 3, lower total 
energies of the radical are obtained by DFT method with respect to UHF 
case. Improving the quality of the basis set within the same computational 
approach results again in lowered energies. 

 

 
Fig. 2. α highest single occupied molecular orbital for 1,2-BSQ at UHF/6-31G level 

contoured at 0.001 /au3. The radical orientation is as shown in Figure 1 
 
 

The third column in Table 3 contains the expectation value of the 
spin operator S2. A high spin contamination of the wavefunction, reflected in 
large <S2> values, can affect the geometry and population analysis and 
significantly alter the spin density. It is generally accepted [18] that the spin 
contamination is negligible if the value <S2> differs from S (S+1) (i.e. 0.750 
for pure doublet states) by less than 10%. 

It is well known that the UHF approach has the severe drawback of 
providing wave functions that are not exact eigenfunctions of the S2 
operator because the description of the doublet ground state of radicals is 
contamined by some contributions of higher spin multiplicities (quartet, 



Ab Initio AND DFT STUDY ON HYPERFINE STRUCTURE OF 1,2-BENZOSEMIQUINONE ANION RADICAL 
 
 

 165

sextet, etc.). Some techniques exist [35] that annihilate this spin contamination 
and they are implemented in the Gaussian 98W program package. In Table 
3 the <S2> values are given before/after spin annihilation. Even after removing 
the spin contamination, the UHF method give very unsatisfactory hfcc’s, 
clearly due to the overestimation of spin polarization. Surprisingly, the 4-31G 
basis set provide AH3,H6 within the range of experimental data but this is 
most probably an effect of fortuitous cancellation of errors. On the other hand, 
the corresponding <S2> value obtained by pure functionals in the unrestricted 
Kohn-Sham (UKS) formalism upon which the DFT methods are based [36], 
is very close to the theoretical value for the pure spin state. However, for 
the hybrid B3LYP functional the spin contamination can not be neglected 
due to the inclusion of the exact exchange energy given by Hartree-Fock 
theory. Anyway, a substantial improving of the calculated AH4,H5 values is 
obtained in this case, values quantitatively lowered under the corresponding 
experimental counterparts. It seems that contrary to the UHF formalism, 
DFT method underestimates the spin polarization of 1s orbitals of the H4 
and H5 hydrogens. Instead, AH3,H6 values are still overestimated by a factor 
of about 3, being very close to the AH4,H5 values, in total disagreement with 
experimental findings. The zero-order direct contributions arising from the 
orbitals singly occupied by the unpaired electron contributes directly for 
anisotropic dipolar couplings and for isotropic Fermi contact couplings only 
in the case of sigma radicals. Thus, this mechanism cannot be responsible 
for the unpaired spin density at H3 and H6 positions and in conclusion the 
wrong AH3,H6 values are due to an appreciable overestimation of spin 
polarization of 1s corresponding orbitals. The situation is more intriguing 
because it is totally opposed to the 1,4-BSQ radical where the hfcc’s are 
very well reproduced even for the gas-phase radical [8]. 
 The INDO method has been tested in calculating the hfcc’s for the 
radical in gas phase optimized at different levels of theory. Surprisingly, 
with this method a much better quantitative agreement was obtained 
between the experimental data and calculated hfcc’s values, especially for 
the B3LYP / EPR-II and B3LYP / EPR-III optimized geometries. 
 For instance, the relative errors of the calculated hfcc’s at INDO// 
B3LYP/EPR-II level, are 1.3% for AH3,H6 and 5% for AH4,H5 when compared 
with the corresponding values in water. This agreement is hard to surpass 
in quality by the use of high level Ab Initio or DFT methods. For comparisons 
the corresponding errors at B3LYP/EPR-II and B3LYP/EPR-III are 25.6% 
and 24% respectively. The same excellent agreement given by INDO 
method has been also reported by Sinnecker et al.[29] in a study of hfcc’s 
of bacteriochlorophyll a radical cation and anion. Further studies are 
necessary to elucidate why this method works so well on this radical while 
in the case of 1,3- and 1,4-BSQ radicals it performs much worse [31]. 
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Solvent Effects 
Two models have been used in order to test the influence of 

environmental surrounding on the hyperfine structure of 1,2-BSQ, namely 
the Onsager [9] and IPCM [14]. The hfcc’s have been calculated in single 
point runs for all the solvents for which experimental data exist and the 
results are summarized in Table 4. For these calculations we used the 
optimized B3LYP/EPR-II geometry of the gas-phase radical. A value of 4.03Å 
has been obtained from molecular volume calculations (so called Volume 
algorithm in Gaussian 98 [10]) for the cavity radius to be used with Onsager 
model and the solute-solvent interaction was treated at the dipole level. The 
molecular structure of the radical was not optimized for each different value 
of ε because it was shown that the influence of the solvent field on the 
geometrical parameters is minimal [23]. In the limits of Onsager model, the 
dipole moment changes significantly between the gas-phase (5.42D) and 
MeTHF (7.30D) and then remains nearly constant until water (7.89D). These 
changes are even more evident in the IPCM model and indicate that the 
radical is strongly polarized by the dielectric surroundings. The strongly 
polarized electronic structure should essentially influence the spin density 
distribution of the radical. 

Indeed, as shown in Fig.3, a complete rearrangement of spin density 
distribution occurs by considering the solvent effects. 
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Fig. 3. Mulliken spin densities on atomic centers in gas phase and  
solvated 1,2-BSQ radical. 
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A substantial reduction of spin densities on C3, C6 atoms, 
simultaneously with an increasing on C4, C5 centers is observed in IPCM 
model. However, the highest spin density, about 50% for gas-phase and 
40% for IPCM, is localized on the oxygen atoms. 

The Onsager model does not lead to a good matching between the 
calculated and experimental hfcc’s, the only gains being a better separation 
of the calculated values. While AH4,H5 values are in qualitative agreement 
with experimental determinations with a 15% medium relative errors, AH3,H6 
values with a 112% medium relative errors, still remain too far away from 
the experimental range.  

Table 4.  
B3LYP/EPR-II calculated isotropic hyperfine couplings of 1,2-BSQ 
radical on B3LYP/EPR-II gas-phase geometry by using Onsager  

and IPCM solvation models. 
 
 

Onsager IPCM 
Solvent Dipole moment 

(Debye) 
AH3,H6  

(G) 
AH4,H5  

(G) 
Dipole moment 

(Debye) 
AH3,H6 
 (G) 

AH4,H5 

(G) 

MeTHF 7.30 -2.34 -2.90 9.87 -1.34 -3.29 
EtOH 7.78 -2.19 -2.98 11.02 -0.95 -3.49 

HMPA 7.81 -2.18 -2.98 11.28 -0.93 -3.50 
MeOH 7.82 -2.18 -2.99 11.31 -0.91 -3.51 
MeCN 7.83 -2.18 -2.99 11.34 -0.91 -3.51 
DMF 7.83 -2.18 -2.99 11.35 -0.91 -3.51 

DMSO 7.85 -2.17 -2.99 11.41 -0.89 -3.52 
H2O 7.89 -2.16 -3.00 11.49 -0.86 -3.54 

 
 

The same trend of increasing the |AH4,H5| and simultaneously 
decreasing the |AH3,H6| values by increasing the dielectric constant, observed 
on computed gas-phase hfcc’s is valable for both Onsager and IPCM models. 

Because the Onsager model fails to quantitatively reproduce the 
hfcc’s we switched to the IPCM solvation model for which we must provide 
the isodensity value, an empirical parameter which characterize the 
isosurface of the total molecular electron density. As seen in Fig.4, the 
most affected calculated hfcc’s by varying the isodensity parameter are 
AH3,H6, calculated with a mean relative error of 13% with respect to 3% for 
AH4,H5 values over the investigated range of isodensity. The best isodensity 
value for water seems to be 0.0035, level at which the experimental hfcc’s 
are reproduced with a mean relative error of only 2%. As seen in Table 4, 
the same overall very good agreement is obtained for all the solvents 
investigated. 
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In addition it is worth to note that the dependence of the calculated 
hfcc’s with ε follows a continuous curve, while the variation of those 
experimentally determined shows marked discontinuities around ε=30, both 
for AH3,H6 and A H4,H5 values. Most probably, these discrepancies are due to 
the experimental errors. 
 

-4.0

-3.5

-3.0

-2.5

-2.0

-1.5

-1.0

-0.5

0 0.002 0.004 0.006 0.008 0.010

A
H4,H5

A
H3,H6

Isodensity

C
al

cu
la

te
d

 h
yp

er
fi

n
e 

co
u

p
lin

g
 c

o
n

st
an

ts
 (

G
)

 
Fig. 4. Predicted proton hfcc’s of 1,2-BSQ radical  

in water as a function of surface isodensity 
 

Conclusions 
In the present study, geometry and hyperfine coupling constants for 

1,2-benzosemiquinone anion radical were calculated through the use of 
INDO, Ab Initio, and Density Functional methods. Geometrical features 
suggest a quinoid structure of the radical with an increased delocalisation 
of the electron distribution between C3-C4 and C5-C6 positions. 

Hfcc’s have been calculated for the gas phase and solvated radical 
(Onsager and IPCM models). It is shown that conventional UHF method is 
not at all suited for predicting hfcc’s due to a high spin contamination of the 
wave function. Even DFT method provide poor results for the gas-phase 
free radical, especially by an increased overestimation of the 1s orbitals of 
H3 and H6 hydrogens. On the other hand a very good agreement has been 
obtained between the INDO calculated hfcc’s and the experimental ones, 
especially for the gas-phase B3LYP/EPR-II optimized geometry. 
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The Onsager solvation model does not provide a good consistency 
between the calculated and experimental hfcc’s. The situation is drastically 
changed within the IPCM model for which we reproduced the experimental 
hfcc’s with a high level of accuracy. For water, an isodensity of 0.0035 was 
found as the best value for matching the theoretical and experimental 
hfcc’s. The later have been reproduced with a mean deviation of no more 
than 6%. Especially, AH4,H5 values were calculated with mean relative errors 
of 4% over all the used solvents. 
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