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MATHEMATICA
1
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On the class of analytic functions defined by
Robertson associated with nephroid domain

Kavitha Sivasubramanian

Abstract. The primary focus of this article is to explore a novel subclass, denoted
as GN , of analytic functions. These functions exhibit starlike properties concern-
ing a boundary point within a nephroid domain. The author obtains represen-
tation theorems, establishes growth and distortion theorems, and investigates
various implications related to differential subordination. In addition to the in-
vestigation of coefficient estimates, the study also explores specific consequences
of differential subordination.

Mathematics Subject Classification (2010): 30C45, 33C50, 30C80.

Keywords: Univalent functions, starlike functions of order γ, starlike function
with respect to a boundary point, coefficient estimates.

1. Introduction

Let H be the class of all holomorphic functions in the open unit disc D := {z ∈
C : |z| < 1}. Further, let A represent the subclass of H entailing of functions h with
the normalization h(0) = h′(0) − 1 = 0. Hence, the class of all functions h ∈ A will
be of the form

h(z) = z +

∞∑
n=2

anz
n, z ∈ D .

By S , we mean the subclass of A comprising of univalent functions. A function
f ∈ H is subordinate to another function g ∈ H written as f ≺ g if there exists a
function ω ∈ H satisfying ω(0) = 0, ω(D) ⊂ D and such that f(z) = g(ω(z)) for
every z ∈ D . In precise, if g is univalent, then f ≺ g if and only if f(0) = g(0) and
f(D) ⊂ g(D).

Received 12 September 2023; Accepted 29 March 2024.
© Studia UBB MATHEMATICA. Published by Babeş-Bolyai University

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives

4.0 International License.

https://orcid.org/0000-0002-9655-5291
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/


4 Kavitha Sivasubramanian

Two well-established subclasses of A are the starlike functions and convex func-
tions of order γ (0 ≤ γ < 1), which were introduced by Robertson [20]. These classes
are defined analytically as follows:

The starlike functions of order γ, denoted as S ∗(γ), consist of functions in A

for which <
(
zh′(z)

h(z)

)
> γ for all z ∈ D . The convex functions of order γ, denoted as

C (γ), comprise functions in A satisfying <
(

1 +
zh′′(z)

h′(z)

)
> γ for all z ∈ D .

It is well-known that S ∗(γ) ⊂ S and C (γ) ⊂ S . Additionally, based on Alexan-
der’s relation, if h ∈ C (γ), then zh′(z) belongs to S ∗(γ) for each 0 ≤ γ < 1. For γ = 0,
S ∗ corresponds to the normalized starlike univalent functions, and C represents the
normalized convex univalent functions.

A function h ∈ H is said to be close-to-convex if and only if there exists a
function ψ ∈ C and β ∈ (−π/2, π/2) such that

<
(

eiβh′(z)

ψ′(z)

)
> 0, z ∈ D .

The class of close-to-convex functions was defined in [11]. Further, it is also known
that the class of close-to-convex functions generally are normalized.Let P denote the
class of functions p holomorphic in D , satisfying p(0) = 1 and < (p(z)) > 0 for z ∈ D .
This class is referred to as the class of functions with a positive real part, commonly
known as Class of Caratheodory functions.

A significant development emerged in [21], where a novel class G of functions
G(z) was introduced. These functions are analytic within |z| < 1, normalized such that
G(0) = 1, G(1) = limr→1− G(r) = 0, and they satisfy the condition that <(eiδG(z)) >
0 for z ∈ D . Additionally, G(z) maps D univalently to a domain that is starlike with
respect to G(1). Notably, the constant function 1 is included in the class G .

A significant conjecture proposed by Robertson [21] is that the class G of func-
tions f of the form:

f(z) = 1 +

∞∑
n=1

dnz
n, (1.1)

holomorphic and nonvanishing in D and such that

<
{

2zf ′(z)

f(z)
+

1 + z

1− z

}
> 0, z ∈ D (1.2)

coincides with G ∗. The above hypothesis was confirmed by Lyzzaik [17] in 1984.
Robertson [21] also proved that if the function f ∈ G and g 6= 1 then f is close-to-
convex and univalent in D . It is worth to be mentioned here that the analytic condition
(1.2) was known to Styer [24] earlier. In [10], a class closely related to G denoted by
G (M), M > 1, of functions g of the form (1.1) holomorphic and nonvanishing in D
was introduced and such that

<
{

2zf ′(z)

g(z)
+ z

P ′M (z)

PM (z)

}
> 0, z ∈ D ,
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where PM (z) denotes the Pick function. The class

G (1) =

{
f of the form (1.1) : f(z) 6= 0 and <

{
2z
f ′(z)

f(z)
+ 1

}
> 0, z ∈ D

}
was also considered in [10]. In an another investigation, Obradovic and Owa [19]
investigated the class G (γ), 0 ≤ γ < 1, of functions g of the form (1.1) holomorphic
in the disc D , g(z) 6= 0 for z ∈ D and satisfying the condition

<
{
zf ′(z)

f(z)
+ (1− γ)

1 + z

1− z

}
> 0, z ∈ D .

Todorov [25] established a connection between the class G and a functional ex-

pression
f(z)

1− z
, resulting in a well-structured formula and precise coefficient estimates.

Silverman and Silvia [22] offered a comprehensive exploration of the class of univalent
functions within the domain D whose images take on a star-like configuration con-
cerning a boundary point. Subsequently, this category of functions exhibiting star-like
behavior with respect to boundary points has garnered significant interest among geo-
metric function theorists and researchers from diverse backgrounds. Among the works
in this direction, Abdullah et al. [1] obtained certain properties of functions belonging
to G and derived a set of inequalities pertaining to functional coefficients. Distortion
results associated with star-like functions concerning boundary points were further ex-
amined, and were presented in both [3] and [6]. Moreover, dynamic characterizations
of functions demonstrating star-like characterizations concerning boundary points can
be found in [8].

Lecko [13] introduced an alternative representation of functions manifesting star-
like qualities concerning a boundary point. Additionally, Lecko and Lyzzaik [14] con-
tributed diverse characterizations of the class G . Furthermore, Aharonov et al. [2]
provided a definition for spiral-shaped domains concerning a boundary point, out-
lined as follows:

Let Gµ denote the class of functions f ∈ H(D), and non-vanishing in D with
f(0) = 1, and for µ ∈ C,

∣∣µ
π − 1

∣∣ ≤ 1 satisfying

<
{

2πzf ′(z)

µf(z)
+

1 + z

1− z

}
> 0, z ∈ D .

In the work by Elin [8], a set of fundamental properties and several equivalent de-
scriptions of the class Gµ are formulated (also see [7]). When µ is chosen to be π,
the class Gµ aligns with the class initially introduced by Robertson [21], who sparked
interest in this class and related categories. It’s worth noting that functions within
Gµ are either close-to-convex or simply the constant function 1.

In recent times, the investigation of star-like functions concerning boundary
points has attracted attention from researchers such as Cho et al. [4], Dhurai et al.
[5], Lecko et al. [15, 16, 9], and Sivasubramanian [23] (also see [12]). The purpose of
this paper is to introduce and investigate a new class of the aforesaid type involving
nephroid domains with respect to a boundary point.
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Definition 1.1. Let GN , denote the class of functions f of the form (1.1) holomorphic
and nonvanishing in disc D and such that

<
{

2zf ′(z)

f(z)
+ 1 + z − z3

3

}
> 0, z ∈ D , (1.3)

which can be rewritten as

<
{

2zf ′(z)

f(z)
+QN (z)

}
> 0, z ∈ D , (1.4)

where

QN (z) = 1 + z − z3

3
, z ∈ D . (1.5)

It is to be observed that the function QN of the form (1.5) maps D onto the

region bounded by the nephroid

(
(u− 1)2 + v2 − 4

9

)3

− 4v2

3
= 0 which is symmetric

about the real axis and lies completely inside the right-half plane u > 0. The nephroid
domain was introduced and studied by Wani and Swaminathan [26]. Let us first con-
struct few examples for the new class of functions to show that the class is non empty.

Examples. The functions

f0(z) = exp

(
1

2

(
−z +

z3

9

))
, z ∈ D , (1.6)

and

f1(z) =

exp

(
1

2

(
−z +

z3

9

))
1− z

, z ∈ D (1.7)

belong to the class GN .

To see this, one may compute

<
{

2zf ′0(z)

f0(z)
+ 1 + z − z3

3

}
= 1 > 0, z ∈ D ,

and

<
{

2zf ′1(z)

f1(z)
+ 1 + z − z3

3

}
= 1 > 0, z ∈ D ,

A straight forward computations will show that both the functions f0(z) and f1(z)
belong to the class GN . However, it is of interest to observe that although the functions
f0 and f1 belong to GN , the functions f0 and f1 need not be necessarily univalent and
hence GN * G.
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2. Main results

We start this section with the following representation theorem

Theorem 2.1. Let f be a holomorphic function in D such that f(0) = 1. Then f ∈ GN

if and only if there exists a function h ∈ S ∗ such that

f(z) =

√
h(z)

z
exp

(
1

2

(
−z +

z3

9

))
, z ∈ D , (2.1)

Proof. Let F be a function satisfying the relation

zF ′(z)

F (z)
= 1 + z − z3

3
, z ∈ D . (2.2)

Then F ∈ S ∗N , where

S ∗N =

{
F : F (z) = z +

∞∑
n=2

anz
n, z ∈ D and

zF ′(z)

F (z)
≺ QN (z)

}
.

From (2.2), one may easily see after a simple calculation that

F (z) = z · exp

(∫ z

0

QN (ζ)− 1

ζ
dζ

)
, z ∈ D , . (2.3)

and therefore

F (z) = z · exp

(
z − z3

9

)
, z ∈ D . (2.4)

From (1.4) and (1.5), it can be easily seen that for some function f ∈ GN there

exists a starlike function h of the class S ∗ such that (f(z))
2
F (z) = h(z), z ∈ D and

conversely. �

Remark 2.2. Let us consider the function f3, f3(0) = 1, satisfying the equation

2zf ′3(z)

f3(z)
+ 1 + z − z3

3
=

1 + z2

1− z2
, z ∈ D .

In view of (1.3) and (1.5) it is obvious that f3 ∈ GN .

Theorem 2.3. Let f be a holomorphic function in D such that f(0) = 1. Then f ∈ GN

if and only if there exists a function h ∈ S ∗(1/2) such that

f(z) =
h(z)

z
exp

(
1

2

(
−z +

z3

9

))
, z ∈ D . (2.5)

Proof. It is a known that,

h ∈ S ∗(1/2)⇔ h =
f2

I
, I(z) ≡ z.

An application of (2.1) essentially completes the proof of Theorem 2.3. �
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Remark 2.4. It follows immediately from the Herglotz representation that for S ∗
(
1
2

)
that g ∈ GN if and only if

f(z) = exp

(
−z +

z3

6

) (
µ

π

∫ π

−π
log

(
1

1− ze−it

)
dµ(t)

)
, z ∈ D . (2.6)

where µ(t) is a probability measure on [−π, π].

From Theorem 2.1 and from the known estimates of the respective functionals
in the class S ∗ we have the following theorem.

Theorem 2.5. If f ∈ GN , then the following sharp estimate

1

1 + |z|
exp

(
−1

2
<
(
z − z3

9

))
≤ |f(z)| ≤ 1

1− |z|
exp

(
−1

2
<
(
z − z3

9

))
(2.7)

hold. The extremal function for the upper estimate (2.7) is the function f∗ε of the form

f∗ε (z) = exp

(
−1

2
<
(
z − z3

9

))√
kε(z)

z
,

where ε = e−iϕ, while for the lower estimate is the function g∗ε for ε = −e−iϕ with

k(z) =
z

(1− z)2
.

Theorem 2.6. If f(z) = 1 +
∑∞
n=1 dnz

n ∈ GN , then the coefficients dn satisfy the
following sharp coefficient inequalities

|d1| ≤
3

2
(2.8)

|2d1 + 1| ≤ 2 (2.9)∣∣2d2 − d21∣∣ ≤ 1 (2.10)∣∣6(3d3 − 3d1d2 + d31)− 1
∣∣ ≤ 6 (2.11)∣∣4d2 − 2d21(1 + 2γ)− 4γd1 − γ

∣∣ ≤
 2− γ |2d1 + 1|2

(
γ ≤ 1

2

)
2− (1− γ) |2d1 + 1|2

(
γ ≥ 1

2

)
.

(2.12)

and finally ∣∣6 (3d3 − 7d1d2 − 2d2 + 3d31 + d21
)
− 1
∣∣ ≤ 6. (2.13)

Proof. Let d0 = 1 and p(z) =
2zg′(z)

g(z)
+ 1 + z − z3

3
and

p(z) = 1 + p1z + p2z
2 + · · · .

On expanding the right hand side of the above function and comparing with p(z) we
get,

1+p1z+p2z
2+· · · = 1+(2d1 + 1) z+

(
2(2d2 − d21)

)
z2+

(
2(3d3−3d1d2+d31)− 1

3

)
z3+· · · .

Hence,
2d1 + 1 = p1

2(2d2 − d21) = p2
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2(3d3 − 3d1d2 + d31)− 1

3
= p3

It is a known fact that if p(z) = 1+p1z+p2z
2+ · · · ∈P, then |pi| ≤ 2, i = 1, 2 · · · . By

virtue of this inequality one may easily get (2.8),(2.9), (2.10) and (2.11). Inequality
(2.12) follows from the fact that

|p2 − γp21| ≤

 2− γ|p1|2
(
γ ≤ 1

2

)
2− (1− γ)|p1|2

(
γ ≥ 1

2

)
.

(2.14)

By applying a less unknown familiar inequality |p3 − p1p2| ≤ 2 and performing a
computation yields the inequality (2.13). �

It is known that for each function h ∈ S ∗ the functions

z → 1

ρ
h(ρz), z → eiϕh(e−iϕz), 0 < ρ < 1, ϕ ∈ R, z ∈ D , (2.15)

also belong to S ∗. From Theorem 2.1 and estimation (2.9) we obtain:

Theorem 2.7. The region of values of the coefficient d1, i.e. {d1 : g ∈ GN , g(z) =
1 + d1z + · · · } has the form {

w ∈ C :

∣∣∣∣w +
1

2

∣∣∣∣ ≤ 1

}
.

In this section, we establish specific differential subordination findings related to
the class GN .

To prove differential subordination results, we recall the following lemma (see
[18, Theorem 3.4h, p. 132]).

Lemma 2.8. Let q be univalent in D , θ and ϕ be holomorphic in a domain D containing
q(D) with ϕ(w) 6= 0 when w ∈ q(D). Let Q(z) := zq′(z)ϕ(q(z)) and h(z) := θ(q(z)) +
Q(z) for z ∈ D . Suppose that either

(i) Q is starlike univalent in D , or
(ii) h is convex univalent in D .

Assume also that

(iii)

<zh
′(z)

Q(z)
> 0, z ∈ D .

If p ∈H with p(0) = q(0), p(D) ⊂ D, and

θ(p(z)) + zp′(z)ϕ(p(z)) ≺ θ(q(z)) + zq′(z)ϕ(q(z)), z ∈ D ,

then p ≺ q and q is the best dominant.

Theorem 2.9. Let f ∈H and f(0) = 1. If f satisfies the subordination condition

2zf ′(z)

f(z)
+ 1 + z − z3

3
≺ 1 + z

1− z
, z ∈ D , (2.16)
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then
(f(z))2

exp
(
−z + z3

9

) ≺ 1

(1− z)2
, z ∈ D . (2.17)

That is, if f ∈ GN , then
(f(z))2

exp
(
−z + z3

9

) ≺ 1

(1− z)2
, z ∈ D .

Proof. Let us define a function p(z) =
(f(z))2

exp
(
−z + z3

9

) . Let q(z) =
1

(1− z)2
, z ∈ D .

Subsequently, one can readily notice that p(0) = q(0) = 1, p(z) 6= 0 for z ∈ D , and p
is holomorphic. Further,

1 +
zp′(z)

p(z)
=

2zf ′(z)

f(z)
+ 1 + z − z3

3
, z ∈ D .

Let f ∈ H with f(0) = 1 and f(z) be nonzero for z ∈ D satisfying (2.16). Let
a function p be defined as in (2.17). Let D := C \ {0}. Let θ(w) := 1, w ∈ C, and
ϕ(w) := 1/w, w ∈ D. Note that q(D) ⊂ D and θ and ϕ are holomorphic in D. Thus

Q(z) := zq′(z)ϕ(q(z)) =
zq′(z)

q(z)
=

2z

1− z
, z ∈ D , (2.18)

is well defined and holomorphic. Clearly, Q is a univalent. Additionally, a straightfor-
ward calculation will demonstrate that Q is a starlike function as well. Hence for a

function h(z) := θ(q(z)) +Q(z) =
1 + z

1− z
, z ∈ D , we obtain

<zh
′(z)

Q(z)
= <zQ

′(z)

Q(z)
=

1

1− z
> 0, z ∈ D .

Therefore, for any given function p belonging to H with p(0) = q(0) = 1 such that
p(D) ⊂ D, i.e., for p non-vanishing in D , by applying Lemma 2.8 we infer that from
the subordination

1 +
zp′(z)

p(z)
≺ 1 +

zq′(z)

q(z)
=

1 + z

1− z
, z ∈ D , (2.19)

implies the subordination p ≺ 1

(1− z)2
is true.

�

Theorem 2.10. Let f ∈H with f(0) = 1. If f satisfies

2zf ′(z)

f(z)
+ 1 + z − z3

3
≺ 1 + z

1− z
, z ∈ D , (2.20)

then

p(z) := z

(
f(z)

1− z

)2
(∫ z

0

(
f(ζ)

1− ζ

)2

dζ

)−1
≺ 1

(1− z)2
, z ∈ D . (2.21)

That is f ∈ GN then z

(
f(z)

1− z

)2
(∫ z

0

(
f(ζ)

1− ζ

)2

dζ

)−1
≺ 1

(1− z)2
.
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Proof. Let D := C \ {0}. Let φ(w) := w, w ∈ C, and ψ(w) := 1/w, w ∈ D. Note
that q(D) ⊂ D and φ and ψ are holomorphic in D. Thus the function Q defined by
(2.18), i.e., the identity function, is univalent starlike. Hence for a function

h(z) := θ(q(z)) +Q(z) = q(z) +Q(z), z ∈ D ,

we obtain

<zh
′(z)

Q(z)
= <zq

′(z)

Q(z)
+ <zQ

′(z)

Q(z)
= <q(z) + <zQ

′(z)

Q(z)
> 0, z ∈ D .

Thus for any function p ∈H with p(0) = q(0) = 1 such that p(D) ⊂ D, i.e., p(z) 6= 0
for z ∈ D , by applying Lemma 2.8 we can conclude that from the subordination

p(z) +
zp′(z)

p(z)
≺ q(z) +

zq′(z)

q(z)
=

1 + z

1− z
, z ∈ D , (2.22)

it follows the subordination p ≺ 1

(1− z)2
.

Let now take f ∈ H with f(0) = 1 and f(z) 6= 0 for z ∈ D satisfying (2.16).
Define a function p as in (2.21). We see that

p(0) = lim
z→0

z

(
f(z)

1− z

)2
(∫ z

0

(
f(ζ)

1− ζ

)2

dζ

)−1

= (f(0))2 lim
z→0

z

(∫ z

0

(
f(ζ)

1− ζ

)2

dζ

)−1
= 1 = q(0),

p(z) 6= 0 for z ∈ D and p is holomorphic. Since

p(z) +
zp′(z)

p(z)
=

2zf ′(z)

f(z)
+

1 + z

1− z
, z ∈ D ,

from (2.22), (2.20) follows which completes the proof. �
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Ma-Minda starlikeness of certain analytic
functions

Baskar Babujee Janani and V. Ravichandran

Abstract. A normalized analytic function defined on the open unit disc D is
called Ma-Minda starlike if zf ′(z)/f(z) is subordinate to the function ϕ. For a
normalized convex function f defined on D and α > 0, we determine the radius
of Ma-Minda starlikeness of the function g defined as g(z) = (zf ′(z)/f(z))

α
f(z)

for certain choices of ϕ. In particular, we investigate the radius of Janowski
starlikeness of the function g.
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Keywords: Univalent functions, starlike functions, convex functions, subordina-
tion, radius of starlikeness.

1. Introduction and preliminaries

Let C denote the complex plane, D := {z ∈ C : |z| < 1} represent the open unit
disc, and A denote the class of analytic functions defined on D, normalized by the
conditions f(0) = 0 and f ′(0) = 1. Additionally, let S be the subclass of A consisting
of univalent (one-to-one) functions. A function f ∈ A is considered starlike if it maps
D onto a domain that is starlike with respect to the origin. Similarly, a function f ∈ A
is said to be convex if f(D) is a convex set. Let ST and CV denote the subclasses
of A respectively consisting of starlike and convex functions. Analytically, we have:
ST := {f ∈ A : Re(zf ′(z)/f(z)) > 0} and CV := {f ∈ A : 1+Re(zf ′′(z)/f ′(z)) > 0}.
Alexander’s theorem [4] establishes a relationship between these two classes, stating
that f ∈ CV if and only if zf ′ ∈ ST . For two analytic functions f and g, we say that
f is subordinate to g, written f ≺ g, if there exists an analytic function w satisfying
the conditions w(0) = 0 and |w(z)| < 1 such that f(z) = g(w(z)). This relationship
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implies that f(0) = g(0) and f(D) ⊂ g(D). Moreover, if the function g(z) is univalent
(one-to-one), then f ≺ g if and only if f(0) = g(0) and f(D) ⊂ g(D). The function w
is commonly known as the Schwarz function. Using subordination, Ma and Minda [12]
investigated growth, distortion and covering theorems for the class ST (ϕ) consisting
of starlike functions that satisfy the subordination

zf ′(z)

f(z)
≺ ϕ(z),

where ϕ : D → C is an analytic function that is univalent with a positive real part,
ϕ(D) is starlike with respect to ϕ(0) = 1, symmetric about the real axis, and ϕ′(0) > 0.
Different subclasses of starlike and convex functions are obtained for various choices
of ϕ. For instance, when ϕ(z) = (1 +Az)/(1 +Bz), where −1 6 B < A 6 1, the class
ST (ϕ) is the class ST [A,B] of Janowski starlike functions [8]. An analytic function
p : D → C is known as a Carathéodory function if p(0) = 1 and Re(p(z)) > 0 for
every z ∈ D. The class of all Carathéodory functions is denoted as P. For −1 6 B <
A 6 1 and p(z) = 1 + c1z + · · · with positive real part, we say that p ∈ P[A,B] if
p(z) ≺ (1 +Az)/(1 +Bz), z ∈ D.

Lemma 1.1. [16] If p ∈ P[A,B], then∣∣∣∣p(z)− 1−ABr2

1−B2r2

∣∣∣∣ 6 (A−B)r

1−B2r2
(|z| 6 r < 1).

The class of functions f ∈ A with the property that zf ′(z)/f(z)/ ∈ P[A,B] is
denoted by ST [A,B]. In this manuscript, we are interested in the class J α1 defined
as follows:

J α1 :=

{
g ∈ A : g(z) =

(zf ′(z)
f(z)

)α
f(z), f ∈ CV, α > 0

}
.

We determine ST (ϕ) radius of the class J α1 for various choices of ϕ. In particular,
we consider the following classes of starlike functions:

1. Mendiratta et al. [14] introduced the class consisting of all functions f ∈ A such
that zf ′(z)/f(z) ≺ ez or equivalently |log(zf ′(z)/f(z))| < 1.

2. Sharma et al. [18] studied the class ST C = ST (ϕC), where ϕC(z) = 1+(4/3)z+
(2/3)z2. The boundary of ϕC(D) is a cardiod.

3. Raina and Sokól [15] considered the class ST m = ST (ϕm), where ϕm(z) =

z +
√

1 + z2 and proved that f ∈ ST m if and only if zf ′(z)/f(z) ∈ Ωm := {w ∈
C : |w2 − 1| < 2|w|} which is the interior of a lune.

4. Kumar and Kamaljeet [20] introduced the class ST ℘ = ST (ϕ℘), where ϕ℘(z) =
1 + zez. The boundary of ϕ℘(D) is a cardiod.

5. The class of starlike functions associated with a nephroid domain, given by
ST Ne = ST (ϕNe) where ϕNe(z) = 1 + z − (z3/3) was studied by Wani and
Swaminathan [22]. The function ϕNe maps the unit circle onto a 2-cusped curve,(
(u− 1)2 + v2 − 4

9

)3 − 4v2

3 = 0.
6. The class ST SG = ST (ϕSG) where ϕSG(z) = 2/(1 + e−z) was introduced by

Goel and Kumar [7]. The boundary of ϕSG(D) is a modified sigmoid.
7. Cho et al. [3] introduced the class ST sin = ST (ϕsin), where ϕsin(z) = 1 + sin z.
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8. Kumar and Arora [2] defined the class ST h = ST (ϕh) where ϕh(z) = 1 +
sinh−1(z). The boundary of ϕh(D) is petal shaped.

These functions behave like the identity function for small values of α and hence
belong to the classes of our interest. However, for B = −1, the range of zg′(z)/g(z)
is unbounded, and therefore these classes are not contained in various subclasses ob-
tained for special choices of the function ϕ. When the inclusion fails, we are interested
in the corresponding radius problem. For two subclasses F and G of A, the largest
number R ∈ (0, 1] such that for 0 < r < R, f(rz)/r ∈ F for every f ∈ G is called the
F-radius of the class G and is denoted by RF (G). Many radius problems have been
extensively explored in recent times [1, 9, 10, 11, 13, 17]. In Theorem 2.1, we obtain
the Janowski starlikeness of the class J α1 and, in particular, the radius of starlikeness
of order β. Theorem 2.2 gives ST (ϕ) radius of the class J α1 for various choices of
ϕ discussed above. To obtain the radii, we find the largest positive number R less
than 1 such that the image of the disc DR := {z ∈ C : |z| < R} under the mapping
zg′(z)/g(z), for g in the classes defined, lie inside the image of the corresponding
superordinate functions and the radii obtained are sharp.

2. Radius estimates of various starlikeness for the class J α
1

Our first theorem gives the radius of Janowski starlikeness of functions in the
class J α1 and, in particular, the radius of starlikeness of order β (see (2.3)). It follows
that the class J α1 is a subclass of starlike functions.

Theorem 2.1. The ST [A,B] radius of the class J α1 , α > 0, is given by

RST [A,B] =
A−B

1 + α+ |A+ αB|
.

Proof. Let g ∈ J α1 . Then there is a function f ∈ CV satisfying

g(z) =
(zf ′(z)
f(z)

)α
f(z).

A computation shows that

zg′(z)

g(z)
= α

(
1 +

zf ′′(z)

f ′(z)

)
+ (1− α)

(
zf ′(z)

f(z)

)
. (2.1)

Since f is convex, it is starlike of order 1/2 and therefore we have 1 + zf ′′(z)/f ′(z) ∈
P = P1[1,−1] and zf ′(z)/f(z) ∈ P(1/2) := P1[0,−1]. Using the Lemma 1.1, we get∣∣∣∣1 +

zf ′′(z)

f ′(z)
− 1 + r2

1− r2

∣∣∣∣ 6 2r

1− r2
(|z| 6 r < 1)

and ∣∣∣∣zf ′(z)f(z)
− 1

1− r2

∣∣∣∣ 6 r

1− r2
(|z| 6 r < 1).

These inequalities together with (2.1) immediately yield∣∣∣∣∣zg′(z)g(z)
− 1 + αr2

1− r2

∣∣∣∣∣ 6 (1 + α)r

1− r2
(|z| 6 r < 1). (2.2)
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1. We first prove the result in the case when B = −1. In this case, we write A as
A = 1 − 2β, where 0 6 β < 1 so that ST [A,B] radius is the same as ST (β)
radius. A simple calculation shows that the result in this becomes

RST (β) = min

(
1,

1− β
β + α

)
=

1 β 6 1−α
2 ,

1− β
β + α

β > 1−α
2 .

(2.3)

With R = RST (β), our aim is to show that Re(zg′(z)/g(z)) > β for |z| = r 6 R
for every g ∈ J α1 . The inequality (2.2) shows that

Re

(
zg′(z)

g(z)

)
>

1 + αr2

1− r2
− (1 + α)r

1− r2
=

1− αr
1 + r

:= φ(r). (2.4)

Since φ′(r) = −(1 + α)/(1 + r)2, the function φ is decreasing for 0 6 r < 1. For
β 6 (1− α)/2, the inequality (2.4) gives

Re

(
zg′(z)

g(z)

)
> φ(r) > φ(1) =

1− α
2
> β

and so g ∈ ST (β). For β > (1− α)/2, the inequality (2.4) gives

Re

(
zg′(z)

g(z)

)
> φ(r) > φ(R) = β

for r 6 R. This shows that ST (β) radius of J α1 is at least R. To show that
the result is sharp, we consider the function g̃ : D → C is given by g̃(z) =

z/(1− z)1+α. This function corresponds to the function f̃ ∈ CV given by

f̃(z) =
z

1− z
. (2.5)

The function g̃ is clearly starlike of order (1−α)/2. The result is therefore sharp
for β 6 (1− α)/2. Note that

zg̃′(z)

g̃(z)
=

1 + αz

1− z
. (2.6)

For β > (1− α)/2 and z = R, using (2.6), we see that

Re

(
zg̃′(z)

g̃(z)

)
=

1− αR
1 +R

= β,

which proves the sharpness of R.
2. Now we assume that B 6= −1. Let f ∈ J α1 . Then, by (2.2), we see that

g(Dr) ⊂ {w : |w − c1(α, r)| 6 d1(α, r)}

where

c1(α, r) :=
1 + αr2

1− r2
and d1(α, r) :=

(1 + α)r

1− r2
.

We show that, for r 6 R = RST [A,B], the inclusion

{w : |w − c1(α, r)| 6 d1(α, r)} ⊆ {w : |w − a| 6 b}
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holds where

a =
1−AB
1−B2

and b =
A−B
1−B2

.

Since {w : |w−c| 6 d} ⊆ {w : |w−a| 6 b} if and only if |a−c| 6 b−d (see [19] and
[6]), it is enough to show that, for r 6 R, the inequality |a−c1(α, r)| 6 b−d1(α, r)
holds. The inequality |a− c1(α, r)| 6 b−d1(α, r) is equivalent to the inequalities

c1(α, r) + d1(α, r) 6 a+ b (2.7)

and

a− b 6 c1(α, r)− d1(α, r). (2.8)

The inequality (2.7) becomes

1 +A

1 +B
>

1 + αr2 + (1 + α)r

1− r2
=

1 + αr

1− r
.

This inequality holds for

0 6 r 6
A−B

1 + α+A+ αB
:= ρ2.

Similarly, the inequality (2.8) becomes

1−A
1−B

6
1 + αr2 − (1 + α)r

1− r2
=

1− αr
1 + r

or

0 6 r 6
A−B

1 + α−A− αB
:= ρ3.

Since

min[ρ2, ρ3] =
A−B

1 + α+ |A+ αB|
= R,

it follows that the inequalities (2.7) and (2.8) holds for 0 6 r 6 R. This shows
that ST [A,B] radius of J α1 is at least R.

To prove the sharpness of R , we again consider the function f̃ ∈ CV defined
by (2.5). When A+ αB > 0, then R = ρ2. For z = ρ2, the equation (2.6) gives

zg̃′(z)

g̃(z)
=

1 +A

1 +B
,

which proves the sharpness for ρ2. When A+αB < 0, then R = ρ3. For z = −ρ3,
the equation (2.6) gives

zg̃′(z)

g̃(z)
=

1−A
1−B

,

which proves the sharpness for ρ3. �

Theorem 2.2. Let α > 0. For the class J α1 , the following radius results hold:

1. The ST e radius is given by

RST e =

{
e−1
eα+1 if α > 1
e−1
e+α if α 6 1.



20 Baskar Babujee Janani and V. Ravichandran

2. The ST c radius is given by

RST c
=

{
2

3α+1 if α > 1
2

α+3 if α 6 1.

3. The ST m radius is given by

RST m =


2−
√
2

α−(1−
√
2)

if α > 1
√
2

α+(1+
√
2)

if α 6 1.

4. The ST ℘ radius is given by

RST ℘ =

{
1

e(1+α)−1 if α > 2
e−e−1 − 1

e
α+e+1 if α 6 2

e−e−1 − 1.

5. The ST Ne radius is given by

RST Ne
=

2

3α+ 5
.

6. ST SG radius is given by

RST SG
=

e− 1

(e+ 1)α+ 2e
.

7. The ST sin radius is given by

RST sin =
sin 1

(1 + α) + sin 1
.

8. The ST h radius is given by

RST g =
sinh−1(1)

(1 + α) + sinh−1(1)
.

Proof. Let g ∈ J α1 . For various choices of ϕ, we are interested in computing ST (ϕ)
radius of the function g. To do this, we first note that, by (2.2), we have g(Dr) ⊂ {w :
|w − c1(α, r)| 6 d1(α, r)}, where

c1(α, r) :=
1 + αr2

1− r2
and d1(α, r) :=

(1 + α)r

1− r2
. (2.9)

We compute the largest R, such that, for 0 6 r 6 R, the disc {w : |w − c1(α, r)| 6
d1(α, r)} is contained in ϕ(D). For this purpose, we use the formula for the radius ra
of the largest disc centered at a contained in ϕ(D) obtained by various authors. We
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also need the fact that the center c1(α, r) is an increasing function of r which follows
easily from the equation

c′1(α, r) =
2(1 + α)r

(1− r2)2
.

One immediate consequence is that c1(α, r) > c1(α, 0) = 1.

1. Let Ωe be the image of the unit disc D under the exponential function ϕ(z) = ez.
Mendiratta et al. [14] proved that the inclusion {w : |w− a| < ra} ⊆ Ωe := {w :
| logw| < 1} holds when

ra =

{
a− 1

e if 1
e < a 6 e+e−1

2

e − a if e+e−1

2 6 a < e.

Using this inclusion result, we now show that, for 0 6 r 6 R := RST e , the disc
{w : |w − c1(α, r)| 6 d1(α, r)} is contained in Ωe where c1(α, r) and d1(α, r)
given by (2.9).

First, we consider the case α > 1. Let the number

ρ1 :=

√
e+ e−1 − 2

2α+ e+ e−1
< 1

be the unique root of the equation c1(α, r) = (e+ e−1)/2. Let the number

ρ2 :=
e − 1

αe + 1
< 1

be the positive root of the equation d1(α, r) = c1(α, r)− 1/e or

1 + αr2

1− r2
− (1 + α)r

1− r2
=

1− αr
1 + r

=
1

e
. (2.10)

A computation shows that ρ2 6 ρ1 for α > 1. We shall show that R = RST e =
ρ2.

Since c1(α, r) > 1, it follows that c1(α, r) > 1/e for 0 6 r 6 ρ2 < 1. Since
c1(α, r) is an increasing function, for r 6 ρ1, we have c1(α, r) 6 c1(α, ρ1) =
(e + e−1)/2. Since c1(α, r)− d1(α, r) is a decreasing function of r, it follows, for
0 6 r 6 ρ2, that

c1(α, r)− d1(α, r) > c1(α, ρ2)− d1(α, ρ2) = 1/e

and hence

d1(α, r) 6 c1(α, r)− 1

e
. (2.11)

Therefore, for 0 6 r 6 R = ρ2, we have, using (2.2) and (2.11)∣∣∣∣zg′(z)g(z)
− c1(α, r)

∣∣∣∣ 6 c1(α, r)− 1

e
.

Therefore, the inclusion {w := zg′(z)/g(z) : |w−a| < ra} ⊆ Ωe := {w : | logw| <
1} holds which proves that ST e radius of J α1 is at least R = ρ2.

To prove the sharpness, consider the function g̃ ∈ J α1 defined by g̃(z) =
z/(1− z)1+α. Since

zg̃′(z)

g̃(z)
=

1 + αz

1− z
,
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we have, for z = −ρ2,∣∣∣∣∣ log

(
zg̃′(z)

g̃(z)

) ∣∣∣∣∣ =

∣∣∣∣∣ log

(
1− αρ2
1 + ρ2

) ∣∣∣∣∣ =

∣∣∣∣∣ log

(
1

e

) ∣∣∣∣∣ = 1,

which proves the sharpness for ρ2.
We now consider the case when α 6 1. Let the number

ρ3 :=
e − 1

e + α
< 1

be the positive root of the equation d1(α, r) = e − c1(α, r) or

1 + αr2

1− r2
+

(1 + α)r

1− r2
=

1 + αr

1− r
= e. (2.12)

A computation shows that ρ3 > ρ1 for α 6 1. We shall show that R = RST e =
ρ3. For 0 6 r 6 ρ3 < 1 it follows that c1(α,R) < e . Since c1(α, r) is an
increasing function, for r 6 ρ1, we have c1(α, r) 6 c1(α, ρ1) = (e +e−1)/2. Since
c1(α, r) + d1(α, r) is an increasing function of r, it follows, for 0 6 r 6 ρ3, that

c1(α, r) + d1(α, r) 6 c1(α, ρ3) + d1(α, ρ3) = e

and hence

d1(α, r) 6 e − c1(α, r). (2.13)

Therefore, for 0 6 r 6 R = ρ3, we have, using (2.2) and (2.13)∣∣∣∣zg′(z)g(z)
− c1(α, r)

∣∣∣∣ 6 e − c1(α, r).

Therefore, the inclusion {w := zg′(z)/g(z) : |w−a| < ra} ⊆ Ωe := {w : | logw| <
1} holds which proves that ST e radius of J α1 is at least R = ρ3.

To prove the sharpness, consider the function g̃ ∈ J α1 defined by g̃(z) =
z/(1− z)1+α. Since

zg̃′(z)

g̃(z)
=

1 + αz

1− z
,

we have, for z = ρ3,∣∣∣∣∣ log

(
zg̃′(z)

g̃(z)

) ∣∣∣∣∣ =

∣∣∣∣∣ log

(
1 + αρ3
1− ρ3

) ∣∣∣∣∣ = | log e| = 1,

proving the sharpness for ρ3.
2. Let ΩC be the image of the unit disc D under the function ϕC(z) = 1 + (4/3)z+

(2/3)z2. Sharma et al. [18] proved that the inclusion {w : |w − a| < ra} ⊂
ϕC(D) = ΩC holds when

ra =

{
a− 1

3 if 1
3 < a 6 5

3

3− a if 5
3 6 a < 3.

Using the inclusion result, we now show that, for 0 6 r 6 R the disc {w :
|w − c1(α, r)| 6 d1(α, r)} is contained in ΩC where c1(α, r) and d1(α, r) given
by (2.9).
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We first consider the case α > 1. Let the number

ρ1 :=

√
2

3α+ 5
< 1

be the unique root of the equation c1(α, r) = 5/3. Let the number

ρ2 :=
2

3α+ 1
< 1

be the positive root of the equation d1(α, r) = c1(α, r)− 1/3 or

1 + αr2

1− r2
− (1 + α)r

1− r2
=

1− αr
1 + r

=
1

3
. (2.14)

A computation shows that ρ2 6 ρ1 for α > 1. We shall show that R = RST C
=

ρ2.
Since c1(α, r) > 1, it follows that c1(α, r) > 1/3 for 0 6 r 6 ρ2 < 1. Since

c1(α, r) is an increasing function, for r 6 ρ1, we have c1(α, r) 6 c1(α, ρ1) = 5/3.
Since c1(α, r)− d1(α, r) is a decreasing function of r, it follows, for 0 6 r 6 ρ2,
that

c1(α, r)− d1(α, r) > c1(α, ρ2)− d1(α, ρ2) = 1/3

and hence

d1(α, r) 6 c1(α, r)− 1

3
. (2.15)

Therefore, for 0 6 r 6 R = ρ2, we have, using (2.2) and (2.15)∣∣∣∣zg′(z)g(z)
− c1(α, r)

∣∣∣∣ 6 c1(α, r)− 1

3
.

Therefore, the inclusion {w := zg′(z)/g(z) : |w − a| < ra} ⊆ ϕC(D) = ΩC holds
which proves that ST C radius of J α1 is at least R = ρ2.

To prove the sharpness, consider the function g̃ ∈ J α1 defined by g̃(z) =
z/(1− z)1+α. Since

zg̃′(z)

g̃(z)
=

1 + αz

1− z
,

we have, for z = −ρ2,

zg̃′(z)

g̃(z)
=

1− αρ2
1 + ρ2

=
1

3
= ϕC(−1),

which proves the sharpness for ρ2.
We now consider the case when α 6 1. Let the number

ρ3 :=
2

α+ 3
< 1

be the positive root of the equation d1(α, r) = 3− c1(α, r) or

1 + αr2

1− r2
+

(1 + α)r

1− r2
=

1 + αr

1− r
= 3. (2.16)

A computation shows that ρ3 > ρ1 for α 6 1. We shall show that R = RST C
=

ρ3. For 0 6 r 6 ρ3 < 1 it follows that c1(α,R) < 3 . Since c1(α, r) is an increasing
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function, for r 6 ρ1, we have c1(α, r) 6 c1(α, ρ1) = 5/3. Since c1(α, r) + d1(α, r)
is an increasing function of r, it follows, for 0 6 r 6 ρ3, that

c1(α, r) + d1(α, r) 6 c1(α, ρ3) + d1(α, ρ3) = 3

and hence

d1(α, r) 6 3− c1(α, r). (2.17)

Therefore, for 0 6 r 6 R = ρ3, we have, using (2.2) and (2.17)∣∣∣∣zg′(z)g(z)
− c1(α, r)

∣∣∣∣ 6 3− c1(α, r).

Therefore, the inclusion {w := zg′(z)/g(z) : |w − a| < ra} ⊆ ϕC(D) = ΩC holds
which proves that ST C radius of J α1 is at least R = ρ3.

To prove the sharpness, consider the function g̃ ∈ J α1 defined by g̃(z) =
z/(1− z)1+α. Since

zg̃′(z)

g̃(z)
=

1 + αz

1− z
,

we have, for z = ρ3,

zg̃′(z)

g̃(z)
=

1 + αρ3
1− ρ3

= 3 = ϕC(1),

proving the sharpness for ρ3.
3. Let Ωm be the image of the unit disc D under the function ϕm(z) = z+

√
1 + z2.

Gandhi and Ravichandran [5] proved that the inclusion {w : |w − a| < ra} ⊂
ϕm(D) = Ωm := {w :

∣∣w2 − 1
∣∣ < 2|w|} holds when

ra = 1− |
√

2− a|

for
√

2 − 1 < a 6
√

2 + 1. Using the inclusion result, we now show that, for
0 6 r 6 R the disc {w : |w − c1(α, r)| 6 d1(α, r)} is contained in Ωm where
c1(α, r) and d1(α, r) given by (2.9).

First, we consider the case α > 1. Let the number

ρ1 :=

√√
2− 1

α+
√

2
< 1

be the unique root of the equation c1(α, r) =
√

2. Let the number

ρ2 :=
2−
√

2

α− (1−
√

2)
< 1

be the positive root of the equation d1(α, r) = c1(α, r)− (
√

2− 1) or

1 + αr2

1− r2
− (1 + α)r

1− r2
=

1− αr
1 + r

=
√

2− 1. (2.18)

A computation shows that ρ2 6 ρ1 for α > 1. We shall show that R = RST m
=

ρ2.
Since c1(α, r) > 1, it follows that c1(α, r) >

√
2−1 for 0 6 r 6 ρ2 < 1. Since

c1(α, r) is an increasing function, for r 6 ρ1, we have c1(α, r) 6 c1(α, ρ1) =
√

2.
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Since c1(α, r)− d1(α, r) is a decreasing function of r, it follows, for 0 6 r 6 ρ2,
that

c1(α, r)− d1(α, r) > c1(α, ρ2)− d1(α, ρ2) =
√

2− 1

and hence
d1(α, r) 6 c1(α, r)− (

√
2− 1). (2.19)

Therefore, for 0 6 r 6 R = ρ2, we have, using (2.2) and (2.19)∣∣∣∣zg′(z)g(z)
− c1(α, r)

∣∣∣∣ 6 c1(α, r)− (
√

2− 1).

Therefore, the inclusion {w := zg′(z)/g(z) : |w− a| < ra} ⊆ ϕm(D) = Ωm holds
which proves that ST m radius of J α1 is at least R = ρ2.

To prove the sharpness, consider the function g̃ ∈ J α1 defined by g̃(z) =
z/(1− z)1+α. Since

zg̃′(z)

g̃(z)
=

1 + αz

1− z
,

we have, for z = −ρ2,

zg̃′(z)

g̃(z)
=

1− αρ2
1 + ρ2

=
√

2− 1 = ϕm(−1),

which proves the sharpness for ρ2.
We now consider the case when α 6 1. Let the number

ρ3 :=

√
2

α+ (1 +
√

2)
< 1

be the positive root of the equation d1(α, r) =
√

2 + 1− c1(α, r) or

1 + αr2

1− r2
+

(1 + α)r

1− r2
=

1 + αr

1− r
=
√

2 + 1. (2.20)

A computation shows that ρ3 > ρ1 for α 6 1. We shall show that R = RST m
=

ρ3. For 0 6 r 6 ρ3 < 1 it follows that c1(α,R) <
√

2 + 1 . Since c1(α, r) is

an increasing function, for r 6 ρ1, we have c1(α, r) 6 c1(α, ρ1) =
√

2. Since
c1(α, r) + d1(α, r) is an increasing function of r, it follows, for 0 6 r 6 ρ3, that

c1(α, r) + d1(α, r) 6 c1(α, ρ3) + d1(α, ρ3) =
√

2 + 1

and hence
d1(α, r) 6

√
2 + 1− c1(α, r). (2.21)

Therefore, for 0 6 r 6 R = ρ3, we have, using (2.2) and (2.21)∣∣∣∣zg′(z)g(z)
− c1(α, r)

∣∣∣∣ 6 √2 + 1− c1(α, r).

Therefore, the inclusion {w := zg′(z)/g(z) : |w− a| < ra} ⊆ ϕm(D) = Ωm holds
which proves that ST m radius of J α1 is at least R = ρ3.

To prove the sharpness, consider the function g̃ ∈ J α1 defined by g̃(z) =
z/(1− z)1+α. Since

zg̃′(z)

g̃(z)
=

1 + αz

1− z
,
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we have, for z = ρ3,

zg̃′(z)

g̃(z)
=

1 + αρ3
1− ρ3

=
√

2 + 1 = ϕm(1),

proving the sharpness for ρ3.
4. Let Ω℘ be the image of the unit disc D under the function ϕ℘(z) = 1+zez. Kumar

and Kamaljeet [20] proved that the inclusion {w : |w − a| < ra} ⊂ ϕ℘(D) = Ω℘
holds when

ra =

{
(a− 1) + 1

e if 1− 1
e < a 6 1 + e−e−1

2

e − (a− 1) if 1 + e−e−1

2 6 a < 1 + e.

Using the inclusion result, we now show that, for 0 6 r 6 R the disc {w :
|w− c1(α, r)| 6 d1(α, r)} is contained in Ω℘ where c1(α, r) and d1(α, r) given by
(2.9).

First, we consider the case α > 1. Let the number

ρ1 :=

√
e − e−1

2(1 + α) + e − e−1
< 1

be the unique root of the equation c1(α, r) = 1 + (e − e−1)/2. Let the number

ρ2 :=
1

e(1 + α)− 1
< 1

be the positive root of the equation d1(α, r) = c1(α, r)− 1 + (1/e) or

1 + αr2

1− r2
− (1 + α)r

1− r2
=

1− αr
1 + r

=
1

e
− 1. (2.22)

A computation shows that ρ2 6 ρ1 for α > 1. We shall show that R = RST ℘
=

ρ2.
Since c1(α, r) > 1, it follows that c1(α, r) > 1 − (1/e) for 0 6 r 6 ρ2 < 1.

Since c1(α, r) is an increasing function, for r 6 ρ1, we have c1(α, r) 6 c1(α, ρ1) =
1 + (e − e−1)/2. Since c1(α, r)− d1(α, r) is a decreasing function of r, it follows,
for 0 6 r 6 ρ2, that

c1(α, r)− d1(α, r) > c1(α, ρ2)− d1(α, ρ2) =
1

e
− 1

and hence

d1(α, r) 6 c1(α, r)− 1 +
1

e
. (2.23)

Therefore, for 0 6 r 6 R = ρ2, we have, using (2.2) and (2.23)∣∣∣∣zg′(z)g(z)
− c1(α, r)

∣∣∣∣ 6 c1(α, r)− 1 +
1

e
.

Therefore, the inclusion {w := zg′(z)/g(z) : |w − a| < ra} ⊆ ϕ℘(D) = Ω℘ holds
which proves that ST ℘ radius of J α1 is at least R = ρ2.
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To prove the sharpness, consider the function g̃ ∈ J α1 defined by g̃(z) =
z/(1− z)1+α. Since

zg̃′(z)

g̃(z)
=

1 + αz

1− z
,

we have, for z = −ρ2,

zg̃′(z)

g̃(z)
=

1− αρ2
1 + ρ2

= 1− e−1 = ϕ℘(−1),

which proves the sharpness for ρ2.
We now consider the case when α 6 1. Let the number

ρ3 :=
e

α+ e+ 1
< 1

be the positive root of the equation d1(α, r) = e + 1− c1(α, r) or

1 + αr2

1− r2
+

(1 + α)r

1− r2
=

1 + αr

1− r
= e + 1. (2.24)

A computation shows that ρ3 > ρ1 for α 6 1. We shall show that R = RST ℘ =
ρ3. For 0 6 r 6 ρ3 < 1 it follows that c1(α,R) < e + 1 . Since c1(α, r) is an
increasing function, for r 6 ρ1, we have c1(α, r) 6 c1(α, ρ1) = 1 + (e − e−1)/2.
Since c1(α, r) + d1(α, r) is an increasing function of r, it follows, for 0 6 r 6 ρ3,
that

c1(α, r) + d1(α, r) 6 c1(α, ρ3) + d1(α, ρ3) = e + 1

and hence

d1(α, r) 6 e + 1− c1(α, r). (2.25)

Therefore, for 0 6 r 6 R = ρ3, we have, using (2.2) and (2.25)∣∣∣∣zg′(z)g(z)
− c1(α, r)

∣∣∣∣ 6 e + 1− c1(α, r).

Therefore, the inclusion {w := zg′(z)/g(z) : |w − a| < ra} ⊆ ϕ℘(D) = Ω℘ holds
which proves that ST ℘ radius of J α1 is at least R = ρ3.

To prove the sharpness, consider the function g̃ ∈ J α1 defined by g̃(z) =
z/(1− z)1+α. Since

zg̃′(z)

g̃(z)
=

1 + αz

1− z
,

we have, for z = ρ3,

zg̃′(z)

g̃(z)
=

1 + αρ3
1− ρ3

= 1 + e = ϕ℘(1),

proving the sharpness for ρ3.
5. Let ΩNe be the image of the unit disc D under the function ϕNe(z) = 1 + z −

(z3/3). Wani and Swaminathan [21] proved that the inclusion {w : |w − a| <
ra} ⊂ ϕNe(D) = ΩNe holds when

ra =

{
a− 1

3 if 1
3 < a 6 1

5
3 − a if 1 6 a < 5

3 .
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Using the inclusion result, we now show that, for 0 6 r 6 R the disc {w :
|w − c1(α, r)| 6 d1(α, r)} is contained in ΩNe where c1(α, r) and d1(α, r) given
by (2.9).

Let the number

ρ3 :=
2

3α+ 5
< 1

be the positive root of the equation d1(α, r) = (5/3)− c1(α, r) or

1 + αr2

1− r2
+

(1 + α)r

1− r2
=

1 + αr

1− r
=

5

3
. (2.26)

We shall show that R = RST ℘
= ρ3. For 0 6 r 6 R < 1 it follows that

1 6 c1(α, r) 6 c1(α,R) < 5/3. Since c1(α, r) + d1(α, r) is an increasing function
of r, it follows, for 0 6 r 6 ρ3, that

c1(α, r) + d1(α, r) 6 c1(α, ρ3) + d1(α, ρ3) =
5

3

and hence

d1(α, r) 6
5

3
− c1(α, r). (2.27)

Therefore, for 0 6 r 6 R = ρ3, we have, using (2.2) and (2.27)∣∣∣∣zg′(z)g(z)
− c1(α, r)

∣∣∣∣ 6 5

3
− c1(α, r).

Therefore, the inclusion {w := zg′(z)/g(z) : |w − a| < ra} ⊆ ϕNe(D) = ΩNe
holds which proves that ST Ne radius of J α1 is at least R = ρ3.

To prove the sharpness, consider the function g̃ ∈ J α1 defined by g̃(z) =
z/(1− z)1+α. Since

zg̃′(z)

g̃(z)
=

1 + αz

1− z
,

we have, for z = ρ3,

zg̃′(z)

g̃(z)
=

1 + αρ3
1− ρ3

=
5

3
= ϕNe(1),

proving the sharpness for ρ3.

6. Let ΩSG be the image of the unit disc D under the function ϕSG(z) = 2/(1+e−z).
Goel and Kumar [7] proved that the inclusion {w : |w − a| < ra} ⊂ ϕSG(D) =
ΩSG := {w : | logw/(2− w)| < 1} holds when

ra =
e − 1

e + 1
− |a− 1|

for 2/(1 + e) < a < 2e/(1 + e). Using the inclusion result, we now show that,
for 0 6 r 6 R the disc {w : |w− c1(α, r)| 6 d1(α, r)} is contained in ΩSG where
c1(α, r) and d1(α, r) given by (2.9).

Let the number

ρ3 :=
e− 1

(e+ 1)α+ 2e
< 1
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be the positive root of the equation d1(α, r) = (e − 1)/(e + 1) + 1− c1(α, r) or

1 + αr2

1− r2
+

(1 + α)r

1− r2
=

1 + αr

1− r
=

e − 1

e + 1
+ 1. (2.28)

We shall show that R = RST SG
= ρ3. For 0 6 r 6 R < 1 it follows that

2/(1 + e) < 1 6 c1(α, r) 6 c1(α,R) 6 c1(α, ρ3) + d1(α, ρ3) = 2e/(1 + e). Since
c1(α, r) + d1(α, r) is an increasing function of r, it follows for 0 6 r 6 ρ3, that

c1(α, r) + d1(α, r) 6 c1(α, ρ3) + d1(α, ρ3) =
e − 1

e + 1
+ 1

and hence

d1(α, r) 6
e − 1

e + 1
+ 1− c1(α, r). (2.29)

Therefore, for 0 6 r 6 R = ρ3, we have, using (2.2) and (2.29)∣∣∣∣zg′(z)g(z)
− c1(α, r)

∣∣∣∣ 6 e − 1

e + 1
+ 1− c1(α, r).

Therefore, the inclusion {w := zg′(z)/g(z) : |w − a| < ra} ⊆ ϕSG(D) = ΩSG :=
{w : | logw/(2−w)| < 1} holds which proves that ST SG radius of J α1 is at least
R = ρ3.

To prove the sharpness, consider the function g̃ ∈ J α1 defined by g̃(z) =
z/(1− z)1+α. Since

zg̃′(z)

g̃(z)
=

1 + αz

1− z
,

we have, for z = ρ3,

zg̃′(z)

g̃(z)
=

1 + αρ3
1− ρ3

=
2e

e+ 1
= ϕSG(1),

proving the sharpness for ρ3.

7. Let Ωsin be the image of the unit disc D under the function ϕsin(z) = 1 + sin z.
Cho et al. [3] proved that the inclusion {w : |w − a| < ra} ⊂ ϕsin(D) = Ωsin

holds when

ra = sin 1− |a− 1|
for 1 − sin 1 < a < 1 + sin 1. Using the inclusion result, we now show that, for
0 6 r 6 R the disc {w : |w − c1(α, r)| 6 d1(α, r)} is contained in Ωsin where
c1(α, r) and d1(α, r) given by (2.9).

Let the number

ρ3 :=
sin 1

(1 + α) + sin 1
< 1

be the positive root of the equation d1(α, r) = (sin 1) + 1− c1(α, r) or

1 + αr2

1− r2
+

(1 + α)r

1− r2
=

1 + αr

1− r
= 1 + sin 1. (2.30)
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We shall show that R = RST sin
= ρ3. For 0 6 r 6 R < 1 it follows that

1 − sin 1 < 1 6 c1(α, r) 6 c1(α,R) 6 c1(α, ρ3) + d1(α, ρ3) = 1 + sin 1. Since
c1(α, r) + d1(α, r) is an increasing function of r, it follows, for 0 6 r 6 ρ3, that

c1(α, r) + d1(α, r) 6 c1(α, ρ3) + d1(α, ρ3) = 1 + sin 1

and hence

d1(α, r) 6 1 + sin 1− c1(α, r). (2.31)

Therefore, for 0 6 r 6 R = ρ3, we have, using (2.2) and (2.31)∣∣∣∣zg′(z)g(z)
− c1(α, r)

∣∣∣∣ 6 1 + sin 1− c1(α, r).

Therefore, the inclusion {w := zg′(z)/g(z) : |w − a| < ra} ⊆ ϕsin(D) = Ωsin

holds which proves that ST sin radius of J α1 is at least R = ρ3.
To prove the sharpness, consider the function g̃ ∈ J α1 defined by g̃(z) =

z/(1− z)1+α. Since
zg̃′(z)

g̃(z)
=

1 + αz

1− z
,

we have, for z = ρ3,

zg̃′(z)

g̃(z)
=

1 + αρ3
1− ρ3

= 1 + sin 1 = ϕsin(1),

proving the sharpness for ρ3.

8. Let Ωh be the image of the unit disc D under the function ϕh(z) = 1+sinh−1(z).
Kumar and Arora [2] proved that the inclusion {w : |w−a| < ra} ⊂ ϕh(D) = Ωh
holds when

ra =

{
a− (1− sinh−1(1)) if 1− sinh−1(1) < a 6 1

1 + sinh−1(1)− a if 1 6 a < 1 + sinh−1(1).

Using the inclusion result, we now show that, for 0 6 r 6 R the disc {w :
|w− c1(α, r)| 6 d1(α, r)} is contained in Ωh where c1(α, r) and d1(α, r) given by
(2.9).

Let the number

ρ3 :=
sinh−1(1)

(1 + α) + sinh−1(1)
< 1

be the positive root of the equation d1(α, r) = 1 + sinh−1(1)− c1(α, r) or

1 + αr2

1− r2
+

(1 + α)r

1− r2
=

1 + αr

1− r
= 1 + sinh−1(1). (2.32)

We shall show that R = RST sin
= ρ3. For 0 6 r 6 R < 1 it follows that

1− sinh−1(1) < 1 6 c1(α, r) 6 c1(α,R) 6 c1(α, ρ3) + d1(α, ρ3) = 1 + sinh−1(1).
Since c1(α, r) + d1(α, r) is an increasing function of r, it follows, for 0 6 r 6 ρ3,
that

c1(α, r) + d1(α, r) 6 c1(α, ρ3) + d1(α, ρ3) = 1 + sinh−1(1)
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and hence
d1(α, r) 6 1 + sinh−1(1)− c1(α, r). (2.33)

Therefore, for 0 6 r 6 R = ρ3, we have, using (2.2) and (2.33)∣∣∣∣zg′(z)g(z)
− c1(α, r)

∣∣∣∣ 6 1 + sinh−1(1)− c1(α, r).

Therefore, the inclusion {w := zg′(z)/g(z) : |w − a| < ra} ⊆ ϕh(D) = Ωh holds
which proves that ST h radius of J α1 is at least R = ρ3.

To prove the sharpness, consider the function g̃ ∈ J α1 defined by g̃(z) =
z/(1− z)1+α. Since

zg̃′(z)

g̃(z)
=

1 + αz

1− z
,

we have, for z = ρ3,

zg̃′(z)

g̃(z)
=

1 + αρ3
1− ρ3

= 1 + sinh−1(1) = ϕh(1),

proving the sharpness for ρ3. �
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Harmonic close-to-convex mappings associated
with Sălăgean q-differential operator

Omendra Mishra , Asena Çetinkaya and Janusz Sokó l

Abstract. In this paper, we define a new subclassW(n, α, q) of analytic functions
and a new subclass W0

H(n, α, q) of harmonic functions f = h+ g ∈ H0 associated
with Sălăgean q-differential operator. We prove that a harmonic function f = h+ḡ
belongs to the classW0

H(n, α, q) if and only if the analytic functions h+εg belong
to W(n, α, q) for each ε (|ε| = 1), and using a method by Clunie and Sheil-
Small, we determine a sufficient condition for the class W0

H(n, α, q) to be close-
to-convex. We provide sharp coefficient estimates, sufficient coefficient condition,
and convolution properties for such functions classes. We also determine several
conditions of partial sums of f ∈ W0

H(n, α, q).
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Keywords: Sălăgean q-differential operator, analytic functions, harmonic func-
tions, partial sums.

1. Introduction

Quantum calculus is the calculus without use of the limits. The history of quan-
tum calculus dates back to the studies of Leonhard Euler (1707-1783) and Carl Gustav
Jacobi (1804-1851). Later, geometrical interpretation of the q-calculus has been ap-
plied in studies of quantum groups. The great interest to quantum calculus is due
to its applications in various branches of mathematics and physics; as for example,
in quantum mechanics, analytic number theory, sobolev spaces, group representation
theory, theta functions, gamma functions, operator theory and several other areas.
For the definitions and properties of q-calculus, one may refer to the books [5] and
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[14]. Jackson [10, 11] was the first who gave some applications of q-calculus by intro-
ducing the q-analogues of derivative and integral. The q−derivative (or q−difference
operator) of a function h, defined on a subset of C, is given by

(Dqh)(z) =


h(z)−h(qz)

(1−q)z , z 6= 0

h′(0), z = 0,

where q ∈ (0, 1). Note that limq→1−(Dqh)(z) = h′(z) if h is differentiable at z ([10]).

For a function h(z) = zk (k ∈ N), we observe that

Dqz
k = [k]qz

k−1,

where

[k]q =
1− qk

1− q
= 1 + q + q2 + ...qk−1

is the q−number of k. Clearly, limq→1− [k]q = k. For more details, one may refer to
[14] and references therein.

Connection of q-calculus with geometric function theory was first introduced by
Ismail et al. [9]. Recently, q-calculus is involved in the theory of analytic functions
[7, 8, 21]. But research on q-calculus in connection with harmonic functions is fairly
new and not much published (see [12, 23, 22, 28]).

Let Dr = {z ∈ C : |z| < r} denote an open disk with r > 0. The open unit
disk will be denoted by D1 = D. Let H denote the class of complex-valued functions
f = u + iv which are harmonic in the open unit disk D, where u and v are real-
valued harmonic functions in D. Functions f ∈ H can also be expressed as f = h+ g,
where h the analytic and g the co-analytic parts of f , respectively. A subclass of
functions f = h + g ∈ H with the additional condition g′(0) = 0 is denoted by H0.
According to the Lewy’s Theorem [15], every harmonic function f = h + g ∈ H is
locally univalent and sense preserving in D if and only if the Jacobian of f , given by
Jf (z) = |h′(z)|2 − | g′(z)|2, is positive in D. This case is equivalent to the existence
of an analytic function ω(z) = g′(z)/h′(z) in D, which is called as the dilatation of f
such that

|ω(z)| < 1 for all z ∈ D.
Clunie and Sheil-Small [3] introduced the class of all univalent, sense preserving

harmonic functions f = h+ g, denoted by SH, with the normalized conditions h(0) =
0 = g(0) and h′(0) = 1 . If the function f = h+ g ∈ SH, then

h(z) = z +

∞∑
k=2

akz
k and g(z) =

∞∑
k=1

bkz
k, (z ∈ D) . (1.1)

A subclass of functions f = h+ g ∈ SH with the condition g′(0) = 0 is denoted
by S0H. Further, the subclass of functions f in SH

(
S0H
)
, denoted by KH

(
K0
H
)

consists

of functions f that map the unit disk D onto a convex region, the subclass S∗H
(
S∗0H
)

consists of functions f that are starlike, and the subclass C∗H
(
C∗0H
)

consists of functions
f which are close-to-convex. Also, if g(z) ≡ 0, the class SH reduces to the class S of
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univalent functions in the class A. Here, A is the class of all analytic functions of the
form h(z) = z +

∑∞
k=2 akz

k. For more details, we refer [4].

Let f ∈ S and be given by f(z) =
∑∞
k=0 akz

k. Then the lth section (partial sum)
of f is defined by

sl(f)(z) =

l∑
k=0

akz
k, (l ∈ N)

where a0 = 0 and a1 = 1. For a harmonic function f = h+ g ∈ H, where h and g of
the form (1.1), the sequences of sections (partial sums) of f is defined by

si,j(f)(z) = si(h)(z) + sj(g)(z),

where si(h)(z) =
∑i
k=1 akz

k and sj(g)(z) =
∑j
k=1 bkz

k, i, j ≥ 1 with a1 = 1.
In [32], it is noted that the partial sums of univalent functions is univalent in

the disk D1/4. Starlikeness and convexity of the partial sums of univalent functions
was discussed in [29, 30].

The convolution or Hadamard product of two analytic functions

f1(z) =

∞∑
k=0

akz
k and f2(z) =

∞∑
k=0

bkz
k

is defined by

(f1 ∗ f2)(z) =

∞∑
k=0

akbkz
k, (z ∈ D).

The convolution of two harmonic functions f = h+ g and F = H +G is defined by

(f ∗ F )(z) = (h ∗H) (z) + (g ∗G)(z), (z ∈ D).

In 2013, Li and Ponnusamy [16] investigated properties of functions given by

P0
H = {f = h+ ḡ ∈ H0 : <(h′(z)) > |g′(z)|, z ∈ D}

The class P0
H is harmonic analogue of the class R = {f ∈ S : <(f ′(z)) > 0, z ∈

D} introduced by MacGregor [20]. It is known that a harmonic function f = h + ḡ
belongs to the class P0

H if and only if the analytic function h + εg belongs to R for
each ε (|ε| = 1).

In 1977, Chichra [2] studied the class W(α) consisting of functions f ∈ A such
that <(f ′(z) + αzf ′′(z)) > 0 for α ≥ 0 and z ∈ D. Later, Nagpal and Ravichandran
[24] studied the following class

W0
H = {f = h+ ḡ ∈ H0 : <(h′(z) + zh′′(z)) > |g′(z) + zg′′(z)|, z ∈ D},

which is harmonic analogue of W(1). Recently, Ghosh and Vasudevarao [6] defined
the class W0

H(α) for α ≥ 0 by

W0
H(α) = {f = h+ ḡ ∈ H0 : <(h′(z) + αzh′′(z)) > |g′(z) + αzg′′(z)|, z ∈ D}.

In [2], Chichra also studied the class G(α) of an analytic function f for α ≥ 0
such that

<
[
(1− α)

f(z)

z
+ αf ′(z)

]
> 0
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for |z| < r with r ∈ (0, 1]. In 2018, Liu ang Yang [19] defined the class

GkH(α) =

{
f = h+ ḡ ∈ H0 : <

(
(1− α)

h(z)

z
+ αh′(z)

)
>
∣∣(1− α)

g(z)

z
+ αg′(z)

∣∣},
where α ≥ 0, k ≥ 1 and |z| < r with r ∈ (0, 1].

For an analytic function h ∈ A, let the Sălăgean q-differential operator be defined
by ([7]);

D0
qh(z) = h(z), D1

qh(z) = zDqh(z), ..., Dnq h(z) = zDq(Dn−1q h(z)),

where n ∈ N0 = N∪{0}. Making use of h given by (1.1), and simple calculations yield

Dnq h(z) = h(z) ∗ Fq,n(z) = z +

∞∑
k=2

[k]nq akz
k, (z ∈ D) (1.2)

where

Fq,n(z) = z +

∞∑
k=2

[k]nq z
k,

and [k]nq =
(
1−qk
1−q

)n
, q ∈ (0, 1). The operator (1.2) easily reduces to the well-known

Sălăgean differential operator as q → 1− (see [27]).
For a harmonic function f = h + g given by (1.1) and the operator Dnq defined

by (1.2), the harmonic Sălăgean q-differential operator is defined by ([12]);

Dnq f(z) = Dnq h(z) + (−1)nDnq g(z)

= z +

∞∑
k=2

[k]nq akz
k + (−1)n

∞∑
k=1

[k]nq bkz
k.

As q → 1−, the operator Dnq f reduces to the Sălăgean differential operator Dnf for a
harmonic function f = h+ ḡ ([13]).

Motivated by the Sălăgean q-differential operator, we define a new subclass
W(n, α, q) of analytic functions as follows:

Definition 1.1. An analytic function f ∈ A is in the class W(n, α, q) if it satisfies the
condition

<
(

(1− α)Dnq f(z) + αDn+1
q f(z)

z

)
> 0, (1.3)

whereDnq f(z) is the Sălăgean q-differential operator defined by (1.2), and where α ≥ 0,
n ∈ N0, q ∈ (0, 1) and |z| < r with 0 < r ≤ 1.

Remark 1.2. i) Letting q → 1−, n = 0 we get the class W(0, α, q) := G(α) introduced
by Chichra [2].

ii) Letting q → 1−, n = 1 we get the class W(1, α, q) := W(α) introduced by
Chichra [2].

iii) Letting q → 1−, n = 1, α = 0 we get the class W(1, 0, q) := R introduced by
MacGregor [20].

Making use of the harmonic Sălăgean q-differential operator, we also define the
class W0

H(n, α, q) of harmonic functions as follows:
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Definition 1.3. A harmonic function f = h + g ∈ H0 with h(0) = g(0) = g′(0) =
h′(0)− 1 = 0 is in the class W0

H(n, α, q) if it satisfies the condition

<
(

(1− α)Dnq h(z) + αDn+1
q h(z)

z

)
>

∣∣∣∣ (1− α)Dnq g(z) + αDn+1
q g(z)

z

∣∣∣∣, (1.4)

where Dnq f(z) is the harmonic Sălăgean q-differential operator, and where α ≥ 0,
n ∈ N0, q ∈ (0, 1) and |z| < r with 0 < r ≤ 1.

Remark 1.4. i) Letting q → 1−, n = 0 we get the class W0
H(0, α, q) := G1H(α) intro-

duced by Liu ang Yang [19].

ii) Letting q → 1−, n = 1 we get the class W0
H(1, α, q) :=W0

H(α) introduced by
Ghosh and Vasudevarao [6].

iii) Letting q → 1−, n = 1, α = 1 we get the classW0
H(1, 1, q) :=W0

H introduced
by Nagpal and Ravichandran in [24].

iv) Letting q → 1−, n = 1, α = 0 we get the class W0
H(1, 0, q) := P0

H introduced
by Li and Ponnusamy [16].

In this paper, we define a new subclass W(n, α, q) of analytic functions and a
new subclass W0

H(n, α, q) of harmonic functions f = h + g ∈ H0 associated with
Sălăgean q-differential operator. In Section 2, we prove that a harmonic function
f ∈ H0 belongs to the class W0

H(n, α, q) if and only if the analytic functions h + εg
belong to W(n, α, q) for each ε with |ε| = 1, and by a method of Clunie and Sheil-
Small, we obtain a sufficient condition for the classW0

H(n, α, q) to be close-to-convex.
We also provide sharp coefficient estimates and sufficient coefficient condition for such
functions classes. In Section 3, we examine that the class W0

H(n, α, q) is closed under
convex combinations and convolutions of its members. In Section 4, we determine
several conditions of partial sums of f ∈ W0

H(n, α, q).

2. Coefficient bounds

Clunie and Sheil-Small proved the following result, which gives a sufficient con-
dition for a harmonic function f to be close-to-convex.

Lemma 2.1. [3] If h and g are analytic in D satisfies |g′(0)| < |h′(0)| and the function
fε = h + εg is close-to-convex for all complex number ε with |ε| = 1, then f = h + g
is close-to-convex..

Theorem 2.2. A harmonic mapping f = h + g is in W0
H(n, α, q) if and only if the

analytic function fε = h + εg belongs to W(n, α, q) for each complex number ε with
|ε| = 1.
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Proof. If f = h+ g ∈ W0
H(n, α, q), then for each complex number ε with |ε| = 1

<
(

(1− α)Dnq fε(z) + αDn+1
q fε(z)

z

)
= <

(
(1− α)Dnq (h(z) + εg(z)) + αDn+1

q (h(z) + εg(z))

z

)
= <

(
(1− α)Dnq h(z) + αDn+1

q h(z) + ε
(

(1− α)Dnq g(z) + αDn+1
q g(z)

)
z

)
> <

(
(1− α)Dnq h(z) + αDn+1

q h(z)

z

)
−
∣∣∣∣ (1− α)Dnq g(z) + αDn+1

q g(z)

z

∣∣∣∣ > 0,

thus fε = h+ εg ∈ W(n, α, q) for each ε with |ε| = 1.
Conversely, if fε = h+ εg ∈ W(n, α, q), then

<
(

(1− α)Dnq h(z) + αDn+1
q h(z) + ε

(
(1− α)Dnq g(z) + αDn+1

q g(z)
)

z

)
> 0, (z ∈ Dr)

or equivalently

<
(

(1− α)Dnq h(z) + αDn+1
q h(z)

z

)
> −<

(
ε
(

(1− α)Dnq g(z) + αDn+1
q g(z)

)
z

)
, (z ∈ Dr).

Since |ε| = 1 is arbitrary, for an appropriate choice of ε we obtain

<
(

(1− α)Dnq h(z) + αDn+1
q h(z)

z

)
>

∣∣∣∣ (1− α)Dnq g(z) + αDn+1
q g(z)

z

∣∣∣∣, (z ∈ Dr)

Hence, f = h+ g ∈ W0
H(n, α, q). �

Theorem 2.3. The functions in the class W0
H(n, α, q) are close-to-convex in D.

Proof. Let f = h + g ∈ W0
H(n, α, q), and let fε = h + εg ∈ W(n, α, q) where |ε| = 1.

By the method used by Ponnusammy et al. [25, Theorem 1.3], if fε ∈ W(n, α, q),
then q-derivative of fε is positive; that is, <{Dnq fε} > 0, and hence fε is analytic and
close-to-convex function. Therefore,

<{Dnq fε} =

<
(

(1− α)Dnq h(z) + αDn+1
q h(z) + ε

(
(1− α)Dnq g(z) + αDn+1

q g(z)
)

z

)
>

∣∣∣∣ (1− α)Dnq g(z) + αDn+1
q g(z)

z

∣∣∣∣+ <
(
ε
(

(1− α)Dnq g(z) + αDn+1
q g(z)

)
z

)
≥
∣∣∣∣ (1− α)Dnq g(z) + αDn+1

q g(z)

z

∣∣∣∣− ∣∣∣∣ε
(

(1− α)Dnq g(z) + αDn+1
q g(z)

)
z

∣∣∣∣ = 0,

showing that fε is analytic and close-to-convex function. Thus according to Lemma
2.1 and Theorem 2.2, it follows that the harmonic function f ∈ W0

H(n, α, q) is also
close-to-convex in D. �

We now establish the sharp coefficient bounds for functions in the class
W0
H(n, α, q).
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Theorem 2.4. Let f = h+ g ∈ W0
H(n, α, q) be of the form (1.1) with b1 = 0. Then for

any k ≥ 2

|bk| ≤
1

[k]nq (1 + α([k]q − 1))
. (2.1)

The result is sharp when f is given by f(z) = z + 1
[k]nq (1+α([k]q−1))

zk.

Proof. Let f ∈ W0
H(n, α, q). Then

<
(

(1− α)Dnq h(z) + αDn+1
q h(z)

z

)
>

∣∣∣∣ (1− α)Dnq g(z) + αDn+1
q g(z)

z

∣∣∣∣
and

(1− α)Dnq g(z) + αDn+1
q g(z)

z
=

∞∑
k=2

[k]nq (1 + α([k]q − 1))bkz
k−1.

Using the series expansion of g, we derive

rk−1[k]nq (1 + α([k]q − 1))|bk| ≤
1

2π

∫ 2π

0

∣∣∣∣ (1− α)Dnq g(reiθ) + αDn+1
q g(reiθ)

reiθ

∣∣∣∣dθ
≤ 1

2π

∫ 2π

0

<
(

(1− α)Dnq h(reiθ) + αDn+1
q h(reiθ)

reiθ

)
dθ

=
1

2π

∫ 2π

0

<
(

1 + [k]nq
(
1 + α([k]q − 1)

)
akr

k−1
)
dθ

= 1.

Letting r → 1− gives the desired bound. �

Remark 2.5. (i) When q → 1−, n = 0 we get the result by Liu ang Yang [19, Corollary
3.2].

(ii) When q → 1−, n = 1 we get the result by Ghosh and Vasudevarao [6,
Theorem 4.2].

Theorem 2.6. Let f = h+ g ∈ W0
H(n, α, q) be of the form (1.1) with b1 = 0. Then for

any k ≥ 2

(i) |ak|+ |bk| ≤ 2
[k]nq (1+α([k]q−1))

(ii) ||ak| − |bk|| ≤ 2
[k]nq (1+α([k]q−1))

(iii) |ak| ≤ 2
[k]nq (1+α([k]q−1))

The results are sharp and the equality is held for the function

f(z) = z +

∞∑
k=2

2

[k]nq (1 + α([k]q − 1))
zk.

Proof. Suppose that f = h+ g ∈ W0
H(n, α, q), then from Theorem 2.2 fε = h+ εg ∈

W(n, α, q) for ε with |ε| = 1. Thus for any |ε| = 1, we have

<
(

(1− α)Dnq (h(z) + εg(z)) + αDn+1
q (h(z) + εg(z))

z

)
> 0, |z| < r.
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Then there exists an analytic function p of the form p(z) = 1 +
∑∞
k=1 pkz

k with
<(p(z)) > 0 in D such that

(1− α)Dnq (h(z) + εg(z)) + αDn+1
q (h(z) + εg(z))

z
= p(z). (2.2)

Comparing coefficients on both sides of (2.2), we have

[k]nq (1 + α([k]q − 1))(ak + εbk) = pk−1, k ≥ 2. (2.3)

Since |pk| ≤ 2 for k ≥ 1 and ε (|ε| = 1) is arbitrary, from (2.3) we get

[k]nq (1 + α([k]q − 1))(|ak|+ |bk|) ≤ 2,

which proves (i). The last two inequalities are consequences of the first inequality. �

Remark 2.7. (i) When q → 1−, n = 0 we get the result by Liu ang Yang [19, Corollary
3.4].

(ii) When q → 1−, n = 1 we get the result by Ghosh and Vasudevarao [6,
Theorem 4.3].

The following result gives a sufficient condition for a function to be belong to
W0
H(n, α, q).

Theorem 2.8. Let f = h+ g ∈ H0 be of the form (1.1) with b1 = 0. If

∞∑
k=2

[k]nq (1 + α([k]q − 1))(|ak|+ |bk|) ≤ 1, (2.4)

then f ∈ W0
H(n, α, q).

Proof. Let f = h+ g ∈ H0. Using the series representation of h given by (1.1), we get

<
(

(1− α)Dnq h(z) + αDn+1
q h(z)

z

)
= <

(
1 +

∞∑
k=2

[k]nq (1 + α([k]q − 1)akz
k−1
)

> 1−
∞∑
k=2

[k]nq (1 + α([k]q − 1)|ak|

≥
∞∑
k=2

[k]nq (1 + α([k]q − 1)|bk|

>

∣∣∣∣ ∞∑
k=2

[k]nq (1 + α([k]q − 1)bkz
k−1
∣∣∣∣

=

∣∣∣∣ (1− α)Dnq g(z) + αDn+1
q g(z)

z

∣∣∣∣,
therefore f ∈ W0

H(n, α, q). �

Remark 2.9. When q → 1−, n = 1 we get the result by Ghosh and Vasudevarao [6,
Theorem 4.5].
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3. Convex combinations and convolutions

In this section, we prove that the class W0
H(n, α, q) is closed under convex com-

binations and convolutions of its members.

Theorem 3.1. The class W0
H(n, α, q) is closed under convex combinations.

Proof. Suppose Dnq fi = Dnq hi + (−1)nDnq gi ∈ W
0
H(n, α, q) for i = 1, 2, ..., k and∑k

i=1 ti = 1 (0 ≤ ti ≤ 1). The convex combination of functions Dnq fi can be written
as

Dnq f(z) =

k∑
i=1

tiDnq fi(z) = Dnq h(z) + (−1)nDnq g(z)

where Dnq h(z) =
∑k
i=1 tiDnq hi(z) and Dnq g(z) =

∑k
i=1 tiDnq gi(z). Then h and g both

are analytic in D with h(0) = g(0) = h′(0) − 1 = g′(0) = 0. A simple computation
yields

<
(

(1− α)Dnq h(z) + αDn+1
q h(z)

z

)
= <

( k∑
i=1

ti
(1− α)Dnq hi(z) + αDn+1

q hi(z)

z

)

>

∣∣∣∣ k∑
i=1

ti
(−1)n (1− α)Dnq gi(z) + (−1)n+1αDn+1

q gi(z)

z

∣∣∣∣
≥

∣∣∣∣∣ (1− α)Dnq g(z) + αDn+1
q g(z)

z

∣∣∣∣∣ .
This shows that f ∈ W0

H(n, α, q) �

A sequence {ck}∞k=0 of non-negative real numbers is said to be a convex null
sequence if ck → 0 as k →∞, and

c0 − c1 ≥ c1 − c2 ≥ c2 − c3 ≥ ... ≥ ck−1 − ck ≥ ... ≥ 0.

To prove the convolution results, we need the following lemmas.

Lemma 3.2. [31] Let {ck}∞k=0 be a convex null sequence. Then the function

s(z) =
c0
2

+

∞∑
k=1

ckz
k

is analytic, and <(s(z)) > 0 in D.

Lemma 3.3. [31] Let the function p be analytic in D with p(0) = 1 and <(p(z)) > 1/2
in D. Then for any analytic function F in D, the function p ∗ F takes values in the
convex hull of the image of D under F .

Using Lemmas 3.2 and 3.3, we prove the following lemma.

Lemma 3.4. Let F ∈ W(n, α, q), then <
(F (z)

z

)
> 1

2 .
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Proof. Suppose F ∈ W(n, α, q) be given by F (z) = z +
∑∞
k=2Akz

k, then

<
(

1 +

∞∑
k=2

[k]nq (1 + α([k]q − 1))Akz
k−1
)
> 0,

which is equivalent to <(p(z)) > 1/2 in D, where

p(z) = 1 +
1

2

∞∑
k=2

[k]nq (1 + α([k]q − 1))Akz
k−1.

Now consider a sequence {ck}∞k=0 defined by

c0 = 1 and ck−1 =
2

[k]nq (1 + α([k]q − 1))
for k ≥ 2.

It can be easily seen that the sequence {ck}∞k=0 is convex null sequence and using
Lemma 3.2, the function

s(z) = 1 +

∞∑
k=2

2

[k]nq (1 + α([k]q − 1)
zk−1

is analytic with <(s(z)) > 1
2 in D. Hence

F (z)

z
= p(z) ∗

(
1 +

∞∑
k=2

2

[k]nq (1 + α([k]q − 1)
zk−1

)

=

(
1 +

1

2

∞∑
k=2

[k]nq (1 + α([k]q − 1))Akz
k−1
)
∗
(

1 +

∞∑
k=2

2

[k]nq (1 + α([k]q − 1)
zk−1

)
and making use of Lemma 3.3 we observe that <

(F (z)
z

)
> 1

2 for z ∈ D. �

Lemma 3.5. Let F1 and F2 belong to W(n, α, q). Then F = F1 ∗ F2 ∈ W(n, α, q).

Proof. Let F1(z) = z+
∑∞
k=2Akz

k and F2(z) = z+
∑∞
k=2Bkz

k. Then the convolution
of F1 and F2 is given by

F (z) = (F1 ∗ F2)(z) = z +

∞∑
k=2

AkBkz
k.

To prove that F ∈ W(n, α, q), we have to show that

<
(

(1− α)Dnq F (z) + αDn+1
q F (z)

z

)
> 0,

which is equivalent to

<
(

1 +

∞∑
k=2

[k]nq (1 + α([k]q − 1))AkBkz
k−1
)
> 0

or

<
(

1 +
1

2

∞∑
k=2

[k]nq (1 + α([k]q − 1))AkBkz
k−1
)
>

1

2
. (3.1)
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Since F1 ∈ W(n, α, q) we have

<
(

1 +
1

2

∞∑
k=2

[k]nq (1 + α([k]q − 1))Akz
k−1
)
>

1

2

and by Lemma 3.4, F2 ∈ W(n, α, q) implies <
(F2(z)

z

)
> 1

2 in D or

<
(

1 +
1

2

∞∑
k=2

[k]nq (1 + α([k]q − 1))Bkz
k−1
)
>

1

2
.

By applying Lemma 3.3, we conclude we have (3.1). Hence, F = F1 ∗F2 ∈ W(n, α, q).
�

Now using Lemma 3.5, we prove that the class W0
H(n, α, q) is closed under con-

volutions of its members.

Theorem 3.6. If f1 and f2 belong to W0
H(n, α, q), then f1 ∗ f2 ∈ W0

H(n, α, q).

Proof. Let f1 = h1 + g1 and f2 = h2 + g2 be two functions in W0
H(n, α, q). Then the

convolution of f1 and f2 is defined as f1 ∗f2 = h1 ∗h2 +g1 ∗ g2. In order to prove that
f1 ∗ f2 ∈ W0

H(n, α, q), we need to prove that F = h1 ∗ h2 + ε(g1 ∗ g2) ∈ W(n, α, q) for
each ε (|ε| = 1). By Lemma 3.5, the class W(n, α, q) is closed under convolutions for
each ε (|ε| = 1), hi + εgi ∈ W(n, α, q) for i = 1, 2. Then both F1 and F2 given by

F1 = (h1 − g1) ∗ (h2 − εg2)

and

F2 = (h1 + g1) ∗ (h2 + εg2)

belong to W(n, α, q). Since W(n, α, q) is closed under convex combinations, then the
function

F =
1

2
(F1 + F2) = h1 ∗ h2 + ε(g1 ∗ g2)

belongs to W(n, α, q). Thus W0
H(n, α, q) is closed under convolution. �

4. Partial sums

In this section, we examine sections (partial sums) of functions in the class
W0
H(n, α, q).

Theorem 4.1. Let f = h+ g ∈ W0
H(n, α, q) with α ≥ 0. Then for each ε (|ε| = 1) and

|z| < 1/2, we have

<
(

(1− α)Dnq (s3(h) + εs3(g)) + αDn+1
q (s3(h) + εs3(g))

z

)
>

1

4
.

Proof. Let f = h + g ∈ W0
H(n, α, q). Then by Theorem 2.2, h + εg ∈ W(n, α, q) for

ε (|ε| = 1), so <fε(z) > 0, where

fε(z) =
(1− α)Dnq (h(z) + εg(z)) + αDn+1

q (h(z) + εg(z))

z
= 1 +

∞∑
k=1

pkz
k.
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Moreover

(1− α)Dnq (s3(h) + εs3(g)) + αDn+1
q (s3(h) + εs3(g))

z

= 1 + [2]nq (1 + α([2]q − 1)(a2 + εb2)z + [3]nq (1 + α([3]q − 1)(a3 + εb3)z2

= 1 + p1z + p2z
2.

It is easy to see that

|2p2 − p21| ≤ 4− |p1|2

Let 2p2 − p21 = p. Then p2 = p/2 + p21/2 and |p| ≤ 4 − |p1|2. Also, let p1z = γ + iβ
and
√
pz = η + iδ where β, γ, δ, η are real numbers. Then for |z| < 1/2

γ2 + β2 = |p1|2|z|2 ≤
|p1|2

4

and

δ2 = |p||z|2 − η2 ≤ |p|
4
− η2 ≤ 4− |p1|2

4
− η2 ≤ 1− (γ2 + β2)− η2

so that

<
(

(1− α)Dnq (s3(h) + εs3(g)) + αDn+1
q (s3(h) + εs3(g))

z

)
= <(1 + p1z + p2z

2)

= <(1 + p1z +
p

2
z2 +

p21
2
z2)

= 1 + γ +

(
η2

2
− δ2

2

)
+

(
γ2

2
− β2

2

)
= 1 + γ +

η2

2
− 1− γ2 − β2 − η2

2
+
γ2

2
− β2

2

=
1

4
+

(
γ +

1

2

)2

+ η2 ≥ 1

4
,

which gives the result. �

Theorem 4.2. Let f = h+ g ∈ W0
H(n, α, q), where h and g given by (1.1) with b1 = 0.

Then for each j ≥ 2, s1,j(f) ∈ W0
H(n, α, q) for |z| < 1/2.

Proof. Let f = h+ g ∈ W0
H(n, α, q). It is clear that

s1,j(f)(z) = s1(h)(z) + sj(g)(z) = z +

j∑
k=2

bkzk
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It follows from Theorem 2.4 that for all |z| < 1/2,∣∣∣∣ (1− α)Dnq sj(g)(z) + αDn+1
q sj(g)(z)

z

∣∣∣∣
=

∣∣∣∣ j∑
k=2

[k]nq (1 + α([k]q − 1))bkz
k−1
∣∣∣∣

≤
j∑

k=2

[k]nq (1 + α([k]q − 1))|bk||zk−1|

≤
j∑

k=2

|z|k−1 =
|z|(1− |z|j−1)

1− |z|
<

|z|
1− |z|

< 1 = <
(

(1− α)Dnq s1(h)(z) + αDn+1
q s1(h)(z)

z

)
.

This implies that s1,j(f) ∈ W0
H(n, α, q) in |z| < 1/2. �

Theorem 4.3. Let f = h+ g ∈ W0
H(n, α, q), where h and g given by (1.1) with b1 = 0,

and let i and j satisfy of the following conditions:

(i) 3 ≤ i < j,
(ii) i = j ≥ 2,
(iii) i = 3 and j = 2.

Then si,j(f) ∈ W0
H(n, α, q) in |z| < 1/2.

Proof. Let ϑi(h)(z) =
∑∞
k=i+1 akz

k and ϑj(g)(z) =
∑∞
k=j+1 bkz

k. Then

h = si(h) + ϑi(h) and g = sj(g) + ϑj(g).

To prove si,j(f) ∈ W0
H(n, α, q), it suffices to prove that si(h) + εsj(g) ∈ W(n, α, q)

for ε (|ε| = 1). If f ∈ W0
H(n, α, q), then

<
(

(1− α)Dnq (si(h) + εsj(g)) + αDn+1
q (si(h) + εsj(g))

z

)
= <

(
(1− α)Dnq (h+ εg) + αDn+1

q (h+ εg)

z

−
(1− α)Dnq (ϑi(h) + εϑj(g)) + αDn+1

q (ϑi(h) + εϑj(g))

z

)
≥ <

(
(1− α)Dnq (h+ εg) + αDn+1

q (h+ εg)

z

)
−
∣∣∣∣ (1− α)Dnq (ϑi(h) + εϑj(g)) + αDn+1

q (ϑi(h) + εϑj(g))

z

∣∣∣∣. (4.1)
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By assumption, we see that

(1− α)Dnq (h+ εg) + αDn+1
q (h+ εg)

z
≺ 1 + z

1− z
,

where ≺ is the subordination symbol. From the last relation, we conclude that

<
(

(1− α)Dnq (h+ εg) + αDn+1
q (h+ εg)

z

)
≥ 1− |z|

1 + |z|
. (4.2)

Case (i): 3 ≤ i < j
Applying Theorems 2.4 and 2.6, we observe that∣∣∣∣ (1− α)Dnq (ϑi(h) + εϑj(g)) + αDn+1

q (ϑi(h) + εϑj(g))

z

∣∣∣∣
=

∣∣∣∣ j∑
k=i+1

[k]nq (1 + α([k]q − 1))akz
k−1 +

∞∑
k=j+1

[k]nq (1 + α([k]q − 1))(ak + εbk)zk−1
∣∣∣∣

≤
j∑

k=i+1

2|z|k−1 +

∞∑
k=j+1

2|z|k−1 = 2
|z|i

1− |z|
(4.3)

Using (4.1), (4.2) and (4.3), we obtain

<
(

(1− α)Dnq (si(h) + εsj(g)) + αDn+1
q (si(h) + εsj(g))

z

)
≥ 1− |z|

1 + |z|
−2

|z|i

1− |z|
. (4.4)

For 4 ≤ i < j and |z| = 1/2, the inequality (4.4) gives

<
(

(1− α)Dnq (si(h) + εsj(g)) + αDn+1
q (si(h) + εsj(g))

z

)
≥ 1

3
− 1

4
> 0.

Since <
( (1−α)Dn

q (si(h)+εsj(g))+αDn+1
q (si(h)+εsj(g))

z

)
is harmonic, it assumes its minimum

value on the circle |z| = 1/2. Hence, if 4 ≤ i < j then si,j(f) ∈ W0
H(n, α, q) in

|z| < 1/2.
If i = 3 < j, then in view of Theorem 2.4 and Theorem 4.1, we attain

<
(

(1− α)Dnq (s3(h) + εsj(g)) + αDn+1
q (s3(h) + εsj(g))

z

)
= <

(
(1− α)Dnq (s3(h) + εs3(g)) + αDn+1

q (s3(h) + εs3(g))

z

+ ε

j∑
k=4

[k]nq (1 + α([k]q − 1))bkz
k−1
)

≥ 1

4
−

j∑
k=4

[k]nq (1 + α([k]q − 1))|bkzk−1|

≥ 1

4
− |z|3

1− |z|
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so that

<
(

(1− α)Dnq (s3(h) + εsj(g)) + αDn+1
q (s3(h) + εsj(g))

z

)
> 0

for |z| < 1/2, and thus s3,j(f) ∈ W0
H(n, α, q) in |z| < 1/2.

Case (ii): i = j ≥ 2
If i = j ≥ 4, then the inequality (4.4) gives si,j(f) ∈ W0

H(n, α, q) in |z| < 1/2.

For i = j = 2, s2,2(f)(z) = z + a2z
2 + b2z2. Using Theorem 2.6, we get

<
(
1 + [2]nq (1 + α([2]q − 1))(a2 + εb2)z

)
≥ 1− [2]nq (1 + α([2]q − 1))|a2 + εb2||z|
≥ 1− 2|z| > 0

in |z| < 1/2.
If i = j = 3, then Theorem 4.1 shows that s3,3(f) ∈ W0

H(n, α, q) in |z| < 1/2.
Therefore, we prove that for i = j ≥ 2, si,j(f) ∈ W0

H(n, α, q) in |z| < 1/2.
Case (iii): i = 3 and j = 2.

In view of Theorems 2.4 and 4.1, we have

<
(

(1− α)Dnq (s3(h) + εs2(g)) + αDn+1
q (s3(h) + εs2(g))

z

)

= <
(

(1− α)Dnq (s3(h) + εs3(g)) + αDn+1
q (s3(h) + εs3(g))

z
−ε[3]nq (1+α([3]q−1))b3z

2

)
≥ 1

4
− |z|2 =

1

4
− 1

22
= 0

for |z| < 1/2. Thus s3,2(f) ∈ W0
H(n, α, q) in |z| < 1/2. �
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Strongly nonlinear periodic parabolic equation
in Orlicz spaces
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Abstract. In this paper, we prove the existence of a weak solution to the following
nonlinear periodic parabolic equations in Orlicz-spaces:

∂u

∂t
− div(a(x, t,∇u)) = f(x, t)

where −div(a(x, t,∇u)) is a Leray-Lions operator defined on a subset of

W 1,x
0 LM (Q). The ∆2-condition is not assumed and the data f belongs to

W−1,xEM (Q).
The Galerkin method and the fixed point argument are employed in the proof.
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1. Introduction

Let Ω be a bounded subset of RN , and let Q be the cylinder Ω×(0, T ) with some
given T > 0. In this paper we deal with the following periodic parabolic boundary
value problem: 

∂u
∂t − div(a(x, t,∇u)) = f(x, t) in Q ,

u(x, t) = 0 on ∂Ω× (0, T ) ,

u(x, 0) = u(x, T ) in Ω ,

(1.1)
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where A is a second-order operator in divergence form

A(u) = −div(a(x, t,∇u)),

with the coefficient a satisfying Leray-Lions conditions related to some N-function.
The study of nonlinear partial differential equations in Orlicz-spaces is motivated
by numerous phenomena of physics, namely the problems related to non-Newtonian
fluids of strongly inhomogeneous behavior with a high ability of increasing their vis-
cosity under a different stimulus, like the shear rate, magnetic or electric field (see for
examples [1], [10], [14], [15], [16] and [21]).
Consider first the case where a have polynomial growth with respect to u and ∇u.
Therefore A is a bounded operator from Lp(0, T,W 1,p(Ω)), 1 < p <∞, into its dual.
In this setting, Brézis and Browder in cite16 proved the existence of problem (1) when
p > 2 and the periodic condition is replaced by the initial one, and by Landes and
Mustonen when 1 < p < 2 [19].
Specifically, when we have the periodicity condition Boldrini and Crema in [4] studied
the following problem:

∂u
∂t −∆pu = m(t)g(u) + h(x, t) in QT ;

u(x, t) = 0 on ∂Ω× (0, T );

u(x, T ) = u(x, 0) in Ω;

(1.2)

g is a continuous function such that |g(v)| ≤ a(|v|s + 1), where s and a are positive
constants. The existence of a solution to this problem is established under the condi-
tion 0 ≤ s < p−1, and for s = p−1 by using Schauder’s fixed point theorem. Related
topics can be found in [7], [8], [9]. However, when attempting to relax the restric-

tion on a, we replace the space Lp(0, T,W 1,p
0 ) with an inhomogeneous Orlicz-Sobolev

space W 1,x
0 LM (Q), constructed from an Orlicz space LM instead of Lp, where the

N-function M is related to the actual growth of a. Several studies have explored this
setting, considering u(x, 0) = u0 and a depending on u and ∇u, see for instance, the
works of Donaldson in [6] and Robert in [20], who proved the existence of a solution
for a nonlinear parabolic problem under the ∆2 condition, u2 ≤ cM(ku), with c and k
are positive constants, and A is monotone. Additionally, in cases where the ∆2 condi-
tion is not assumed and under various assumptions, other authors have demonstrated
the existence of solutions to diverse parabolic problems (see [2], [14], [17], [19]).
The objective of this paper is to establish the existence of a solution to problem (1.1)
when f belongs to W−1,xEM (Q), without assuming the ∆2 condition. Moreover,
we consider the periodicity condition instead of the initial one, which necessitates
demonstrating the existence of the approximate problem once more. To achieve this,
we assume that u2 ≤ cM(ku) with c and k are positive constants.
We employ the Galerkin method due to Landes and Mustonen, along with the fixed
point argument due to Schauder.
The paper is structured as follows: In Section 2, we provide a review of some prelim-
inary concepts concerning Orlicz-Sobolev spaces, along with various inequalities and
compactness results. Section 3 is dedicated to stating the assumptions and presenting
the main result. In the fourth section, we prove the existence theorem. In the appendix
we prove the existence of a solution to the approximate problem.
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2. Preliminaries

2.1. Orlicz-Sobolev Spaces-Notations and Properties

• let M : R+ → R+ be an N-function, i.e continuous, convex, with M(t) >
0 for t > 0,M(t)/t→ 0 as t→ 0 and M(t)/t→∞ as t→∞.

Equivalently, M admits the representation: M(t) =
∫ t

0
m(τ)dτ where m : R+ →

R+ is non-decreasing, right continuous, with m(0) = 0, m(t) > 0 for t > 0 and
m(t)→∞ as t→∞.

The N-function M conjugate to M is defined by M(t) =
∫ t

0
m(τ)dτ where

m : R+ → R+ is given by m(t) = sup{s : m(s) ≤ t}.
The N-function M is said to satisfy a ∆2 condition if, for some k > 0:

M(2t) ≤ kM(t) ∀t ≥ 0

When this inequality holds only for t ≥ t0 > 0, M is said to satisfy the
∆2−condition near infinity.

• Let Ω be an open subset of RN . The Orlicz class LM (Ω) (resp. the Orlicz space
LM (Ω) ) is defined as the set of (equivalence classes of) real-valued measurable
functions u on Ω such that

∫
Ω
M(u(x))dx < +∞ (resp.

∫
Ω
M(u(x)/λ)dx < +∞

for some λ > 0 ).
LM (Ω) is a Banach space under the norm:

‖u‖M,Ω = inf

{
λ > 0 :

∫
Ω

M

(
u(x)

λ

)
dx ≤ 1

}
and LM (Ω) is a convex subset of LM (Ω). The closure in LM (Ω) of the set
of bounded measurable functions with compact support in Ω is denoted by
EM (Ω).
The equality EM (Ω) = LM (Ω) holds if and only if M satisfies the ∆2 condition,
for all t or for t large according to whether Ω has infinite measure or not.
The dual of EM (Ω) can be identified with LM (Ω) by means of the pairing∫

Ω
u(x)v(x)dx, and the dual norm on LM (Ω) is equivalent to ‖ · ‖M,Ω.

The space LM (Ω) is reflexive if and only if M and M satisfy the ∆2 condition
(near infinity only if Ω has finite measure).

• We now turn to the Orlicz-Sobolev spaces. W 1LM (Ω) (resp. W 1EM (Ω) ) is the
space of all functions u such that u and its distributional derivatives up to order
1 lie in LM (Ω) (resp. EM (Ω) ). It is a Banach space under the norm:

‖u‖1,M,Ω =
∑
|α|≤1

‖Dαu‖M,Ω .

Thus W 1LM (Ω) and W 1EM (Ω) can be identified with subspace of the product
of (N + 1) copies of LM (Ω). Denoting this product by ΠLM , we will use the
weak topologies σ (ΠLM ,ΠEM ) and σ (ΠLM ,ΠLM ).
The space W 1

0EM (Ω) is defined as the (norm) closure of the Schwartz space
D(Ω) in W 1EM (Ω) and the space W 1

0LM (Ω) as the σ (ΠLM ,ΠEM ) closure of
D(Ω) in W 1LM (Ω).
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• We say that un converges to u for the modular convergence in W 1LM (Ω) if for
some λ > 0 ∫

Ω

M ((Dαun −Dαu) /λ) dx→ 0 for all |α| ≤ 1

This implies convergence for σ (ΠLM ,ΠLM ). Note that, if un → u in LM (Ω) for
the modular convergence and vn → v in LM (Ω) for the modular convergence,
we have ∫

Ω

unvndx→
∫

Ω

uvdx as n→∞

If M satisfies the ∆2−condition on R+, then modular convergence coincides
with norm convergence.

• Let W−1LM (Ω) [resp. W−1EM (Ω) denote the space of distributions on Ω which
can be written as sums of derivatives of order at most 1 of functions in LM (Ω)
[resp. W−1EM (Ω)]. It is a Banach space under the usual quotient norm.

• If the open set Ω has the segment property then the space D(Ω) is dense in
W 1

0LM (Ω) for the modular convergence and thus for the topology σ(ΠLM ,ΠLM )
(cf. [13], [19]). Consequently, the action of a distribution S in W−1LM (Ω) on an
element of W 1

0LM (Ω) is well defined, it will be noted by < S, u >.

2.2. The Inhomogeneous Orlicz-Sobolev

Let Ω be a bounded open subset of RN , T > 0 and set Q = Ω×] 0, T [. Let M
be an N-function. For each α ∈ NN , denote by Dα

x the distributional derivative on Q
of order α with respect to the variable x ∈ RN . The inhomogeneous Orlicz-Sobolev
spaces of order 1 are defined as follows

W 1,xLM (Q) = {u ∈ LM (Q) : Dα
xu ∈ LM (Q),∀|α| ≤ 1}

and

W 1,xEM (Q) = {u ∈ EM (Q) : Dα
xu ∈ EM (Q),∀|α| ≤ 1}

The last space is a subspace of the former. Both are Banach spaces under the norm

‖u‖ =
∑
|α|≤1

‖Dα
xu‖M,Q .

The space W 1,x
0 LM (Q) is defined as the (norm) closure in W 1,xLM (Q) of D(Q) and

we have.

W 1,x
0 LM (Q) = D(Q)

σ(ΠLM ,ΠLM)
.

We can easily show that they form a complementary system when Ω satisfies the seg-
ment property. These spaces are considered as subspaces of the product space ΠLM (Q)
which has (N+1) copies. We shall also consider the weak topologies σ(ΠLMΠEM )
and σ(ΠLM ,ΠLM ). If u ∈ W 1,xLM (Q), then the function: t 7→ u(t) = u(., t) is de-
fined on (0, T ) with values in W 1LM (Ω). If, further, u ∈ W 1,xEM (Q), then u(., t) is
W 1EM (Ω)-valued and is strongly measurable.
Furthermore, the following continuous imbedding holds: W 1,xEM (Q) ⊂ L1(0, T ),



Strongly nonlinear periodic parabolic equation 55

W 1EM (Ω). The space W 1,xLM (Q) is not in general separable; if u ∈W 1,xLM (Q), we
cannot conclude that the function u(t) is measurable from (0, T ) into W 1,xLM (Ω).
However the scalar function t 7→ ‖Dα

xu(t)‖M,Ω is in L1(0, T ) for all |α| ≤ 1.

Furthermore, W 1,x
0 EM (Q) = W 1,x

0 LM (Q)∩ΠEM . Poincare’s inequality also holds in

W 1,x
0 LM (Q) and then there is a constant C > 0 such that for all u ∈ W 1,x

0 LM (Q)
one has ∑

|α|≤1

‖Dα
xu‖M,Q ≤ C

∑
|α|=1

‖Dα
xu‖M,Q

thus both sides of the last inequality are equivalent norms on W 1,x
0 LM (Q). We have

then the following complementary system(
W 1,x

0 LM (Q) F

W 1,x
0 EM (Q) F0

)
F being the dual space of W 1,x

0 EM (Q). It is also, up to an isomorphism, the quotient

of ΠLM by the polar set W 1,x
0 EM (Q)⊥, and will be denoted by F = W−1,xLM (Q)

and it is shown that

W−1,xLM (Q) =

f =
∑
|α|≤1

Dα
xfα : fα ∈ LM (Q)


This space will be equipped with the usual quotient norm:

‖f‖ = inf
∑
|α|≤1

‖fα‖M,Q

where the infinum is taken on all possible decompositions

f =
∑
|α|≤1

Dα
xfα, fα ∈ LM (Q)

The space F0 is then given by

F0 =

f =
∑
|α|≤1

Dα
xfα : fα ∈ EM (Q)


and is denoted by F0 = W−1,xEM (Q).

2.3. Some inequalities

Lemma 2.1. [17] Let M be an N-function, we have the following inequality:

st ≤M(s) +M(t)

called Young inequality.

Lemma 2.2. [17] The generalized Holder inequality∣∣∣∣∫
Ω

u(x)v(x)|dx
∣∣∣∣ ≤ 2‖u‖M‖v‖M

hold for any pair function u ∈ LM (Ω) and v ∈ LM (Ω).
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Proof. The proof of this inequalities is detailed in [17] (see pages 18 for the first one
111 for the second). �

2.4. Approximation theorem and trace result

Let Ω is an open subset of RN with the segment property and I is a sub-interval
of R (both possibly unbounded) and Q = Ω× I. It is easy to see that Q also satisfies
the segment property.

Definition 2.3. [12] We say that un → u in W−1,xLM (Q) + L2(Q) for the modular
convergence if we can write

un =
∑
|α|≤1

Dα
xu

α
n + u0

n

u =
∑
|α|≤1

Dα
xu

α + u0

with uαn → uα in LM (Q) for the modular convergence for all |α| ≤ 1 and u0
n → u0

strongly in L2(Q).

This implies, in particular, that un → u in W−1,xLM (Q) + L2(Q) for the weak
topology σ(ΠLM + L2,ΠLM ∩ L2) in the sense that < un, v >→< u, v > for all

v ∈W 1,x
0 LM (Q) ∩ L2(Q), where here and throughout the paper, < ., . > means

either the pairing between W 1,x
0 LM (Q) and W−1,xLM (Q), or the pairing between

W 1,x
0 LM (Q) ∩ L2(Q) and W−1,xLM (Q) + L2(Q). Indeed,

〈un, v〉 =
∑
|α|61

(−1)|α|
∫
Q

uαnD
α
xv dx dt+

∫
Q

u0
nv dx dt

and since for all |α| 6 1, uαn → uα in LM (Q) for the modular convergence, and so for
σ (LM , LM ), we have∑

|α|61

(−1)|α|
∫
Q

uαnD
α
xv dx dt+

∫
Q

u0
nv dx dt

→
∑
|α|61

(−1)|α|
∫
Q

uαDα
xv dx dt+

∫
Q

u0v dx dt = 〈u, v〉.

Moreover, if vn → v in W 1,x
0 LM (Q)∩L2(Q) for the modular convergence (i.e. vn → v

in W 1,x
0 LM (Q) for the modular convergence and in L2(Q) strong), we have 〈un, vn〉 →

〈u, v〉 as n→∞.

Theorem 2.4. [12] If u ∈W 1,xLM (Ω)∩L2(Ω) (respectively W 1,x
0 LM (Ω)∩L2(Ω)) and

∂u
∂t ∈ W

−1,xLM (Q) + L2(Q), then there exists a sequence (vj) in D(Q) (respectively
D(I,D(Ω))) such that

vj → u in W 1,xLM (Ω) ∩ L2(Ω)

∂vj
∂t
→ ∂u

∂t
in W−1,xLM (Q) + L2(Q)

for the modular convergence.
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Remark 2.5. If in the statement of theorem (2.4), one considers Ω × R instead of Q
we have D(Ω× R) is dense in

{u ∈W 1,x
0 (Ω× R) ∩ L2(Ω× R) :

∂u

∂t
∈W−1,xLM (Ω× R) + L2(Ω× R)}

for the modular convergence.

A first application of Theorem (2.4) is the following trace result generalizing a
classical result which states that if u belongs to L2(a, b;H1

0 (Ω)) and ∂u
∂t belongs to

L2(a, b;H−1(Ω)), then u is in C(a, b;L2(Ω)).

Lemma 2.6. [12] Let a < b ∈ R and let Ω be a bounded subset of RN with the segment
property, then

{u ∈W 1,x
0 LM (Ω×(a, b))∩L2(Ω×(a, b));

∂u

∂t
∈W−1,xLM (Ω×(a, b))+L2(Ω×(a, b))}

is a subset of C([a, b], L2(Ω)).

3. Existence result

3.1. Assumption and statement of main result

Let Ω be a bounded open subset of RN (N ≥ 2) with the segment property, and
Q be the cylinder Ω× (0, T ) with some given T > 0. Let M be an N-function.

Consider the second order operator A : D(A) ⊂ W 1,x
0 LM (Q)→ W−1,xLM (Q) of the

form:

A(u) = −div(a(x, t,∇u))

where a : Ω × (0, T ) × RN → RN are a Carateodory function satisfying for almost
every (x, t) ∈ Ω× (0, T ) and all ξ 6= ξ∗ ∈ RN we have the following assumptions:

|a(x, t, ξ)| ≤ β(h1(x, t) +M
−1
M(δ|ξ|)) ; (3.1)

[a(x, t, ξ)− a(x, t, ξ∗)][ξ − ξ∗] > 0 ; (3.2)

a(x, t, ξ)ξ ≥ αM
( |ξ|
λ

)
; (3.3)

f ∈W−1,xEM (Q) ; (3.4)

where h1 ∈ L1(Q), and β, δ, α, λ > 0.

and suppose that there exist s
′
> 0 and c, k two positive constant such that for all

s ≥ s′ :
s2 ≤ cM(ks) (3.5)

We shall prove the following existence theorem

Theorem 3.1. Assume that (3.1)-(3.5) hold true then there exist a unique solution

u ∈ D(A) ∩W 1,x
0 LM (Q) ∩ C(0, T, L2(Ω)) of (1.1) in the following sense:

<
∂u

∂t
, ϕ >Q +

∫
Q

a(x, t,∇u)∇ϕdxdt =< f,ϕ >Q; (3.6)
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for every ϕ ∈ W 1,x
0 LM (Q) ∩ L2(Q) with ∂ϕ

∂t ∈ W−1,xLM (Q) + L2(Q). where here

< ., . > means for either the pairing between W 1,x
0 LM (Q) and W−1,xLM (Q), or

between W 1,x
0 LM (Q) ∩ L2(Q) and W−1,xLM (Q) + L2(Q).

Integrating by part and using the periodicity condition equation (3.6) can be
written as:

−
∫
Q

∂ϕ

∂t
udxdt+

∫
Q

a(x, t,∇u)∇ϕdxdt =< f,ϕ >Q (3.7)

Remark 3.2. Note that all term in (3.7) are well defined, and by the trace result of
lemma (2.6) we have that u ∈ C([0, T ), L2(Ω)) wish make sense of the periodicity
condition.

4. The proof of the main result

The proof of theorem (3.1) is divided into five steps:

Proof. Step 1: Firstly we have to prove that the solution u is unique. For that we
suppose that there exist another solution v of problem (1.1) then v satisfy also (3.6),
then by taking ϕ = u(t)− v(t) we can easily see that

1

2

d

dt

∫
Q

(u(t)− v(t))2dx+

∫
Q

(a(x, t,∇u)− a(x, t,∇v))(∇u−∇v)dxdt = 0 (4.1)

Using periodicity condition and (3.2) we get ∇u = ∇v, then we have by
(4.1) that u(t) = v(t) for almost every t ∈ (0, T ), finally we deduce that u = v.
Step 2: Approximate problem: As in [12] we will use Galerkin method due to Landes
and Mustonen [19]. For that we choose a sequence {w1, w2, w3, · · · } in D(Ω) such that⋃∞
n=1 Vn with

Vn = span{w1, w2, w3, · · · }
is dense in Hm

0 (Ω)with m large enough such that Hm
0 (Ω) is continuously embedded in

C1(Ω). For any v ∈ Hm
0 (Ω), there exists a sequence (vk) ⊂

⋃∞
n=1 Vn such that vk → v

in Hm
0 (Ω)and in C1(Ω) too.

We denote further Vn = C([0, T ], Vn). We have that the closure of
⋃∞
n=1 Vn with

respect to the norm:

‖v‖C1,0(Q) = sup
|α|≤1

{|D|α|x v(x, t)| : (x, t) ∈ Q}

contains D(Q), for more detail see [11] and [18]).

This implies that, for any f ∈W−1,xEM (Q), there exists a sequence (fk) ⊂
⋃∞
n=1 Vn

such that fk → f strongly in W−1,xEM (Q). Indeed, let ε > 0 be given. Writing

f =
∑
|α|≤1

Dα
xf

α
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for all |α| ≤ 1, there exists gα ∈ D(Q) such that, ‖fα − gα‖M,Q ≤
ε

2N+2 . Moreover,

by setting g =
∑
|α|≤1D

α
x g

α, we see that for any g ∈ D(Q), and so there exists

ϕ ∈
⋃∞
n=1 Vn such that ‖g − ϕ‖∞,Q ≤ ε

2meas(Q) . We deduce then

‖fα − gα‖W−1,xEM (Q) ≤
∑
|α|≤1

‖fα − gα‖M,Q + ‖g − ϕ‖∞,Q

Now, let us consider the following approximate problem:
un ∈ Vn; ∂un

∂t ∈ L
1(0, T, Vn);

un(x, 0) = un(x, T ) ;

and for all ϕ ∈ Vn∫
Q
∂un

∂t ϕdxdt+
∫
Q
a(x, t,∇un)∇ϕdxdt =

∫
Q
fnϕdxdt

(4.2)

See the appendix for the prove of the existence of un ∈ Vn.
Step 3: a priori estimates
Let as prove that:

‖un‖W 1,x
0 LM (Q) ≤ C ;

∫
Q

a (x, t,∇un)∇un dx ≤ C
′

(4.3)

and

a (x, t,∇un) is bounded in (LM (Q))
N

(4.4)

where here C,C
′

are a positives constants not depending on n.

Proof. Taking un as a test function in (4.2), then using periodicity condition and
young inequality we have∫

Q

a(x, t,∇un)∇undxdt ≤
1

ε
‖fn‖M,Q + ε‖un‖M,Q.

By using (3.2) and applying Poinccare inequality there exist C1 > 0 such that

α

∫
Q

M
( |∇un|

λ
)dxdt ≤ ‖fn‖M,Q + εC1

∫
Q

M
( |∇un|

λ
)dxdt.

By a choice of ε and the fact that ‖fn‖M,Q ≤ C we obtain∫
Q

M
( |∇un|

λ
)dxdt ≤ C. (4.5)

This implies that (un) is bounded in W 1,x
0 LM (Q) and so in L2(Q). By using (3.1)

and (4.5) we can conclude that there exist a constant C
′
> 0 such that∫

Q

a(x, t,∇un)∇undxdt ≤ C
′
; (4.6)

To prove that a(x, t,∇un) is bounded in (LM (Q))N , let ϕ ∈ (EM (Q))N with
‖ϕ‖M,Q = 1. By (3.2) we have∫

Q

(a(x, t,∇un)− a(x, t, ϕ))(∇un, ϕ)dxdt > 0
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which gives∫
Q

a(x, t,∇un)ϕ <

∫
Q

a(x, t,∇un)∇undxdt−
∫
Q

a(x, t, ϕ)(∇un − ϕ)dxdt

Using (3.1) and (4.3) we can easily see that∫
Q

a(x, t,∇un)ϕ < C

and so a(x, t,∇un) is bounded in (LM (Q))N .
Thus for a subsequence still denote un and for some h ∈ (LM (Q))N :

un ⇀ u weakly in W 1,x
0 LM (Q) for σ (ΠLM ,ΠEM ) , (4.7)

and weakly in L2(Q).

a(x, t,∇un) ⇀ h weakly in (LM (Q))N for σ (ΠLM ,ΠEM ) (4.8)

�

Step 4: Almost everywhere convergence of the gradient.
For all ϕ ∈ C1(0, T,D(Ω)), we get by (4.2) and (4.8) that

−
∫
Q

u
∂ϕ

∂t
+

∫
Q

h∇ϕdxdt =

∫
Q

f∇ϕdxdt. (4.9)

We can see by taking ϕ arbitrary in D(Q) that ∂u
∂t ∈W

−1,xLM (Q), then by theorem
(2.4) there exist a subsequence denote vk ∈ D(Q) such that:

vk → u in W 1,x
0 LM (Q) ∩ L2(Q) and

∂vk
∂t
→ ∂u

∂t
in W−1,xLM (Q) + L2(Q)

for the modular convergence, then by lemma (2.6), we have vk → u in C([0, T ], L2(Ω))
and so u ∈ C([0, T ], L2(Ω)).
From (4.2), (3.7) we have

lim sup
n→∞

∫
Q

a(x, t,∇un)∇un − h∇vkdxdt

≤ lim sup
n→∞

(
−
∫
Q

∂un
∂t

undxdt
)

+

∫
Q

∂vk
∂t

udxdt

+ lim sup
n→∞

∫
Q

(
fnundxdt−

∫
Q

fnvk
)
dxdt

= lim sup
n→∞

( ∫
Q

∂un
∂t

(vk − un)dxdt
)

+

∫
Q

f(u− vk)dxdt

where we have used the fact that

−
∫
Q

∂vk
∂t

udxdt = lim
n→∞

−
∫
Q

∂vk
∂t

undxdt

= lim
n→∞

−
∫
Q

∂un
∂t

vkdxdt+

∫
Ω

[
un(t)vk(t)

]T
0
dx
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then the periodicity condition imply

−
∫
Q

∂vk
∂t

udxdt = lim
n→∞

−
∫
Q

∂un
∂t

vkdxdt.

For the first term in the right hand sand we have

lim sup
n→∞

∫
Q

∂un
∂t

(vk − un)dxdt = lim sup
n→∞

(
− 1

2

d

dt

∫
Q

(un(t)− vk(t))2dxdt
)

+ lim sup
n→∞

∫
Q

∂vk
∂t

(vk − un)dxdt

= lim sup
n→∞

(
− 1

2

∫
Ω

[
un(t)− vk(t))2

]T
0
dx
)

+ lim sup
n→∞

∫
Q

∂vk
∂t

(vk − un)dxdt

the fact that ∂vk
∂t ∈ EM (Q) and vk → u gives

lim sup
k→∞

lim sup
n→∞

∫
Q

∂vk
∂t

(vk − un)dxdt = 0.

By periodicity condition we have

lim sup
k→∞

lim sup
n→∞

∫
Q

∂un
∂t

(vk − un)dxdt = 0.

Then we obtain

lim sup
n→∞

∫
Q

a(x, t,∇un)∇undxdt =

∫
Q

h∇vkdxdt+

∫
Q

f(u− vk)dxdt

Having in mind that vk converge strongly to u in W 1,x
0 LM (Q) for the modular con-

vergence, we can pass to the limit sup in k, to deduce

lim sup
k→∞

lim sup
n→∞

∫
Q

a(x, t,∇un)∇un =

∫
Q

h∇vdxdt. (4.10)

Fix a real number r > 0 and any k ∈ N, we denote by χrk and χr the character-
istic functions of Qrk = {(x, t) ∈ Q : |∇vk| 6 r} and Qr = {(x, t) ∈ Q: |∇u| 6 r},
respectively. We also denote by ε(n, k, s) all quantities (possibly different)such that

lim
s→∞

lim
k→∞

lim
n→∞

ε(n, k, s) = 0,

and this will be the order in which the parameters we use will tend to infinity, that
is, first n, then k, and finally s. Similarly, we will write only ε(n), or ε(n, k), . . . to
mean that the limits are only on the specified parameters.
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Taking s ≥ r one has

0 ≤
∫
Qr

(
a(x, t,∇un)− a(x, t,∇u

)(
∇un −∇u

)
dxdt

≤
∫
Qs

(
a(x, t,∇un)− a(x, t,∇u

)(
∇un −∇u

)
dxdt

=

∫
Qs

(
a(x, t,∇un)− a(x, t,∇uχs

)(
∇un −∇uχs

)
dxdt

≤
∫
Q

(
a(x, t,∇un)− a(x, t,∇uχs

)(
∇un −∇uχs

)
dxdt.

On the other hand∫
Q

[a (x, t,∇un)− a (x, t,∇uχs)] [∇un −∇uχs] dxdt

=

∫
Q

[a (x, t,∇un)− a (x, t,∇vkχsk)]

× [∇un −∇vkχsk] dxdt

+

∫
Q

a (x, t,∇vkχsk) [∇un −∇vkχsk] dxdt

+

∫
Q

a (x, t,∇un) [∇vkχsk −∇uχs] dxdt

+

∫
Q

a (x, t,∇uχs) [∇uχs −∇un] dxdt

= I1 + I2 + I3 + I4.

We shall go to the limit in all integrals Ii (for i=1, 2, 3, 4) as first n, then k, and
finally s tend to infinity.
Starting with I2 and letting n → ∞, since ∇un ⇀ ∇u in LM (Q)N by Lebesgue
theorem we get that

I2 =

∫
Q

a (x, t,∇vkχsk) [∇u−∇vkχsk] dxdt+ ε(n).

Letting then k →∞ this imply

I2 =

∫
{|∇u|>s}

a (x, t, 0)∇udxdt+ ε(n, k).

Finally we deduce when s tends to infinity that

I2 = ε(n, k, s). (4.11)

For I3 we have by letting n→∞ and using (4.8) that

I3 =

∫
Q

h(∇vkχsk −∇uχs)dxdt
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and so, by letting k → ∞ in the integral of the last side and using the fact that

∇vkχsk → ∇uχs strongly in (EM (Q))
N

, we deduce that I2 = ε(n, k). For the fourth
term I4, we have, by letting n→∞,

I4 = −
∫
{|∇u|>s}

a(x, t, 0)∇udxdt+ ε(n),

and since the first term of the last side tends to zero as s → ∞, we obtain I4 =
ε(n, k, s). We have then proved that∫

Q

[a (x, t,∇un)− a (x, t,∇uχs)] [∇un −∇uχs] dxdt

=

∫
Q

[a (x, t,∇un)− a (x, t,∇vkχsk)] [∇un −∇vkχsk] dxdt

+ ε(n, k, s).

Finally we can deduce that

0 ≤
∫
Qr

(
a(x, t,∇un)− a(x, t,∇u

)(
∇un −∇u

)
dxdt (4.12)

≤
∫
Q

[a (x, t,∇un)− a (x, t,∇vkχsk)] [∇un −∇vkχsk] dxdt+ ε(n, k, s)

we can write∫
Q

[a (x, t,∇un)− a (x, t,∇vkχsk)] [∇un −∇vkχsk] dxdt =

∫
Q

a(x, t,∇un)∇undxdt

−
∫
Q

(a(x, t,∇un)− a(x, t,∇vkχsk)∇vkχskdxdt

= J1 + J2 + J3. (4.13)

First all we have by using (4.10) that

lim sup
k→∞

lim sup
n→∞

J1 =

∫
Q

h∇udxdt. (4.14)

For J2, letting first n→∞ then k, and using Lebesgue theorem hence∇vkχsk → ∇uχs

strongly in (EM (Q))
N

we get

J2 = −
∫
Q

(h− a(x, t,∇uχs))∇uχsdxdt+ ε(n, k).

We can easily see that

J2 = −
∫
Qs

(h− a(x, t,∇u))∇udxdt+ ε(n, k). (4.15)

Letting n→∞ on J3 we have

J3 = −
∫
Qs

a(x, t,∇u)∇udxdt−
∫
{|∇u|>s}

a(x, t, 0)∇udxdt. (4.16)
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Finally by combining (4.13), (4.14), (4.15), (4.16) we conclude that∫
Q

[a (x, t,∇un)− a (x, t,∇vkχsk)] [∇un −∇vkχsk] dxdt = (4.17)

= −
∫
{|∇u|>s}

a(x, t, 0)∇udxdt+ ε(n, k)

So, when s tend to infinity (4.12) and( 4.17) gives

lim
n→∞

∫
Qr

(
a(x, t,∇un)− a(x, t,∇u

)(
∇un −∇u

)
dxdt = 0

and thus, as in the elliptic case see [3], we deduce that, for a subsequence still denoted
by un,

∇un → ∇u a.e. in Q (4.18)

Since a(x, t, .) is continuous then

a(x, t,∇un)→ a(x, t,∇u) a.e in Q

If we take in consideration that a(x, t,∇un) is bounded in (LM (Q))N we have by
lemma (4.4) of [19] that

a(x, t,∇un) ⇀ a(x, t,∇u) weakly in (LM (Q))N .

Therefore, we get for all ϕ ∈ C1([0, T ],D(Ω)),

−
∫
Q

u
∂ϕ

∂t
dxdt+

∫
Q

a(x, t,∇u)∇ϕdxdt =< f,ϕ >Q (4.19)

Step 5: Passage to the limit
Going back to the approximating equations (4.2), then we obtain in the sense of
distribution when n tend to infinity that

∂u

∂t
− div(a(x, t,∇u)) = f(x, t) and u(x, t) = 0

Furthermore, by the fact that ∂un

∂t →
∂u
∂t in W−1,xLM (Q) + L2(Q) for the modular

convergence and we have already that un → u in W 1,x
0 LM (Q)∩L2(Q) for the modular

convergence, then by lemma (2.6) we get un → u in C([0, T ], L2(Ω), so using the
periodicity condition, since

<
∂u

∂t
, u >= lim

n→∞
<
∂un
∂t

, un >=
1

2
[un(T )2 − un(0)2] = 0

we deduce finally

u(x, 0) = u(x, T ) in Ω.

Then the proof of theorem (3.1) is completed.
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5. Appendix

let us consider the following approximate problem:
un ∈ Vn; ∂un

∂t ∈ L
1(0, T, Vn);

un(x, 0) = un(x, T ) ;

and for all ϕ ∈ Vn∫
Q
∂un

∂t ϕdxdt+
∫
Q
a(x, t,∇un)∇ϕdxdt =

∫
Q
fnϕdxdt

(5.1)

we will use the point fixed theorem due to Leray-Schauder to prove the existence of
solution, for that let us consider the following initial boundary value problem

∂un

∂t +A(un) = fn

un(x, t) = 0

un(0) = u0n

(5.2)

where u0n in Vn. And let Bn(0, R) be a closed ball in the space Vn with the norm ‖.‖.
We define the Poincarré operator by

P : Bn(0, R)→ Bn(0, R)

u0n 7→ un(T )

We have to prove that P is continuous and relatively compact (i.e find the existence
of a constant R > 0 such that ‖u0n‖ ≤ R→ ‖un(T )‖ ≤ R .
let consider ϕ = un in (4.2) we have∫

Ω

∂un
∂t

undx+

∫
Ω

a(x, t,∇un)∇undx =

∫
Ω

fnundx.

Using Hölder inequality to the term in the left hide sand we get∫
Ω

∂un
∂t

undx+

∫
Ω

a(x, t,∇un)∇undx ≤ 2‖fn‖M,Ω‖un‖M,Ω.

Then we can easily see that for ε > 0 there exist a constant c(ε) such that

1

2

d

dt

∫
Ω

(un(t))2dx+

∫
Ω

a(x, t,∇un)∇undx ≤ C(ε)‖fn‖2M,Ω
+ ε‖un‖2M,Ω

Using (3.2) we obtain

1

2

d

dt

∫
Ω

(un(t))2dx+ α

∫
Ω

M(
|∇un|
λ

)dx ≤ C(ε)‖fn‖2M,Ω
+ ε‖un‖2M,Ω.

By lemma 5.7 of [19] there exist two positive constants δ, λ such that∫
Q

M(v)dxdt ≤ δ
∫
Q

M(λ|∇v|)dxdt for all v ∈W 1,x
0 LM (Q).

Then for c1 > 0 we obtain

1

2

d

dt

∫
Ω

(un(t))2dx+ αc1

∫
Ω

M(|un|)dx ≤ C(ε)‖fn‖2M,Ω
+ ε‖un‖2M,Ω
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Using now (3.5), and by the choice of ε we can easily see that there exist c2 > 0 such
that

1

2

d

dt

∫
Ω

(un(t))2dx+ c2‖un‖2 ≤ C(ε)‖fn‖M,Ω

Multiplying by ec2t and integrating by part we obtain

ec2T ‖un(T )‖2 ≤ 2‖fn‖M,Q +R2

we choice R such that R2 > 2e−c2T

1−e−c2T we deduce the existence of R > 0.

Now we pass to prove the continuity of P , for that we consider u0n and ν0n two
sequences in Bn(0, R) , by taking ϕ = un − νn such that un and νn satisfy (4.2) we
get

1

2

d

dt

∫
Q

(un(t)− νn(t))2dxdt+

∫
Q

(a(x, t,∇un)− a(x, t,∇νn)(∇un −∇νn)dx = 0

then using (3.2), we can write

‖un(T )− νn(T )‖2 ≤ ‖u0n − ν0n‖2.
Finally we deduce the continuity of P , hence by the point fixed argument there exist
un solution of (4.2) satisfy un(T ) = un(0). �
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[15] Gwiazda, Wittbold, P., Wróblewska-Kamińska, P., Zimmermann, A., Renormalized solu-
tions of nonlinear elliptic problems in generalized Orlicz spaces, J. Differential Equations,
253(2012), 635-666.
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Existence of periodic solutions to fractional
p(z)-Laplacian parabolic problems

Ghizlane Zineddaine , Abderrazak Kassidi and Said Melliani

Abstract. We consider a class of nonlinear parabolic initial boundary value prob-
lems having the fractional p(z)-Laplacian operator. By combining variable expo-
nent fractional Sobolev spaces with topological degree theory, we establish the
existence of a time-periodic non-trivial weak solution.
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1. Introduction and motivation

The main objective of this investigation is to analyse the existence of a time-
periodic non-trivial weak solution for a nonlinear parabolic equation containing a
fractional p(z)-Laplacian operator. The model for this investigation can be described
as follows 

∂w

∂t
+ (−4)σp(z)w = ξ(z, t) in Q := Ω× (0, T ),

u(z, 0) = u(z, T ) on Ω
w(z, t) = 0 on ∂Q :=

(
RN\Ω

)
× (0, T ),

(1.1)

where Ω ⊂ RN (N ≥ 2) is a bounded open set with smooth boundary ∂Ω, T > 0 is

the period, σ ∈ (0, 1), ξ ∈ V∗ := L(p−)′
(
0, T ;W∗

)
, with V := Lp

−(
0, T ;W

)
, and let

p ∈ C(RN × RN ) satisfying

1 < p− = min
(z,y)∈Ω×Ω

p(z, y) ≤ p(z, y) ≤ p+ = max
(z,y)∈Ω×Ω

p(z, y) < +∞, (1.2)
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p is symmetric i.e.

p(z, y) = p(y, z), for all (z, y) ∈ Ω× Ω,

we denote by
p̃(z) = p(z, z), for every z ∈ Ω. (1.3)

Here, the main operator (−∆)σp(z) is the fractional p(z)-Laplacian which is non-local

operator described on smooth functions by

(−∆)σp(z)w(z) = p.v.

∫
RN\Bε(z)

|w(z)− w(y)|p(z,y)−2(w(z)− w(y))

|z − y|N+σp(z,y)
dy,

where z ∈ RN , p.v. is a commonly used abbreviation in the principal value sense,
Bε(z) :=

{
y ∈ RN : |z − y| < ε

}
. As far as we know, the introduction of this

operator can be credited to Kaufmann et al. [26]. In their work, the authors extended
the Sobolev spaces with variable exponents to the fractional case and demonstrated
a compact embedding theorem. Additionally, they applied this development to es-
tablish the existence and uniqueness of weak solutions for the following fractional
p(x)-Laplacian problem{

(−∆)sp(z)u+ |u|q(z)−2u = f(z) in Ω

u = 0 on ∂Ω

where f ∈ La(z)(Ω) for some a(x) > 1.
Recently, considerable attention has been paid to the study of fractional p(z)-

Laplacian and non-local differential problems. The importance of studying equations
similar to (1.1) goes beyond mathematical interests and finds applications in various
fields of modern applied science, including phase continuum mechanics, fluid dynam-
ics, image processing, game theory, transition phenomena and population dynamics.
These problems arise as a natural consequence of the stochastic stabilization of Lévy
processes, as evidenced by the works of [7, 28, 32] and other relevant references.

Of particular note is the seminal work of Caffarelli and Silvestre [18], who intro-
duced the concept of the σ-harmonic extension to describe the fractional Laplacian
operator. This development has led to significant progress in the understanding of
elliptic problems associated with the fractional Laplacian. Notable advances in this
context can be found in references such as [23, 36] and related sources. Furthermore,
for hyperbolic problems, important contributions have been made by [14, 33], while
the Camassa-Holm system has been treated by [30]. Taken together, these studies
emphasise the relevance and wide-ranging applications of such non-local operators in
various scientific fields.

The study of parabolic equations involving fractional Laplacian operators has at-
tracted considerable interest in recent years, mainly due to their prevalence in various
phenomena in physics, ecology, biology, geophysics, finance and other fields charac-
terized by non-Brownian scaling.

An essential and highly recommended work in this area is the book by Bisci
et al. [15], which provides a comprehensive and in-depth introduction to the study
of fractional problems. Building on this foundation, several previous studies have
focused on the study of specific instances of the problem (1.1). In particular, we will
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now review some of the key results of previous research on parabolic problems (1.1)
with initial conditions w0.

In [16], Boudjeriou consider a non-local diffusion equation involving the frac-
tional p(z)-Laplacian with nonlinearities of the variable exponent type. By employ-
ing the subdifferential approach, the author ensured the existence of local solutions.
Thereafter, there obtained the existence of global solutions and the explosion of so-
lutions in finite time via the potential well theory and the Nehari manifold. there
then studed the asymptotic stability of global solutions when time goes to infinity in
certain Lebesgue spaces with variable exponents. The case of p = p(z) and s → 1−,
problem (1.1), with an initial data w0 ∈ L2, was studied by Hammou [25] by apply-
ing the theory of topological degrees. In this direction, we also refer to [24, 29] and
references therein for the interested reader.

Concurrently, there was comprehensive research in the literature on periodic
solutions. In the book by Lions [29], a qualitative investigation of periodic solutions
to the problem (1.1) was conducted when p(z, y) = p and σ = 1 is an integer. The
author explored the existence, regularity, and uniqueness of weak periodic solutions
to (1.1) under the condition that f ∈ Lp′

(
0, T ;W−1,p′(Ω)

)
, where p′ is the conjugate

exponent of p.

In a more recent study, Pucci, Xiang, and Zhang [35] employed standard tech-
niques to demonstrate the existence of periodic solutions for a similar initial-boundary
value problem involving fractional p-Laplacian parabolic equations (1.1), but with an
additional Kirchhoff term. For further details, interested readers can also refer to [37]
and [39]. In [31], by means of the sub-differential approach, Mazăn et al. established
the existence and uniqueness of strong solutions for the following diffusion problems
implying a nonlocal fractional p-Laplacian operator

∂w

∂t
+ (−∆)σpw = 0, in Ω, t > 0, (1.4)

with Ω ⊆ RN , N ≥ 1, σ ∈ (0, 1) and p ∈ (1,∞). In addition, the authors also
prove that when p 6= 2 and s tends to 1−, after inserting a normalizing constant, the
equation (1.4) is simplified to the following evolution equation wt−∆pw = 0 implying
the p-Laplacian. For all 2 < p ≤ 2∗σ = 2N/(N − 2σ) and σ ∈ (0, 1), N > 2σ, Fu and
Pucci [22] tackled the following problem

∂w(z, t)

∂t
+ (−∆)σw(z, t) = |w(z, t)|p−2w(z, t), z ∈ Ω, t > 0,

u(z, 0) = w0(z), z ∈ Ω,
w(z, t) = 0, z ∈ RN\Ω, t > 0.

Basing on the potential well theory, they showed the existence of global weak solutions
to the considered problem. Thereafter, they obtained the vacuum isolating and blow-
up of strong solutions.

Taking inspiration from previous research, we employ topological degree theory
to establish the existence of periodic weak solutions for the nonlinear parabolic prob-
lems (1.1), which involve the fractional p(z)-Laplacian operator. To the best of our
knowledge, these problems have not been addressed in earlier studies. We transform
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this fractional parabolic problem into a new problem governed by an operator equa-
tion of the form Nw + Φw = ξ, where N is a densely defined monotone maximal
linear operator, and Φ is a demicontinuous bounded map of type (S+) with respect
to the domain of N .

The topological degree theory for perturbations of linear maximal monotone
mappings and its application to a class of parabolic problems were proposed by
Berkovits and Mustonen in 1991, as described in [13]. This method has been ex-
tensively employed by various authors to study nonlinear parabolic problems and has
proven to be a highly effective tool. For more details, interested readers can refer to
the works [4, 5, 8, 9]. For additional background information and applications of this
theory, readers can consult the articles [3, 1, 2, 6, 12, 20].

The organization of this paper is as follows: Section 2 presents essential pre-
liminary results and related lemmas that will be utilized in subsequent sections. In
Section 3, we provide the proof of the main results of this paper.

2. Preliminary results

In this section, we initiate by introducing the necessary functional framework
to explore the problem (1.1). Additionally, we provide essential explanations and
characteristics of topological degree theory that are pertinent to our objective.

Let Ω be a bounded open subset of RN , N ≥ 2, we denote

C+(Ω) =
{
p(·) : Ω→ R such that p− ≤ p(z) ≤ p+ < +∞

}
,

where

p− := ess inf
z∈Ω

p(z); p+ := ess sup
z∈Ω

p(z).

We define the Lebesgue space with variable exponents Lp(z)(Ω), as follows

Lp(z)(Ω) = {w : Ω→ R, measurable :

∫
Ω

|w|p(z)dz <∞},

endowed with the norm

‖w‖p(z) = inf
{
λ > 0 | %p(·)

( z
λ

)
≤ 1
}

where

%p(·)(w) =

∫
Ω

|w(z)|p(z)dz, for all w ∈ Lp(z)(Ω)(
Lp(z)(Ω), ‖ · ‖p(z)

)
is a Banach space, separable and reflexive. Its dual space is

Lp
′(z)(Ω), where 1

p(z) + 1
p′(z) = 1 for all z ∈ Ω. We have also the following result

Proposition 2.1. [21] For any w ∈ Lp(z)(Ω) we have

1. ‖w‖p(z) < 1 (= 1;> 1)⇔ %p(·)(w) < 1 (= 1;> 1),

2. ‖w‖p(z) ≥ 1⇒ ‖w‖p
−

p(z) ≤ %p(·)(w) ≤ ‖w‖p
+

p(z),

3. ‖w‖p(z) ≤ 1⇒ ‖w‖p
+

p(z) ≤ %p(·)(w) ≤ ‖w‖p
−

p(z).
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From this statement, we can infer the following inequalities

‖w‖p(z) ≤ %p(·)(w) + 1 and %p(·)(w) ≤ ‖w‖p
−

p(z) + ‖w‖p
+

p(z)

If p, q ∈ C+(Ω) such that p(z) ≤ q(z) for any z ∈ Ω, then there exists the continuous
embedding Lq(z)(Ω) ↪→ Lp(z)(Ω).

Following this, we will provide an introduction to fractional Sobolev spaces with
variable exponents, as introduced in the references [11, 26].

Suppose σ is a constant real number, where 0 < σ < 1, and let p and q be
two continuous functions mapping from the closed set Ω to the interval (0,∞). Addi-
tionally, assuming that the conditions (1.2) and (1.3) hold, we proceed to define the
fractional Sobolev space with a variable exponent using the Gagliardo approach in
the following manner

W = Wσ,q(z),p(z,y)(Ω) =
{
w ∈ Lq(z)(Ω) :∫

Ω×Ω

|w(z)− w(y)|p(z,y)

λp(z,y)|z − y|N+σp(z,y)
dzdy < +∞ for some λ > 0

}
We endow the space W with the norm given by

‖w‖W = ‖w‖q(z) + [w]σ,p(z,y),

where [ · ]σ,p(z,y) is a Gagliardo seminorm with variable exponent, which is defined as
follows

[w]σ,p(z,y) = inf
{
λ > 0 :

∫
Ω×Ω

|w(z)− w(y)|p(z,y)

λp(z,y)|z − y|N+σp(z,y)
dzdy ≤ 1

}
.

The space
(
W, ‖ · ‖W

)
is a Banach space (as referenced in [19]), and it possesses the

properties of separability and reflexivity (as mentioned in [11, Lemma 3.1]).

We define W0 as a subspace of W, obtained by taking the closure of C∞0 (Ω)
with respect to the norm ‖ · ‖W . This construction is based on [10, Theorem 2.1 and
Remark 2.1].

‖ · ‖W0
:= [ · ]σ,p(z,y)

is a norm on W0 which is equivalent to the norm ‖ · ‖W , and we have the compact
embedding W0 ↪→↪→ Lq(z)(Ω). Consequently, the space

(
W0, ‖ · ‖W0

)
is a Banach

space that is also separable and reflexive.
We define the modular %p(·,·) :W0 → R by

%p(·,·)(w) =

∫
Ω×Ω

|w(z)− w(y)|p(z,y)

|z − y|N+σp(z,y)
dzdy

The modular %p checks the following results

Proposition 2.2. [27] For any w ∈ W0 we have

(i) ‖w‖W0 ≥ 1⇒ ‖w‖p
−

W0
≤ %p(·,·)(w) ≤ ‖w‖p

+

W0
,

(ii) ‖w‖W0
≤ 1⇒ ‖w‖p

+

W0
≤ %p(·,·)(w) ≤ ‖w‖p

−

W0
.
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Afterwards, we present the devised approach to address the problem (1.1). For
a given time interval 0 < T <∞, we consider the functional space

V := Lp
−

(0, T ;W0),

that is a separable and reflexive Banach space with the norm

|w|V =
(∫ T

0

‖w‖p
−

W dt
) 1

p−
.

In view of [38], we can clearly establish that the norm |w|V is equivalent to the
following standard norm

‖w‖ := ‖w‖V =
(∫ T

0

‖w‖p
−

W0
dt
) 1

p−
.

For reader’s convenience, we start by recalling some results and properties from the
Berkovits and Mustonen degree theory for demicontinuous operators of generalized
(S+) type in real separable reflexive Banach Z.
In what follows, We respectively denote by Z∗ the topological dual of the Banach
space Z with continuous dual pairing 〈 · , · 〉 and ⇀ represents the weak convergence.
Given a nonempty subset Ω of Z.
Let A from Z to 2Z

∗
be a multi-values mapping. We designate by Gr(A) the graph

of A, i.e.

Gr(A) =
{

(w, v) ∈ Z × Z∗ : v ∈ A(w)
}
.

Definition 2.3. The multi-values mapping A is called

1. monotone, if for each pair of elements (η1, θ1), (η2, θ2) in Gr(A), we have the
inequality

〈θ1 − θ2, η1 − η2〉 ≥ 0.

2. maximal monotone, if it is monotone and maximal in the sense of graph inclusion
among monotone multi-values mappings from Z to 2Z

∗
. The last clause has an

analogous variant in that, for each (η0, θ0) ∈ Z×Z∗ for which 〈θ0−θ, η0−η〉 ≥ 0,
for all (η, θ) ∈ Gr(A), we have (η0, θ0) ∈ Gr(A).

Let Y be another real Banach space.

Definition 2.4. A mapping Φ : D(Φ) ⊂ Z → Y is said to be

1. demicontinuous, if for each sequence (wn) ⊂ Ω, wn → w implies Φ(wn) ⇀ Φ(w).
2. of type (S+), if for any sequence (wn) ⊂ D(Φ) such that wn ⇀ w and

lim sup
n→∞

〈Φwn, wn − w〉 ≤ 0, we have wn → w.

Let N : D(N ) ⊂ Z → Z∗ be a linear maximal monotone map such that D(N )
is dense in Z.
In the following, for each open and bounded subset O on Z, we consider classes of
operators :

FO(Ω) :=
{
N + Φ : O ∩D(N )→ Z∗ | Φ is bounded, demicontinuous

and of type (S+) with respect to D(N ) from O to Z∗
}
,
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HO :=
{
N + Φ(t) : O ∩D(L)→ Z∗ | Φ(t) is a bounded homotopy

of type (S+) with respect to D(N ) from O to Z∗
}
.

Remark 2.5. [13] Remark that the class HO contains all affine homotopy

N + (1− t)Φ1 + tΦ2 with (N + Φi) ∈ FO, i = 1, 2.

The following theorem provides the notion of the Berkovits and Mustonen topo-
logical degree for a class of demicontinuous operators satisfying the condition (S+),
which is the main key to the existence proof, for more details see [13].

Theorem 2.6. Let N be a linear maximal monotone densely defined map from D(N ) ⊂
Z to Z∗ and

M =
{

(F,G, ψ) : F ∈ FO, O an open bounded subset in Z,

ψ 6∈ F
(
∂O ∩D(N )

)}
.

There is a unique degree function d : M−→ Z which satisfies the following properties
:

1. (Normalization) N +J is a normalising map, where J is the duality mapping
of Z into Z∗, that is, d(N + J ,O, ψ) = 1, when ψ ∈ (N + J )(O ∩D(N )).

2. (Additivity) Let Φ ∈ FO. If O1 and O2 are two disjoint open subsets of O such
that ψ 6∈ Φ

(
(O\(O1 ∪ O2)) ∩D(L)

)
then we have

d(Φ,O, ψ) = d(Φ,O1, ψ) + d(Φ,O2, ψ).

3. (Homotopy invariance) If Φ(t) ∈ HO and ψ(t) 6∈ Φ(t)(∂O ∩ D(N )) for every
t ∈ [0, 1], where ψ(t) is a continuous curve in Z∗, then

d(Φ(t),O, ψ(t)) = constant, for all t ∈ [0, 1].

4. (Existence) if d(Φ,O, ψ) 6= 0, then the equation Φw = ψ has a solution in
O ∩D(N ).

Lemma 2.7. Let N + Φ ∈ FZ and ψ ∈ Z∗. Suppose that there is R > 0 such as

〈Nw + Φw − ψ,w〉 > 0, (2.1)

for each w ∈ ∂BR(0) ∩ D(N ). Hence

(N + Φ)(D(N )) = Z∗. (2.2)

Proof. Let ε > 0, θ ∈ [0, 1] and

Sε(θ, w) = Nw + (1− θ)Jw + θ(Φw + εJw − ψ).

As 0 ∈ N (0) and applying the boundary condition (2.1), we have

〈Sε(θ, w), w〉 =
〈
θ(Nw + Φw − ψ,w〉+ 〈(1− θ)Nw + (1− θ + ε)Jw,w

〉
≥
〈
(1− θ)Nw + (1− θ + ε)Jw,w

〉
= (1− θ)

〈
Nw,w

〉
+ (1− θ + ε)

〈
Jw,w

〉
≥ (1− θ + ε)‖w‖2 = (1− θ + ε)R2 > 0.
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Which means that 0 6∈ Sε(θ, w). As J and Φ+εJ are bounded, continuous and of type
(S+), {Sε(θ, ·)}θ∈[0,1] is an admissible homotopy. Hence, by using the normalisation
and invariance under homotopy, we get

d(Sε(θ, ·), BR(0), 0) = d(N + J , BR(0), 0) = 1.

As a result, there is wε ∈ D(N ) such that 0 ∈ Sε(θ, ·).
If we take θ = 1 and when ε→ 0+, then we have ψ = Nw+Φw for certain w ∈ D(N ).
As ψ ∈ Z∗ is of any kind, we deduce that (N + Φ)(D(N )) = Z∗. �

3. Main result

To demonstrate the existence of a weak periodic solution for (1.1), we employ
compactness methods. Initially, we transform this nonlinear parabolic problem into a
new one governed by an operator equation of the type Nw + Φw = ξ. Subsequently,
we employ the theory of topological degrees to further investigate the problem.

In this context, we take into consideration the mapping Φ: V −→ V∗, where

〈Φw,ϕ〉 =

∫ T

0

∫
Ω×Ω

|w(z, t)− w(y, t)|p(z,y)−2(w(z, t)− w(y, t))

× (ϕ(z, t)− ϕ(y, t))L(z, y)dzdydt, (3.1)

for all v ∈ V, with L(z, y) = |z − y|−N−σp(z,y).
The central outcome of this investigation is encapsulated in the subsequent theorem.

Theorem 3.1. Assuming that ξ ∈ V∗ and u(z, 0) = u(z, T ) ∈ L2(Ω) are satisfied, the
problem (1.1) admits at least one weak periodic solution u ∈ D(N ) in the following
sense

−
∫
Q

uϕtdzdt+ 〈Φw,ϕ〉 =

∫
Q

hϕdzdt, (3.2)

for each ϕ ∈ V.

To prove Theorem 3.1, we initially relied on the subsequent technical lemma

Lemma 3.2. For 0 < σ < 1 and 2 < p− ≤ p(z, y) < +∞, the operator Φ defined in
(3.1) possesses the following properties

(i) It is bounded and demicontinuous.
(ii) It is strictly monotone.
(iii) It is of type (S+).

Proof. (i) As in [23], the operator given by

〈Bu, ϕ〉 =

∫
Ω×Ω

|w(z, t)− w(y, t)|p(z,y)−2(w(z, t)− w(y, t))

× (ϕ(z, t)− ϕ(y, t))L(z, y)dzdy, ∀w,ϕ ∈ W0
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is well defined, bounded, continuous.
Furthermore, the form B gives rise to a Nemytskii operator that inherits the afore-
mentioned properties, implying that the nonlinear operator Φ is bounded and demi-
continuous.
(ii) Thanks to Perera et al. [34, Lemma 6.3], It is sufficient to show that

〈Φw,ϕ〉 ≤ ‖w‖p
±−1‖ϕ‖ for all w,ϕ ∈ V

Additionally, the equality holds if and only if δw = γϕ for some δ, γ ≥ 0, with both
not being zero simultaneously.
Applying Hölder’s inequality, we obtain (without loss of generality, we can assume
that β(z, y) = p(z, y)− 1)

〈Φw,ϕ〉 ≤
∫ T

0

∫
Ω×Ω

|w(z, t)− w(y, t)|p(z,y)−1|ϕ(z, t)− ϕ(y, t)|

× L(z, y)dzdydt ≤ ‖w‖p
±−1‖ϕ‖,

where p± =

 p+ if ‖w‖ ≥ 1

p− if ‖w‖ < 1
The equivalence becomes apparent when δw = γϕ for any δ, γ ≥ 0, with both not

being zero simultaneously. Conversely, if 〈Φw, v〉 = ‖w‖p±−1‖ϕ‖, equality occurs in
both inequalities. Consequently, the equality in the second inequality results in

δ|w(z, t)− w(y, t)| = γ|ϕ(z, t)− ϕ(y, t)| a.e. in RN × RN × (0, T )

for each δ, γ ≥ 0, not both null. Therefore, the equality in the first inequality implies

δ(w(z, t)− w(y, t)) = γ(ϕ(z, t)− ϕ(y, t)) a.e. in RN × RN × (0, T ).

Since w and ϕ disappear a.e. in RN\Ω× (0, T ), it results that δw = γϕ a.e. in Q.
(iii) We still need to demonstrate that the operator Φ is of type (S+).
Let (wn)n be a sequence in D(Φ) such that wn ⇀ w in V

lim sup
n→∞

〈Φwn, wn − w〉 ≤ 0.

We want to demonstrate that wn → w in V.
From the weak convergence wn ⇀ w, lim sup

n→∞
〈Φwn − Φw,wn − w〉 ≤ 0 and (ii), we

infer

lim
n→+∞

〈Φwn, wn − w〉 = lim
n→+∞

〈Φwn − Φw,wn − w〉 = 0. (3.3)

According to the compact embedding W0 ↪→↪→ Lp(z)(Ω) and [29, Theorem 5.1] in-

forms us that V ↪→↪→ Lp
−

(Q). Consequently, there is a subsequence still referred to
as (wn), such that

wn(z, t)→ w(z, t), a.e. (z, t) ∈ Q. (3.4)
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Thus, we have from the Fatou lemma and (3.4)

lim inf
n→+∞

∫ T

0

∫
Ω×Ω

|wn(z)− wn(y)|p(z,y)L(z, y)dzdydt

≥
∫ T

0

∫
Ω×Ω

|w(z)− w(y)|p(z,y)L(z, y)dzdydt, (3.5)

On the other hand, By using the Young inequality, there is a positive constant C such
that

〈Φwn, wn − w〉 =

∫ T

0

∫
Ω×Ω

|wn(z, t)− wn(y, t)|p(z,y)L(z, y)dzdydt

−
∫ T

0

∫
Ω×Ω

|wn(z, t)− wn(y, t)|p(z,y)−2(wn(z, t)− wn(y, t))

× (w(z, t)− w(y, t))L(z, y)dzdydt (3.6)

≥
∫ T

0

∫
Ω×Ω

|wn(z, t)− wn(y, t)|p(z,y)L(z, y)dzdydt

−
∫ T

0

∫
Ω×Ω

|wn(z, t)− wn(y, t)|p(z,y)−1|w(z, t)− w(y, t)|L(z, y)dzdydt

≥ C
∫ T

0

∫
Ω×Ω

|wn(z, t)− wn(y, t)|p(z,y)L(z, y)dzdydt

− C
∫ T

0

∫
Ω×Ω

|w(z, t)− w(y, t)|p(z,y)L(z, y)dzdydt,

by (3.5), (3.3) and (3.6), we drive

lim
n→+∞

∫ T

0

∫
Ω×Ω

|wn(z, t)− wn(y, t)|p(z,y)L(z, y)dzdydt

=

∫ T

0

∫
Ω×Ω

|w(z, t)− w(y, t)|pL(z, y)dzdydt. (3.7)

Combining (3.4), (3.7) with the Brezis-Lieb lemma [17], our conclusion has been in
place. �

We are now ready to prove Theorem 3.1.

Proof of Theorem 3.1. To demonstrate the existence of a weak solution to (1.1),
we aim to utilize the topological degree methods. To accomplish this objective, we
introduce

D(N ) =
{
ϕ ∈ V : ϕ′ ∈ V∗, ϕ(0) = 0

}
,

By exploiting the density property of C∞c (QT ) within V and considering that
C∞c (QT ) ⊂ D(N ), we can conclude that D(N ) densely exists in V. Now, let us
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examine the operator N : D(N ) ⊂ V −→ V∗ defined as follows

〈Nw,ϕ〉 = −
∫
Q

wϕdzdt, for all w ∈ D(N ), ϕ ∈ V.

Thereby, the operator N is generated by ∂/∂t by making of the relation

〈Nw,ϕ〉 =

∫ T

0

〈∂w(t)

∂t
, ϕ(t)

〉
dt, for each w ∈ D(N ), ϕ ∈ V.

Thanks to the outcome presented in [29, Lemma 1.1, p. 313], it can be deduced that
L qualifies as a maximal monotone operator. For further details, one may refer to the
comprehensive information provided in [40].
On a separate note, the fact that N is a monotone operator (i.e., 〈Nw,w〉 ≥ 0 for all
u ∈ D(N )) ensures that

〈Nw + Φw,w〉 ≥ 〈Φw,w〉

=

∫ T

0

∫
Ω×Ω

|w(z, t)− w(y, t)|p(z,y)−2(w(z, t)− w(y, t))2L(z, y)dzdydt

=

∫ T

0

∫
Ω×Ω

|w(z, t)− w(y, t)|p(z,y)L(z, y)dzdydt

≥ min {‖w‖p
−
, ‖w‖p

+

} (3.8)

for all w ∈ V.
From (3.8) the right hand side goes to infinity as ‖w‖ → ∞, as for each ξ ∈ V∗ there
exists R = R(h) for which

〈Nw + Φw − ξ, w〉 > 0 for all w ∈ BR(0) ∩ D(N ).

By relying on the principles established in Lemma 2.7, it follows that there exists an
element w ∈ D(N ) that serves as a solution to the operator equation Nw + Φw = ξ.
Consequently, this result indicates the existence of a weak periodic solution to the
problem (1.1). �
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Existence and asymptotic stability for
a semilinear damped wave equation with
dynamic boundary conditions involving
variable nonlinearity

Saf Salim , Nadji Touil and Abita Rahmoune

Abstract. We investigate the solvability of a class of quasilinear elliptic equations
characterized by a (p(x), k(x)) growth structure and nonlinear boundary condi-
tions, specifically in the context of Kelvin-Voigt damping with arbitrary data. Our
approach involves analyzing the problem within appropriate functional spaces,
utilizing Lebesgue and Sobolev spaces with variable exponents. In the first step,
we establish the existence and uniqueness of results for solutions to the model,
provided the data meet certain regularity conditions. Our methodology primarily
relies on fixed-point theory and Faedo-Galerkin techniques, incorporating some
novel strategies. In the second part, we consider scenarios with sufficiently large
data sets and show that the system’s energy grows exponentially.
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1. Introduction

Let Ω ⊂ Rn(n ≥ 1) be a bounded domain with a smooth boundary Γ = ∂Ω. In
this work, we deal with the existence and asymptotic behavior of weak solutions of a
weakly damped wave equation with dynamic boundary conditions and source terms
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involving nonlinearities with variable exponents. More specifically, let’s look at the
problem

utt (x, t)−∆u (x, t)− γ∆ut (x, t) = |u|p(x)−2
u (x, t) , x ∈ Ω, t > 0,

u (x, t) = 0, x ∈ Γ0, t > 0,

utt (x, t) = −a
(
∂u
∂ν (x, t) + γ ∂ut∂ν (x, t) + r |ut|k(x)−2

ut (x, t)
)
, x ∈ Γ1, t > 0,

u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ Ω,
(1.1)

where u = u (x, t) , t ≥ 0, γ, a and r are positive real numbers and −∆ represent the
Laplace operator with respect to the spatial variable. The boundary Γ of Ω is assumed
to be regular and the union of two closed and disjoint parts Γ0, Γ1, where Γ0 6= ∅ .
∂u
∂ν denotes the unit of the exterior normal derivative, u0, u1 are given functions and
the exponents k(.) and p(.) are given measurable functions on Ω to satisfy{

2 ≤ p1 ≤ p (x) ≤ p2 <∞,
2 ≤ k1 ≤ k (x) ≤ k2 <∞,

(1.2)

where we fix q on Ω for any given measurable function:

q2 = ess sup
x∈Ω

q (x) , q1 = ess inf
x∈Ω

q (x) . (1.3)

We also assume that the following uniform Zhikov-Fan local continuity condition holds

|p (x)− p (y)|+ |k (x)− k (y)| ≤ M

|log |x− y||
, for all x, y in Ω, (1.4)

with 0 < |x− y| < 1

2
, M > 0.

In recent years, many authors have engaged in the study of nonlinear hyperbolic,
parabolic and elliptic equations with a non-standard growth condition, since they are
applicable to real problems and many physical phenomena such as flows of electro-
rheological fluids or fluids with temperature-dependent viscosity, nonlinear viscoelas-
ticity, filtration processes through a porous media [3, 18], and the processing of digital
images [2, 7], and can all be associated with problem (1.1), more details on the subject
can be found in [19] and the other references contained therein. In the classical case
of constant exponent (k(x) =constant = p, p(x) =constant = p), this equation has its
origin in the nonlinear dynamic evolution of a viscoelastic rod that is fixed at one end
and has a tip mass attached to its free end [5, 14, 13], where the source term |u|p−2

u
forces the negative-energy solutions to explode in finite time, and the dissipation term

|ut|k−2
ut assures the existence (in time) of global solutions. The dynamic boundary

conditions represent Newton’s law for the attached mass [5, 4]. In two-dimensional
space, as shown in [15], boundary conditions of this kind appear when we consider
the transverse motion of a flexible membrane, the boundary of which is only allowed
to be affected by vibrations in one region. For other applications and related results,
we refer the reader to [9, 16, 1, 17]. The aim of this article is to consider a class
of nonlinear damped wave equations with dynamic boundary conditions and source
terms with variable exponents and to prove a local existence theorem and sufficient
conditions and initial data for the exponential energy increase to appear, indicate
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that this study is through the presence of the strong damping term −∆ut and the
variable exponents differs from those previously considered. For this reason, extensive
changes in the approaches are required.

2. Preliminaries

2.1. Function spaces

Throughout this paper, we assume that Ω is a bounded domain of Rn, n ≥ 1
with a smooth boundary Γ = ∂Ω. Let p (x) ≥ 2 be a measurable bounded function
defined in Ω. We introduce the set of functions

Lp(.)(Ω) =

u (x) : u is measurable in Ω, %p(.) (u) ≡
∫
Ω

|u (x)|p(x)
dx <∞

 .

The set Lp(.)(Ω) equipped with the norm (Luxemburg norm)

‖u‖p(.) = inf

λ > 0,

∫
Ω

∣∣∣u
λ

∣∣∣p(x)

dx ≤ 1

 ,

becomes a Banach space. The set C∞(Ω) is dense in Lp(.)(Ω), provided that the
exponent p(x) ∈ C0(Ω). Hölder’s inequality holds for the elements of these spaces in
the following form:∫

Ω

|u (x) v (x)|dx ≤
(

1

p1
+

1

q1

)
‖u‖p(x) ‖v‖q(x) ,

for all u ∈ Lp(.)(Ω), v ∈ Lq(.)(Ω) with p (x) ∈ [p1, p2] ⊂ (1,∞) , q (x) = p(x)
p(x)−1 ∈

[q1, q2] ⊂ (1,∞). With W
1,p(.)
0 (Ω) we denote the Banach space

W
1,p(.)
0 (Ω) =

{
u ∈ Lp(.)(Ω) | |∇u|p(x) ∈ L1(Ω), u = 0 on Γ = ∂Ω

}
.

An equivalent norm of W
1,p(.)
0 (Ω) is given by

‖u‖
W

1,p(.)
0 (Ω)

= ‖∇u‖p(.) =
∑
i

‖Diu‖
p(.)

+ ‖u‖p(.) ,

and W−1,p′(.)(Ω) is defined in the same way as the usual Sobolev spaces (see [8]).

Here we note that the space W
1,p(.)
0 (Ω) is usually defined differently for the variable

exponent case. The
(
W

1,p(.)
0 (Ω)

)′
is the dual space of W

1,p(.)
0 (Ω) with respect to

the inner product in L2(Ω) and is defined as W−1,q(.)(Ω), where 1
p(.)

+ 1
q(.) = 1. If

p ∈ C
(
Ω
)
, q : Ω → [1,+∞) is a measurable function and ess inf

x∈Ω
(p∗ (x)− q (x)) > 0

with p∗ (x) = np(x)
(n−p(x))2

, then W
1,p(.)
0 (Ω) ↪→ Lq(.)(Ω) is continuous and compact.
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Lemma 2.1. ([8]) If Ω is a bounded domain of Rn, p(.) ⊂ (1,∞) is a measurable
function on Ω, then

min
(
%p(.) (u)

1
p1 , %p(.) (u)

1
p2

)
≤ ‖u‖p(.) ≤ max

(
%p(.) (u)

1
p1 , %p(.) (u)

1
p2

)
, (2.1)

for any u ∈ Lp(.)(Ω).

Proposition 2.2. (See [12]) If Ω is a bounded domain in Rn, p ∈ C0,1
(
Ω
)
, 1 < p1 ≤

p (x) ≤ p2 < n. Then, for every q ∈ C(Γ) with 1 ≤ q(x) ≤ (n−1)p(x)
n−p(x) , there is a

continuous trace W 1,p(x)(Ω) → Lq(x)(Γ), when 1 ≤ q(x) << (n−1)p(x)
n−p(x) , the trace is

compact, and in particular, the continuous trace W 1,p(x)(Ω)→ Lp(x)(Γ) is compact.

2.2. Mathematical Hypotheses

We start this section by introducing some hypotheses and our main result. In
this paper we use standard function spaces and denote that ‖.‖q,Γ1

, ‖.‖p(.),Γ1
are the

Lq(Γ1) norm and the Lp(.)(Γ1) norm such that

‖u‖p(.),Γ1
=

∫
Γ1

|u (x)|p(x)
dΓ.

And we define (u, v) =
∫

Ω
u (x) v (x) dx and (u, v)Γ1

=
∫

Γ1
u (x) v (x) dΓ. Furthermore,

we use standard functional spaces and denote that (., .), ‖.‖ the inner products and
norms are represented in L2(Ω) and H1

0 (Ω) and they are given by

(u, v) =

∫
Ω

u (x) v (x) dx and ‖u‖2L2(Ω) =

∫
Ω

|u|2 dx.

We adopt the fixed definition of the H1
0 (Ω) norm as

‖u‖2H1
0 (Ω) = ‖u‖2L2(Ω) + ‖∇u‖2L2(Ω) , ∀u ∈ H

1
0 (Ω) .

Next we give the assumptions for the problem (1.1).

(H) Hypotheses on p(.), k(.). Let k(.) and p(.) be measurable functions on Ω that
satisfy the following condition:

2 < p1 ≤ p (x) ≤ p2 <∞, and 2 ≤ k1 ≤ k (x) ≤ k2 <∞. (2.2)

We will use the embedding H1
Γ0

(Ω) ↪→ Lq(Γ1), 2 ≤ q ≤ q, where q = 2n−2
n−2 ,

n > 2 and 1 ≤ q <∞ if n = 2 where

H1
Γ0

(Ω) =
{
u ∈ H1 (Ω) : u |Γ0= 0

}
,

equipped with the Hilbert structure induced by H1 (Ω) is a Hilbert space.

3. Existence of weak solutions

In this section we prove the existence of weak solutions to our problem (1.1). Our
proof method is based on the Faedo-Galerkin approximation, the fixed point theory
in Banach spaces, and the concept of compactness, which we discussed in this section.
For the sake of simplicity, a = 1.
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Theorem 3.1. Let 2 ≤ p1 ≤ p (x) ≤ p2 ≤ q and max
(

2, q
q+1−p2

)
≤ k1 ≤ k (x) ≤ k2 ≤

q. Then given (u0, u1) ∈ H1
Γ0

(Ω) × L2 (Ω) , there exists T > 0 and a unique solution
u of the problem (1.1) on (0, T ) such that

u ∈ C
(
0, T ;H1

Γ0
(Ω)
)
∩ C1

(
0, T ;L2 (Ω)

)
,

ut ∈ L2
(
0, T ;H1

Γ0
(Ω)
)
∩ Lk(.) ((0, T )× Γ1) .

In order to prove the main theorem, we need the local existence and uniqueness
of the solution to the following related problem:

vtt (x, t)−∆v (x, t)− γ∆vt (x, t) = |u|p(x)−2
u (x, t) in Ω× R+,

v = 0 on Γ0 × (0,+∞) ,

vtt (x, t) = −
[
∂v
∂ν (x, t) + γ ∂vt∂ν (x, t) + r |vt|k(x)−2

vt (x, t)
]

on Γ1 × (0,+∞) ,
v(x, 0) = u0(x), vt(x, 0) = u1(x), x ∈ Ω.

(P4)

We now have to give the following existence result of the local solution of problem
(P4) for an arbitrary initial value (u0, u1) ∈ H1

Γ0
(Ω)× L2 (Ω).

Lemma 3.2. Let 2 ≤ p1 ≤ p (x) ≤ p2 ≤ q and max
(

2, q
q+1−p2

)
≤ k1 ≤ k (x) ≤ k2 ≤ q.

Then given (u0, u1) ∈ H1
Γ0

(Ω)×L2 (Ω) there exists T > 0 and a unique solution v of
the problem (P4) on (0, T ) such that

v ∈ C
(
0, T ;H1

Γ0
(Ω)
)
∩ C1

(
0, T ;L2 (Ω)

)
,

vt ∈ L2
(
0, T ;H1

Γ0
(Ω)
)
∩ Lk(.) ((0, T )× Γ1) .

To justify Lemma (3.2), we first investigate the following problem for every T > 0
and f ∈ H1(0, T ;L2(Ω))

vtt (x, t)−∆v (x, t)− γ∆vt (x, t) = f (x, t) in Ω× R+,
v (x, t) = 0 on Γ0 × (0,+∞) ,

vtt (x, t) = −
[
∂v
∂ν (x, t) + γ ∂vt∂ν (x, t) + r |vt|k(x)−2

vt (x, t)
]

on Γ1 × (0,+∞) ,
v(x, 0) = u0(x), vt(x, 0) = u1(x), x ∈ Ω.

(P5)

At this point, as reported by Doronin et al. [11], we need to know exactly what kind
of solutions to problem (P5) we need

Definition 3.3. We say that a function v is a local generalized solution to problem
(P5) if

(i). v ∈ L∞
(
0, T ;H1

Γ0
(Ω)
)
,

(ii). vt ∈ L2
(
0, T ;H1

Γ0
(Ω)
)
∩ Lk(.) ((0, T )× Γ1) ∩ L∞

(
0, T ;H1

Γ0
(Ω)
)
∩

L∞
(
0, T ;L2 (Γ1)

)
,

(iii). vtt ∈ L∞
(
0, T ;L2 (Ω)

)
∩ L∞

(
0, T ;L2 (Γ1)

)
,

(iv). v(x, 0) = u0(x), vt(x, 0) = u1(x),
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(v). for all ϕ ∈ H1
Γ0

(Ω) ∩ Lk(.) (Γ1) and a.e. t ∈ [0, T ] with φ ∈ C (0, T ) and
φ (T ) = 0, the following identity hold:∫ T

0
(f, ϕ) (t)φ (t) dt =

∫ T
0

[(vtt, ϕ) (t) + (∇v,∇ϕ) (t) + γ (∇vt,∇ϕ) (t)]φ (t) dt

+
∫ T

0
φ (t)

∫
Γ1

[
vtt (t) + r |vt|k(x)−2

vt (t)
]
ϕdΓdt.

Using the Galerkin arguments, we prove the following lemma on the existence
and uniqueness of a local solution of (P5) in time.

Lemma 3.4. Let 2 ≤ p1 ≤ p (x) ≤ p2 ≤ q and 2 ≤ k1 ≤ k (x) ≤ k2 ≤ q. Then, for all
(u0, u1) ∈ H2 (Ω)∩H1

Γ0
(Ω)∩Lk(.) (Γ1)×H2 (Ω) and f ∈ H1(0, T ;L2(Ω)), there is a

unique solution v of problem (P5) in the sense of definition (3.3).

The proof of the above lemma depends on the Faedo-Galerkin method, which
consists of constructing approximations of the solution. Then we get the necessary a
priori estimates to ensure the convergence of these approximations. It seems difficult
to get second-order estimates for vtt(0). To obtain them we relied on the ideas of
Doronin and Larkin in [10] and Cavalcanti et al. [6] be inspired.

Proof of Lemma (3.4). We propose the following modification of variables:

ṽ(t, x) = v(t, x)− ω(t, x) with ω(t, x) = u0(x) + tu1(x).

Hence we have the following problem with the unknown ṽ(t, x) and null initial condi-
tions

ṽtt −∆ṽ − γ∆ṽt = f (x, t) + ∆ω + γ∆ωt in Ω× R+,
ṽ = 0 on Γ0 × (0,+∞) ,

ṽ (x, t) = −

[
∂(ṽ+ω)
∂ν (x, t) + γ ∂(ṽt+ωt)

∂ν (x, t)

+r |ṽt + ωt|k(x)−2
(ṽt + ωt) (x, t)

]
on Γ1 × (0,+∞) ,

ṽ(x, 0) = 0, vt(x, 0) = 0, x ∈ Ω.

(P6)

Therefore we first prove the existence and uniqueness of the local solution for (P5).
Let (wj) , j = 1, 2, ..., be a complete orthonormal system in L2(Ω) ∩ L2(Γ1) with the
following properties:
∗ ∀j;wj ∈ H1

Γ0
(Ω) ∩ Lk(.) (Γ1);

∗ The family {w1, w2, ..., wm} is linearly independent;
∗ Vm the space generated by {w1, w2, ..., wm} , ∪

m
Vm is dense in H1

Γ0
(Ω) ∩ Lk(.) (Γ1).

We construct approximate solutions, ṽm (m = 1, 2, 3, ...) in Vm in the form

ṽm(t) =

m∑
i=1

Kjm(t)wi, m = 1, 2, ..., (3.1)

where Kjm(t) are determined by the following ordinary differential equation:(
d2

dt2 ṽm(t), wj

)
+ (∇ (ṽm + ω) ,∇wj) + γ (∇ (ṽm + ω)t ,∇wj)

+
(

d2

dt2 ṽm(t) + r |(ṽm + ω)t|
k(x)−2

(ṽm + ω)t , wj

)
Γ1

= (f (t) , wj) , j = 1, 2, ...,

and is completed by the following initial conditions vm(0), vtm(0) that satisfy

ṽm(0) = ṽtm(0) = 0. (3.2)
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Then (
d2

dt2 ṽm(t), v
)

+ (∇ (ṽm + ω) ,∇v) + γ (∇ (ṽm + ω)t ,∇v)

+
(

d2

dt2 ṽm(t) + r |(ṽm + ω)t|
k(x)−2

(ṽm + ω)t , v
)

Γ1

= (f (t) , v) ,
(3.3)

it holds for any given v ∈ Span {w1, w2, ..., wm} , due to the theory of ordinary differ-
ential equations, the system (3.1)-(3.3) has a unique local solution, which is extended
to maximal intervals [0, tm] .

A solution ṽ of problem (1.1) in an interval [0, tm] is obtained as the limit of
ṽm as m → ∞. Then, as a consequence of the a priori estimates to be proved in the
next step, this solution can be extended to the entire interval [0, T ] for all T > 0. In
this section, C > 0 and c∗ > 0 denote various positive constants that vary from line
to line, are independent of the natural number m, and only (possibly) depend on the
initial value.
Estimates for ṽtm(t)

By taking v = ṽtm(t) in (3.3), we have for t ∈ (0, tm)

1
2

(∫
Ω
|ṽtm|2 dx+

∫
Ω
|∇ṽm|2 dx+ ‖ṽtm‖2Γ1

)
+ γ

∫ t
0

∫
Ω
|∇ṽtm|2 dxds

+
∫ t

0
(∇ω,∇ṽtm) ds+ γ

∫ t
0

(∇ωt,∇ṽtm) ds

+r
∫ t

0

(
|(ṽm + ω)t|

k(x)−2
(ṽm + ω)t , ṽtm

)
Γ1

ds =
∫ t

0
(f, ṽtm) ds.

(3.4)

Using Young’s inequality, there are δ1 > 0 (actually small enough) so they hold

γ

∫ t

0

(∇ωt,∇ṽtm) ds ≤ δ1
∫ t

0

∫
Ω

|∇ṽtm|2 dxds+
1

4δ1

∫ t

0

∫
Ω

|∇ωt|2 dxds, (3.5)

and ∫ t

0

(∇ω,∇ṽtm) ds ≤ δ1
∫ t

0

∫
Ω

|∇ṽtm|2 dxds+
1

4δ1

∫ t

0

∫
Ω

|∇ω|2 dxds. (3.6)

By the inequalities of Hölder and Young there is C > 0 such that∫ t

0

(f, ṽtm) ds ≤ C
∫ t

0

∫
Ω

(
|f |2 + |ṽtm (s)|2

)
dxds. (3.7)

The last term on the left of Equation (3.4) can be written as follows∫ t
0

(
|(ṽm + ω)t|

k(x)−2
(ṽm + ω)t , ṽtm

)
Γ1

ds

=
∫ t

0

(
|(ṽm + ω)t|

k(x)−2
(ṽm + ω)t , (ṽm + ω)t

)
Γ1

ds

−
∫ t

0

(
|(ṽm + ω)t|

k(x)−2
(ṽm + ω)t , ωt

)
Γ1

ds

=
∫ t

0

∫
Γ1
|(ṽm + ω)t|

k(x)
dΓds−

∫ t
0

(
|(ṽm + ω)t|

k(x)−2
(ṽm + ω)t , ωt

)
Γ1

ds.

Therefore, Young’s inequality grants us for δ2 > 0∣∣∣∣∫ t0 (|(ṽm + ω)t|
k(x)−2

(ṽm + ω)t , ωt

)
Γ1

ds

∣∣∣∣ ≤ 1
k1

∫ t
0

∫
Γ1
δ
k(x)
2 |(ṽm + ω)t|

k(x)
dΓds

+k2−1
k1

∫ t
0

∫
Γ1
δ
− k(x)
k(x)−1

2 |ωt|k(x)
dΓds.

(3.8)
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So if we apply inequalities (3.5), (3.6), (3.7) and (3.8) to Equation (3.4) and make δ1
and δ2 small enough, we can conclude∫

Ω

|ṽtm|2 dx+

∫
Ω

|∇ṽm|2 dx+ ‖ṽtm‖2Γ1

+

∫ t

0

|∇ṽtm|2 ds+

∫ t

0

∫
Γ1

|(ṽm + ω)t|
k(x)

dΓds ≤ CT , (3.9)

where CT is a positive constant independent of m. Thus the solution can be extended
to [0, T ) and also hold

(ṽm) is a bounded sequence in L∞
(
0, T ;H1

Γ0
(Ω)
)

, (3.10)

(ṽtm) is a bounded sequence in (3.11)

L∞
(
0, T ;L2 (Ω)

)
∩ L2

(
0, T ;H1

Γ0
(Ω)
)
∩ L∞

(
0, T ;L2 (Γ1)

)
,

Now applying the following algebraic inequality:

Aλ = (A+B −B)
λ ≤ 2λ−1

(
(A+B)

λ
+Bλ

)
, A, B > 0 and λ ≥ 1,

there are C1 > and C2 > 0 such that∫ t

0

∫
Γ1

|ṽtm|k(x)
dΓds =

∫ t

0

∫
Γ1

|(ṽm + ω)t − ωt|
k(x)

dΓ1ds

≤ C1

∫ t

0

∫
Γ1

|(ṽm + ω)t|
k(x)

dΓds+ C2

∫ t

0

∫
Γ1

|ωt|k(x)
dΓds.

Hence, from inequalities (3.9) and (3.6), there are C ′T > 0 such that∫ t

0

∫
Γ1

|ṽtm|k(x)
dΓds ≤ C ′T .

Thus

(ṽtm) is a bounded sequence in Lk(.) ((0, T )× Γ1) . (3.12)

Estimates for ṽttm(t)
First we estimate ṽttm(0). Putting t = 0 and v = ṽttm(0) in (3.3) and considering

(3.11), we get ∫
Ω

|ṽttm(0)|2 dx+ ‖ṽttm(0)‖22,Γ1
+ (∇ω (0) ,∇ṽttm(0))

+γ (∇ωt (0) ,∇ṽttm(0)) +
(
r |ωt (0)|k(x)−2

ωt (0) , ṽttm(0)
)

Γ1

= (f (0) , ṽttm(0)) .

Knowing that the following inequalities hold:

(∇ωt (0) ,∇ṽttm(0)) = − (∆ωt (0) , ṽttm(0)) +

(
ωt (0) ,

∂ṽttm(0)

∂ν

)
Γ1

,

(∇ω (0) ,∇ṽttm(0)) = − (∆ω (0) , ṽttm(0)) +

(
ω (0) ,

∂ṽttm(0)

∂ν

)
Γ1

,
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and from 2 (k1 − 1) ≤ 2 (k2 − 1) ≤ 2n
n−2 ,∣∣∣∣(r |ωt (0)|k(x)−2

ωt (0) , ṽttm(0)
)

Γ1

∣∣∣∣
≤ rmax

( ∫
Γ1
|ωt (0)|k2−2 |ωt (0)| |ṽttm(0)|dΓ,∫

Γ1
|ωt (0)|k1−2 |ωt (0)| |ṽttm(0)|dΓ

)

≤ rmax

(
||ωt (0)||k2−2

(k2−2)n,Γ1
||ωt (0)|| 2n

n−2 ,Γ1
||ṽttm(0)||2,Γ1

,

||ωt (0)||k1−2
(k1−2)n,Γ1

||ωt (0)|| 2n
n−2 ,Γ1

||ṽttm(0)||2,Γ1

)

≤ Crmax

(
||∇ωt (0)||k2−2

2,Γ1
||∇ωt (0)||2,Γ1

,

||∇ωt (0)||k1−2
2,Γ1

||∇ωt (0)||2,Γ1

)
||ṽttm(0)||2,Γ1

≤ Crmax
(
|ωt (0)|k2−1

, |ωt (0)|k1−1
)
||ṽttm(0)||2,Γ1

.

(3.13)

Then from (u0, u1) ∈ H2 (Ω)∩H1
Γ0

(Ω)∩Lk(.) (Γ1)×H2 (Ω) and f ∈ H1(0, T ;L2(Ω)),

by applying Young’s inequality and embedding H1(Ω) ↪→ Lk2(Γ1) and H1(Ω) ↪→
Lk1(Γ1) we conclude that there is C > 0 independent of m such that∫

Ω

|ṽttm(0)|2 dx+ ‖ṽttm(0)‖22,Γ1
≤ C. (3.14)

By differentiating equation (3.3) with respect to t and replacing v with ṽttm(t), we
get

1
2

d
dt

(∫
Ω
|ṽttm|2 dx+

∫
Ω
|∇ṽtm|2 dx+ ‖ṽttm‖22,Γ1

)
+ γ

∫
Ω
|∇ṽttm|2 dx+ (∇ωt,∇ṽttm)

+r
∫

Γ1
(k (x)− 1) |(ṽm + ω)t|

k(x)−2
(ṽm + ω)tt ṽttmdΓ = (ft, ṽttm) .

(3.15)
Since ωtt = 0, the last term on the left-hand side of Equation (3.15) can be expressed
as follows ∫

Γ1
|(ṽm + ω)t|

k(x)−2
(ṽm + ω)tt ṽttmdΓ

=
∫

Γ1

4
k2(x)

(
∂
∂t

(
|ṽtm (t) + ωt|

k(x)−2
2 (ṽtm (t) + ωt)

))2

dΓ.

Now Equation (3.15) is integrated over (0, t) using estimate (3.14) and the Young and

Poincare’s inequalities (as in (3.8)) there is C̃T > 0 such that(∫
Ω
|ṽttm|2 dx+

∫
Ω
|∇ṽtm|2 dx+ ‖ṽttm‖22,Γ1

)
+ γ

∫ t
0
|∇ṽttm|2 ds

+r 4(k1−1)

(k2)2

∫ t
0

∫
Γ1

(
∂
∂t

(
|ṽtm (t) + ωt|

k(x)−2
2 (ṽtm (t) + ωt)

))2

dΓds ≤ C̃T .

Consequently we come to the following results:

(ṽttm) is a bounded sequence in L∞
(
0, T ;L2 (Ω)

)
,

(ṽttm) is a bounded sequence in L∞
(
0, T ;L2 (Γ1)

)
,

(ṽtm) is a bounded sequence in L∞
(
0, T ;H1

Γ0
(Ω)
)
.

(3.16)

From (3.10), (3.11), (3.12) and (3.16), we have that (ṽm) is bounded in
L∞

(
0, T ;H1

Γ0
(Ω)
)
. Then, (ṽm) is bounded in L2

(
0, T ;H1

Γ0
(Ω)
)
. Since (ṽtm) is

bounded in L∞
(
0, T ;L2 (Ω)

)
, (ṽtm) is bounded in L2

(
0, T ;L2 (Ω)

)
. Thus, (ṽm) is
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bounded in H1(Q). Since the embedding H1(Q) ↪→ L2(Q) is compact, by the Aubin-
Lions theorem we have that there is a subsequence of (ṽm) , still denoted by (ṽm), so
that

ṽm → v strongly in L2(Q).

Therefore

ṽm → v strongly and a.e. on (0, T )× Ω.

Using Lion’s Lemma, we get

|ṽm|p(.)−2
ṽm → |ṽ|p(.)−2

ṽ strongly and a.e. on (0, T )× Ω.

On the other hand, we have from (3.11)

(ṽtm) is a bounded sequence in L∞
(
0, T ;L2 (Γ1)

)
.

From (3.10) and (3.16), since

‖ṽm‖
H

1
2 (Γ1)

≤ C ‖∇ṽm‖2 and ‖ṽtm‖
H

1
2 (Γ1)

≤ C ‖∇ṽtm‖2 ,

we derive that

(ṽm) is a bounded sequence in L2
(

0, T ;H
1
2 (Γ1)

)
,

(ṽtm) is a bounded sequence in L2
(

0, T ;H
1
2 (Γ1)

)
,

(ṽttm) is a bounded sequence in L2
(
0, T ;L2 (Γ1)

)
.

Since the embedding H
1
2 (Γ1) ↪→ L2 (Γ1) is compact, again using the Aubin-Lions

theorem, we conclude that we can extract a subsequence of (ṽm) still denoted by (ṽm)
so that

ṽtm → vt strongly in L2
(
0, T ;L2 (Γ1)

)
. (3.17)

So we get that from (3.12)

|ṽtm|k(.)−2
ṽtm → κ weakly in L

k(.)
k(.)−1 ((0, T )× Γ1) .

It is enough to prove that κ = |ṽt|k(.)−2
ṽt.

Clearly, from (3.17) we get

|ṽtm|k(.)−2
ṽtm → |ṽt|k(.)−2

ṽt strongly and a.e. on (0, T )× Γ1.

Again, using the Lions lemma, we get κ = |ṽt|k(.)−2
ṽt. The proof can now be com-

pleted as follows
Proof of uniqueness:

Let u1 and u2 be two solutions of the problem (P5) with the same initial data.
Let us denote w = u1 − u2. It is easy to see that w satisfies(∫

Ω
|wt|2 dx+

∫
Ω
|∇w|2 dx+ ‖wt‖2Γ1

)
+ 2γ

∫ t
0
|∇wt|2 ds

+2r
∫ t

0

∫
Γ1

(
|u1t|k(x)−2

u1t − |u2t|k(x)−2
u2t

)
wt (s) dΓds = 0.

By using the inequality(
|a|k(x)−2

a− |b|k(x)−2
b
)
. (a− b) ≥ 0, (3.18)
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for all a, b ∈ Rn and a.e. x ∈ Ω, we have∫
Ω

|wt|2 dx+

∫
Ω

|∇w|2 dx+ ‖wt‖22,Γ1
= 0,

which implies that w = C = 0. Hence, the uniqueness follows.

This completes the proof of the lemma (3.4). �

Proof of lemma (3.2). First we approximate u ∈
(
C[0, T ], H1

Γ0
(Ω)
)
∩C1([0, T ], L2(Ω))

equipped with the norm ‖u‖ = max
t∈[0,T ]

(
‖ut‖2 + ‖u‖H1(Ω)

)
, by a sequence (uµ) ∈

C∞
(
([0, T ])× Ω

)
by standard convolution arguments. It is clear that |uµ|p1−2

uµ

and |uµ|p2−2
uµ ∈ H1([0, T ], L2(Ω)), since 2 (p1 − 1) ≤ 2 (p2 − 1) ≤ 2n

n−2 . Next, we

approximate the initial data u1 ∈ L2(Ω) by a sequence (uµ1 ) in C∞0 (Ω) since the

space H2 (Ω) ∩H1
Γ0

(Ω) ∩Lk(.) (Γ1) is dense in H1
Γ0

(Ω) for the H1 endowed norm we

approximate u0 ∈ H1
Γ0

(Ω) by a sequence (uµ0 ) in H2 (Ω) ∩ H1
Γ0

(Ω) ∩ Lk(.) (Γ1). We
examine the set of the following approximation problems:

vµtt −∆vµ − γ∆vµt = |uµ|p(x)−2
uµ in Ω× R+,

vµ = 0 on Γ0 × (0,+∞) ,

vµtt (x, t) = −
[
∂vµ

∂ν (x, t) + γ
∂vµt
∂ν (x, t) + r |vµt |

k(x)−2
vµt (x, t)

]
on Γ1 × (0,+∞) ,

vµ(x, 0) = uµ0 (x), vµt (x, 0) = uµ1 (x), x ∈ Ω.

(3.19)

Since Lemma (3.4) is hypothesized, we can find a sequence of unique solutions (vµ)
to problem (3.19). We will show that the sequence {(vµ, vµt )} is a Cauchy sequence in
space

WT =

{
(v, vt) | v ∈ C

(
[0, T ] , H1

Γ0
(Ω)
)
∩ C1([0, T ], L2(Ω)),

vt ∈ L∞
(
0, T ;H1

Γ0
(Ω)
)
∩ Lk(.) ((0, T )× Γ1) ,

}
endowed with the norm

‖(v, vt)‖2WT
= max
t∈[0,T ]

(
‖vt‖22 + ‖∇v‖22

)
+ ‖vt‖2Lk(.)((0,T )×Γ1)

+
∫ t

0
‖∇vt (s)‖22 ds.

For this purpose we set U = uµ − uτ , V = vµ − vτ . It is easy to see that V satisfies

Vtt −∆V − γ∆Vt = |uµ|p(x)−2
uµ − |uτ |p(x)−2

uτ in Ω× R+,
V = 0 on Γ0 × (0,+∞) ,

Vtt (x, t) = −

[
∂V
∂ν (x, t) + γ ∂Vt∂ν (x, t)

+r
(
|vµt |

k(x)−2
vµt (x, t)− |vτt |

k(x)−2
vτt (x, t)

) ]
on Γ1 × (0,+∞) ,

V (x, 0) = uµ0 (x)− uτ0(x), Vt(x, 0) = uµ1 (x)− uτ1(x), x ∈ Ω.
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Multiply the above differential equations by Vt for all t ∈ (0, T ) and integrate over
(0, t)× Ω we get(

|Vt|2 + |∇V |2 + ‖Vt‖22,Γ1

)
+ 2γ

∫ t
0

∫
Ω
|∇Vt|2 dxds

+2r
∫ t

0

∫
Γ1

(
|vµt |

k(x)−2
vµt (x, t)− |vτt |

k(x)−2
vτt (x, t)

)
(vµt − vτt ) (s) dΓds

=
(
|Vt (0)|2 + |∇V (0)|2 + ‖Vt (0)‖22,Γ1

)
+2
∫ t

0

∫
Ω

(
|uµ|p(x)−2

uµ − |uτ |p(x)−2
uτ
)

(vµt − vτt ) (s) dxds.

Using the inequality (3.18), we get(
|Vt|2 + |∇V |2 + ‖Vt‖2Γ1

)
+ 2γ

∫ t
0

∫
Ω
|∇Vt|2 dxds

≤
(
|Vt (0)|2 + |∇V (0)|2 + ‖Vt (0)‖2Γ1

)
+2
∫ t

0

∫
Ω

(
|uµ|p(x)−2

uµ − |uτ |p(x)−2
uτ
)

(vµt − vτt ) (s) dxds.

(3.20)

Let’s estimate the last term of the second member of the above inequality∫
Ω

(
|uµ|p(x)−2

uµ − |uτ |p(x)−2
uτ
)

(vµt − vτt ) dx

≤ (p2 − 1)
∫

Ω
sup

(
|uµ|p(x)−2

, |uτ |p(x)−2
)
|uµ − uτ | |vµt − vτt |dx

≤ cmax

 (
||uµ (t)||p2−2

(p2−2)n + ||uµ (t)||p1−2
(p1−2)n

)
||U || 2n

n−2
‖Vt‖2 ,(

||uτ (t)||p2−2
(p2−2)n + ||uτ (t)||p1−2

(p1−2)n

)
||U || 2n

n−2
‖Vt‖2


≤ cc∗max

 ∫
Ω

(
|∇uµ (t)|p2−2

+ |∇uµ (t)|p1−2
)

dx,∫
Ω

(
|∇uτ (t)|p2−2

+ |∇uτ (t)|p1−2
)

dx

 ||∇U ||2 ‖Vt‖2 .
(3.21)

Then the estimate (3.20) takes the form(∫
Ω
|Vt|2 dx+

∫
Ω
|∇V |2 dx+ ‖Vt‖22,Γ1

)
+ 2γ

∫ t
0

∫
Ω
|∇Vt|2 dxds

≤
(∫

Ω
|Vt (0)|2 dx+

∫
Ω
|∇V (0)|2 dx+ ‖Vt (0)‖22,Γ1

)
+2cc∗

∫ t
0

max

 ∫
Ω

(
|∇uµ (t)|p2−2

+ |∇uµ (t)|p1−2
)

dx,∫
Ω

(
|∇uτ (t)|p2−2

+ |∇uτ (t)|p1−2
)

dx

 ||∇U ||2 ‖Vt‖2 ds.

(3.22)
From (3.10) , (3.22) becomes(∫

Ω
|Vt|2 dx+

∫
Ω
|∇V |2 dx+ ‖Vt‖2Γ1

)
+ 2γ

∫ t
0
‖∇Vt‖22 ds

≤
(∫

Ω
|Vt (0)|2 dx+

∫
Ω
|∇V (0)|2 dx+ ‖Vt (0)‖22,Γ1

)
+C

∫ t
0
||∇U ||2 ‖Vt‖2 ds.

Thus, applying Young’s and Gronwall inequalities, there is C that depending only on
Ω, p1 and p2 such that

‖V ‖WT
≤ C

(∫
Ω

|Vt (0)|2 dx+

∫
Ω

|∇V (0)|2 dx+ ‖Vt (0)‖22,Γ1

)
+ CT ‖U‖WT

.
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Since {(uµ0 )}, {(uµ1 )} and {(uµ)} Cauchy in H1
Γ0

(Ω) , L2 (Ω) and
(
C[0, T ], H1

Γ0
(Ω)
)
∩

C1([0, T ], L2(Ω)) we vonclude that {vµt } and {vµ} are Cauchy in WT . Thus, (vµ, vµt )
converges to a limit (v, vt) ∈ WT .

We now prove that the limit (v (x, t) , vt (x, t)) is a weak solution of (P4).

To this end, we multiply equation (3.19) by ψ in D (Ω) and integrate over Ω;
then, we get

d2

dt2

∫
Ω
vµψdx+ d

dt

∫
Γ1
vµt ψdΓ +

∫
Ω
∇vµ∇ψdx+ γ

∫
Ω
∇vµt ∇ψdx

+r
∫

Γ1
|vµt |

k(x)−2
vµt (t)ψdΓ =

∫
Ω
|uµ|p(x)−2

uµψdx.

As µ→∞, the followings hold in C ([0, T ]):

d2

dt2

∫
Ω

vµψdx→
∫
Ω

vψdx;
∫

Ω
∇vµ∇ψdx→

∫
Ω
∇v∇ψdx;∫

Ω
∇vµt ∇ψdx→

∫
Ω
∇vt∇ψdx;

∫
Γ1
vµt ψdΓ→

∫
Γ1
vtψdΓ;∫

Ω
|uµ|p(x)−2

uµψdx→
∫

Ω
|u|p(x)−2

uψdx;
∫

Γ1
|vµt |

k(x)−2
vµt (t)ψdΓ→∫

Γ1
|vt|k(x)−2

vt (t)ψdΓ.

It follows that
∫
Ω

vttψdx = lim
µ→∞

∫
Ω

vµttψdx is an absolutely continuous function on

[0, T ], hence (v (x, t) , vt (x, t)) is a weak solution to the problem (P4) for almost all
t ∈ [0, T ] .

Remaining to prove uniqueness, we denote that vµ, vν are the corresponding
solutions of problem (P4) to uµ, uν , respectively. Then obviously V = vµ− vν satisfies(∫

Ω

|Vt|2 dx+

∫
Ω

|∇V |2 dx+ ‖Vt‖22,Γ1

)
+ 2γ

∫ t

0

‖∇Vt‖22 ds ≤ C
∫ t

0

||∇U ||2 ‖Vt‖2 ds.

This shows that V = 0 for uµ = uν which implies the uniqueness. �

Proof of theorem (3.1). Let us define for T > 0 the convex closed subset of WT

YT = {(v, vt) ∈ WT such that v (0) = u0 and vt (0) = u1} .

Let’s denote

BR (YT ) =
{

(v, vt) ∈ WT such that ‖(v, vt)‖WT
≤ R

}
.

Then Lemma (3.2) implies that for every u ∈ YT we define v = Φ(u) as the unique
solution of problem (P4) corresponding to u. We want to show that this is a satisfying
contractive map

Φ (BR (YT )) ⊂ BR (YT ) .

Let u ∈ BR (YT ) and v = Φ (u). Then for all t ∈ [0, T ](∫
Ω
|vt|2 dx+

∫
Ω
|∇v|2 dx+ ‖vt‖22,Γ1

)
+ 2γ

∫ t
0
|∇vt|2 ds+ 2r

∫ t
0

∫
Γ1
|vt|k(x)

dΓds

=
(∫

Ω
|vt (0)|2 dx+

∫
Ω
|∇v (0)|2 dx+ ‖vt (0)‖22,Γ1

)
+ 2

∫ t
0

∫
Ω
|u|p(x)−2

uvt (s) dxds.

(3.23)
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Using Hölder’s inequality, we can examine the last term on the right-hand side of
inequality (3.23) as follows∫ t

0

∫
Ω

|u|p(x)−2
uvt (s) dxds ≤ (p2 − 1)

∫
Ω

max
(
|u|p2−2

, |u|p1−2
)
|u| |vt|dx

≤ cmax
((
||u (t)||p2−2

(p2−2)n , ||u (t)||p1−2
(p1−2)n

)
||u|| 2n

n−2
‖vt‖2

)
≤ cc∗max

(∫
Ω

|∇u (t)|p2−2
dx,

∫
Ω

|∇u (t)|p1−2
dx

)
||∇u||2 ‖vt‖2

= cc∗max
(
||∇u||p2−1

2 , ||∇u||p1−1
2

)
‖vt‖2 .

Since (p1 − 2)n ≤ (p2 − 2)n ≤ 2n
n−2 . Thus, by Young’s and Sobolev’s inequalities, we

get ∀δ > 0, ∃C(δ) > 0, such that ∀t ∈ (0, T ),∫ t

0

∫
Ω

|u|p(x)−2
uvt (s) dxds ≤ C(δ)tmax

(
R2(p2−1), R2(p1−1)

)
+ δ

∫ t

0

|∇vt|2 ds.

Plugging the last estimate into inequality (3.23) and choosing δ small enough we get

‖v‖2YT ≤
(∫

Ω
|vt (0)|2 dx+

∫
Ω
|∇v (0)|2 dx+ ‖vt (0)‖22,Γ1

)
+CT max

(
R2(p2−1), R2(p1−1)

)
.

(3.24)

By choosing R large enough so that∫
Ω

|vt (0)|2 dx+

∫
Ω

|∇v (0)|2 dx+ ‖vt (0)‖22,Γ1
≤ 1

2
R2,

then T sufficiently small so that CT max
(
R2(p2−1), R2(p1−1)

)
≤ 1

2R
2, it follows that

‖v‖YT ≤ R from (3.24), hence v ∈ BR (YT ) . Next, we have to check that it is a

contraction. To this point, we set U = u − u, V = v − v where v = Φ (u) and
v = Φ (u)

Vtt −∆V − γ∆Vt = |u|p(x)−2
u− |u|p(x)−2

u in Ω× R+,
V = 0 on Γ0 × (0,+∞) ,

Vtt (x, t) = −

[
∂V
∂ν (x, t) + γ ∂Vt∂ν (x, t)

+r
(
|vt|k(x)−2

vt (x, t)− |vt|k(x)−2
vt (x, t)

) ]
on Γ1 × (0,+∞) ,

V (x, 0) = 0, Vt(x, 0) = 0, x ∈ Ω.

(3.25)

Multiplying the first equation in (3.25) by Vt, integrating over (0, t) × Ω, and using
the algebraic inequality in (3.18) and the estimate (3.21) yields(∫

Ω
|Vt|2 dx+

∫
Ω
|∇V |2 dx+ ‖Vt‖22,Γ1

)
+ 2γ

∫ t
0
|∇Vt|2 ds

≤ 2cc∗
∫ t

0
max

 ∫
Ω

(
|∇u (t)|p2−2

+ |∇u (t)|p1−2
)

dx,∫
Ω

(
|∇u (t)|p2−2

+ |∇u (t)|p2−2
)

dx

 ||∇U ||2 ||Vt||2 ds.

So

‖V ‖2YT ≤ 4cc∗T
(
Rp2−2 +Rp1−2

)
‖U‖2YT ≤ CTR

p2−2 ‖U‖2YT . (3.26)
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If one chooses T small enough to have CTRp2−2 < 1, estimate (3.26) shows that Φ is
a contraction. The contraction mapping theorem guarantees the existence of a unique
solution v that satisfies v = Φ (v). This completes the proof of Theorem (3.1). �

4. Exponential growth

In this section we consider the problem (1.1) from an energetic point of view:
The energy grows exponentially and with it the Lp1 and Lp2 norms. To state and
prove the result, we declare the following notations. From Corollary 3.3.4 in [8] we
know Lp2(Ω) ↪→ Lp(.)(Ω). Hence it is a consequence of embedding H1

0 (Ω) ↪→ Lp2(Ω)
and Poincar’s inequality

‖u‖p(.) ≤ B ‖∇u‖2 , (4.1)

where B is the best constant of the embedding H1
0 (Ω) ↪→ Lp(.) (Ω) determined by

B−1 = inf
{
‖∇u‖2 : u ∈ H1

0 (Ω) , ‖u‖p(.) = 1
}
.

We also define the following constant which will play an important role in the proof
of our result.

Let B1, α1, α0, E1, and E (0) be satisfying constants

B1 = max (1, B) , α1 = B1

−2p1
p1−2 ,

α0 = ‖∇u0‖22 , E1 =
(

1
2 −

1
p1

)
α1.

E (0) = 1
2 ‖u1‖22 + 1

2 ‖∇u0‖22 + 1
2 ‖u1‖22,Γ1

−
∫

Ω
1

p(x) |u0|p(x)
dx.

(4.2)

For the sake of simplicity, we also write %(u) instead of %p(.)(u).

For this purpose we start with the following lemma, which defines the energy of
the solution.

Lemma 4.1. We define the energy of a solution u of (1.1) as:

E (t) =
1

2
‖ut‖22 +

1

2
‖∇u‖22 +

1

2
‖ut‖22,Γ1

−
∫

Ω

1

p (x)
|u|p(x)

dx. (4.3)

If we multiply the first equation in (1.1) by ut and integrate over Ω and with respect
to t, we get

E (t)− E (s) = −
∫ t

s

(
γ ‖∇ut (τ)‖22 +r ‖ut (τ)‖k(.),Γ1

)
dτ ≤ 0, ∀ 0 < s ≤ t < T.

(4.4)
Thus the function E is decrease along the trajectories.

Theorem 4.2. Let k2 < p1 ≤ p (x) ≤ p2 with 2 < p1 ≤ p (x) ≤ p2 ≤ q. Assume that the

initial value u0 is chosen suvh that E(0) < E1 and B−2
1 ≥ ‖∇u0‖22 > α1 hold. Then,

under the above conditions, the solution to problem (1.1) will grow exponentially in
the norms Lp1 and Lp2 .
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We conclude from (4.3) and (4.1)

E (t) ≥ 1
2 ‖∇u‖

2
2 −

1
p1

max
(
‖u‖p2p(.) , ‖u‖

p1
p(.)

)
≥ 1

2 ‖∇u‖
2
2 −

1
p1

max ((B1 ‖∇u‖2)
p2 , (B1 ‖∇u‖2)

p1)

= 1
2α−

1
p1

max
((
B2

1α
) p2

2 ,
(
B2

1α
) p1

2

)
:= g (α) ∀α ∈ [0,+∞) ,

(4.5)

where α = ‖∇u‖22 .

Lemma 4.3. Let h : [0,+∞)→ R be defined by

h (α) =
1

2
α− 1

p1

(
B2

1α
) p1

2 . (4.6)

Then the following claims hold under the hypotheses of Theorem (4.2):

(i). h is increasing for 0 < α ≤ α1 and decreasing for α ≥ α1;
(ii). lim

α→+∞
h (α) = −∞ and h (α1) = E1.

Proof. By the assumption that B1 > 1 and p1 > 2, one can see that h(α) = g (α) ,
for 0 < α ≤ B−2

1 . Furthermore, h(α) is differentiable and continuous in [0,+∞). We
can see that

h′(α) =
1

2
− 1

2
Bp11 α

p1−2
2 , 0 ≤ α < B−2

1 .

Then follows (i). Since p1− 2 > 0, we have lim
α→+∞

h (α) = −∞. A common calculation

gives h(α1) = E1. Then (ii) holds. �

Lemma 4.4. Under the assumptions of Theorem (4.2), there exists a positive constant
α2 > α1 such that

‖∇u‖22 ≥ α2, t ≥ 0, (4.7)∫
Ω

|u (x, t)|p(x)
dx ≥

(
B2

1α2

) p1
2 . (4.8)

Proof. Since E(0) < E1, Lemma (4.3) implies that there is a positive constant α2 > α1

such that E(0) = h(α2). By (4.5) we have h(α0) = g(α0) ≤ E(0) = h(α2), from
Lemma (4.3)(i) it follows that α0 ≥ α2 so (4.7) holds for t = 0. Now we prove

(4.7) by contradiction. Suppose ‖∇u (t∗)‖22 < α2 for some t∗ > 0. Suppose that

‖∇u (t∗)‖22 < α2 for some t∗ > 0. By the continuity of ‖∇u (., t)‖2 and α2 > α1, we

can assume t∗ such that α2 > ‖∇u (t∗)‖22 > α1, then (4.5) yildes

E (0) = h(α2) < h
(
‖∇u (t∗)‖22

)
≤ E (t∗) ,

which contradicts to Lemma (3.2), and (4.7) holds.
By (4.3) and (4.4), we obtain

1
p1

∫
Ω
|u (x, t)|p(x)

dx ≥
∫

Ω
1

p(x) |u (x, t)|p(x)
dx ≥ 1

2 ‖∇u‖
2
2 − E (0)

≥ 1
2α2 − E (0) = 1

2α2 − h(α2) = 1
p1

(
B2

1α2

) p1
2 ,

(4.9)

and (4.8) follows. �

Let H(t) = E1 − E(t) for t ≥ 0, we have the following lemma:
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Lemma 4.5. Under the assumptions of Theorem (4.2) the function H(t) presented
above gives the following estimates:

0 < H(0) ≤ H(t) ≤
∫

Ω

1

p (x)
|u (x, t)|p(x)

dx, t ≥ 0. (4.10)

Proof. By Lemma (3.2), H(t) is nondecreasing in t thus

H(t) ≥ H(0) = E1 − E(0) > 0, t ≥ 0. (4.11)

If we combine (4.3), (4.2), (4.7) and α2 > α1, we get

H(t)−
∫

Ω
1

p(x) |u (x, t)|p(x)
dx ≤ E1 − 1

2 ‖∇u‖
2
2

≤
(

1
2 −

1
p1

)
α1 − 1

2α1 < 0, t ≥ 0,
(4.12)

and (4.10) follows from (4.11) and (4.12). �

Based on the above three lemmas, we can provied the proof of Theorem (4.2).

Proof of Theorem (4.2). We then define the auxiliary function for the value ε > 0
small to be selected later

L (t) = H (t) + ε

∫
Ω

utudx+ ε

∫
Γ1

utudΓ +
1

2
εγ

∫
Ω

|∇u|2 dx. (4.13)

Let’s consider that L is a small perturbation of the energy. Taking the time derivative
of (4.13), we get

dL(t)
dt = γ

∫
Ω
|∇ut|2 dx+ ε

∫
Ω
|ut|2 dx+ ε ‖ut‖2Γ1

+ r
∫

Γ1
|ut|k(x)

dΓ

+ε
∫

Ω
uttudx+ ε

∫
Γ1
uttudΓ + εγ

∫
Ω
∇u∇utdx.

(4.14)

Using problem (1.1), we get from equation (4.14)

dL(t)
dt = γ

∫
Ω
|∇ut|2 dx+ ε

∫
Ω
|ut|2 dx+ ε ‖ut‖22,Γ1

+ r
∫

Γ1
|ut|k(x)

dΓ

−ε
∫

Ω
|∇u|2 dx+ ε

∫
Ω
|u (t)|p(x)

dx− εr
∫

Γ1
|ut|k(x)

utudΓ.
(4.15)

To estimate the last term on the right-hand side of the previous equation, let δ > 0
shall be determined later. Young’s inequality drives∫

Γ1

|ut|k(x)
utudΓ ≤ 1

k1

∫
Γ1

δk(x) |u|k(x)
dΓ +

k2 − 1

k1

∫
Γ1

δ−
k(x)
k(x)−1 |ut|k(x)

dΓ.

This is obtained by substituting in (4.15)

dL(t)
dt ≥ γ

∫
Ω
|∇ut|2 dx+ ε

∫
Ω
|ut|2 dx+ ε ‖ut‖22,Γ1

+ r
∫

Γ1
|ut|k(x)

dΓ

−ε
∫

Ω
|∇u|2 dx+ ε

∫
Ω
|u (t)|p(x)

dx− εr 1
k1

∫
Γ1
δk(x) |u|k(x)

dΓ

−εr k2−1
k1

∫
Γ1
δ−

k(x)
k(x)−1 |ut|k(x)

dΓ.

(4.16)

Let us evoke the inequality concerning the continuity of the trace operator∫
Γ1

|u|k(x)
dΓ ≤ max

(∫
Γ1

|u|k2 dΓ,

∫
Γ1

|u|k1 dΓ

)
≤ C ‖u‖Hs(Ω) ,
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who works for

k1 ≥ 1 and 0 < s < 1, s ≥ n
2 −

n−1
k2
≥ n

2 −
n−1
k1

> 0,

because k1 ≤ k2 ≤ 2n−2
n−2 ,

and the interpolation and Poincaré’s inequalities

‖u‖Hs(Ω) ≤ C ‖u‖
1−s
2 ‖∇u‖s2 ≤ C ‖u‖

1−s
p(.) ‖∇u‖

s
2 , according to Lp(.)(Ω) ↪→ L2(Ω).

So we have the following inequality:∫
Γ1
|u|k(x)

dΓ ≤ C ‖u‖1−sp(.) ‖∇u‖
s
2

≤ C max
(
% (u)

1−s
p1 , % (u)

1−s
p2

)
‖∇u‖s2 , (see (2.1)).

If s < 2
k2

and we use the Young’s inequality again, we get∫
Γ1
|u|k(x)

dΓ ≤ C ‖u‖1−sp(.) ‖∇u‖
s
2

≤ C

[
max

(
% (u)

(1−s)k2µ
p1 , % (u)

(1−s)k2µ
p2

)
+
(
‖∇u‖22

) k2sθ
2

]
.

(4.17)

for 1/µ + 1/θ = 1. Here we choose θ = 2
k2s

to get µ = 2/(2 − k2s). Therefore, the
previous inequality becomes∫

Γ1

|u|k(x)
dΓ ≤ C

[
max

(
% (u)

2(1−s)k2
(2−k2s)p1 , % (u)

2(1−s)k2
(2−k2s)p2

)
+ ‖∇u‖22

]
. (4.18)

Chose s such that

0 < s ≤ min

(
2 (p1 − k2)

k2 (p1 − 2)
,

2 (p2 − k2)

k2 (p2 − 2)

)
,

we get

2k2 (1− s)
(2− k2s) p2

≤ 2k2 (1− s)
(2− k2s) p1

≤ 1. (4.19)

If inequality (4.19) is satisfied, we apply the classical algebraic inequality

zd ≤ (z + 1) ≤
(

1 +
1

ω

)
(z + ω) , ∀z ≥ 0, 0 < d ≤ 1, ω ≥ 0,

to get the following estimate:

max

(
% (u)

2(1−s)k2
(2−k2s)p1 , % (u)

2(1−s)k2
(2−k2s)p2

)
≤
(

1 +H (0)
−1
)

(% (u) +H (0))

≤ C (% (u) +H (t)) ∀t ≥ 0 (4.20)

Inserting estimate (4.20) into (4.18), we get the following inequality:∫
Γ1

|u|k(x)
dΓ ≤ C

(
% (u) + 2H (t) + ‖∇u‖22

)
. (4.21)
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which eventually gives

∫
Γ1
|u|k(x)

dΓ ≤ C
(
% (u) + 2E1 −

∫
Ω
|ut|2 dx− ‖ut‖22,Γ1

+
∫

Ω
2

p(x) |u|
p(x)

dx
)

≤ C
(

2E1 −
∫

Ω
|ut|2 dx− ‖ut‖22,Γ1

+
(

1 + 2
p1

) ∫
Ω
|u|p(x)

dx
)
.

(4.22)
Therefore, by injecting inequality (4.22) into inequality (4.16), we get

dL(t)
dt ≥ γ

∫
Ω
|∇ut|2 dx+ ε

(
1 + rC

k1
max

(
δk2 , δk1

)) ∫
Ω
|ut|2 dx

+ε
(

1 + rC
k1

max
(
δk2 , δk1

))
‖ut‖22,Γ1

−2 εrk1 max
(
δk2 , δk1

)
CE1

−ε
∫

Ω
|∇u|2 dx+ ε

(
1− rC

k1
max

(
δk2 , δk1

) (
1 + 2

p1

)) ∫
Ω
|u (t)|p(x)

dx

+r
(

1− ε(k2−1)
k1

max
(
δ−

k2
k1−1 , δ−

k1
k2−1

)) ∫
Γ1
|ut|k(x)

dΓ.

(4.23)
Of inequality

2H (t) = −
(∫

Ω

|ut|2 dx+

∫
Ω

|∇u|2 dx+ ‖ut‖2Γ1
−
∫

Ω

2

p (x)
|u|p(x)

dx

)
,

we have

−
∫

Ω
|∇u|2 dx = 2H (t) +

∫
Ω
|ut|2 dx+ ‖ut‖22,Γ1

−
∫

Ω
2

p(x) |u|
p(x)

dx

≥ 2H (t)− 2E1 +
∫

Ω
|ut|2 dx+ ‖ut‖22,Γ1

− 2
p1

∫
Ω
|u|p(x)

dx.
(4.24)

So if we inject it into (4.23) we get the following inequality:

dL(t)
dt ≥ γ

∫
Ω
|∇ut|2 dx+ ε

(
2 + rC

k1
max

(
δk2 , δk1

)) ∫
Ω
|ut|2 dx

+ε
(

2 + rC
k1

max
(
δk2 , δk1

))
‖ut‖22,Γ1

+ε
(

1− 2
p1
− rC

k1
max

(
δk2 , δk1

) (
1 + 2

p1

)) ∫
Ω
|u|p(x)

dx

+ε
(

2H (t)− 2
(

1 + r
k1

max
(
δk2 , δk1

)
C
)
E1

)
+r
(

1− ε(k2−1)
k1

max
(
δ−

k2
k1−1 , δ−

k1
k2−1

)) ∫
Γ1
|ut|k(x)

dΓ.

(4.25)

Using the definition of α2 and E1 (see Equation (4.2) and Lemma (4.4)), we have

−2E1 − 4 r
k1

max
(
δk2 , δk1

)
CE1

= −2E1

(
B2

1α2

)−p1
2
(
B2

1α2

) p1
2

−4 r
k1

max
(
δk2 , δk1

)
CE1

(
B2

1α2

)−p1
2
(
B2

1α2

) p1
2

≥
(
−2E1

(
B2

1α2

)−p1
2 − 4 r

k1
max

(
δk2 , δk1

)
CE1

(
B2

1α2

)−p1
2

)∫
Ω
|u|p(x)

dx.
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Finally we get

dL(t)
dt ≥ γ

∫
Ω
|∇ut|2 dx+ ε

(
2 + rC

k1
max

(
δk2 , δk1

)) ∫
Ω
|ut|2 dx

+ε
(

2 + rC
k1

max
(
δk2 , δk1

))
‖ut‖22,Γ1

+ε

 1− 2
p1
− 2E1

(
B2

1α2

)−p1
2

− rCk1 max
(
δk2 , δk1

) [(
1 + 2

p1

)
+ 4E1

(
B2

1α2

)−p1
2

] ∫Ω |u|p(x)
dx

+2ε
(
H (t) + r

k1
max

(
δk2 , δk1

)
CE1

)
+r
(

1− ε(k2−1)
k1

max
(
δ−

k2
k1−1 , δ−

k1
k2−1

)) ∫
Γ1
|ut|k(x)

dΓ,

(4.26)
because

1− 2

p1
− 2E1

(
B2

1α2

)−p1
2 > 0 since α2 > B1

− 2p1
p1−2 ,

we can now choose δ small enough such that 1− 2
p1
− 2E1

(
B2

1α2

)−p1
2

− rCk1 max
(
δk2 , δk1

) [(
1 + 2

p1

)
+ 4E1

(
B2

1α2

)−p1
2

]  > 0.

Once δ is fixed, let’s select ε small enough(
1− ε (k2 − 1)

k1
max

(
δ−

k2
k1−1 , δ−

k1
k2−1

))
> 0 and L (0) > 0.

Hence the inequality (4.26) becomes

dL (t)

dt
≥ εη

[
H (t) +

∫
Ω

|ut|2 dx+ ‖ut‖22,Γ1
+

∫
Ω

|u|p(x)
dx+ E1

]
(4.27)

for some η > 0.

Next it is clear that by Young’s inequality and Poincaré’s inequality we obtain

L (t) ≤ λ
[
H (t) +

∫
Ω

|ut|2 dx+ ‖ut‖22,Γ1
+

∫
Ω

|∇u|2 dx

]
for some λ > 0. (4.28)

From (4.12), we have∫
Ω

|∇u|2 dx ≤ 2E1 +
2

p1

∫
Ω

|u (x, t)|p(x)
dx, t ≥ 0.

So the inequality (4.28) becomes

L (t) ≤ ζ
[
H (t) +

∫
Ω

|ut|2 dx+ ‖ut‖22,Γ1
+

∫
Ω

|u|p(x)
dx+ E1

]
for some ζ > 0. (4.29)

From the two inequalities (4.27) and (4.29), we finally get the differential inequality

dL (t)

dt
≥ µL (t) for some µ > 0. (4.30)
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Integrating the previous differential inequality (4.30) on (0, t) gives the following es-
timate for the function L:

L (t) ≥ L (0) eµt. (4.31)

On the other hand, from the definition of the function L (and for small values of the
parameter ε) follows

L (0) eµt ≤ L (t) ≤ 1

p1

∫
Ω

|u|p(x)
dx

≤ 1

p1
max

(∫
Ω

|u|p2 dx,

∫
Ω

|u|p1 dx

)
. (4.32)

From the two inequalities (4.31) and (4.32) we derive the exponential growth of the
solution in the Lp2 and Lp1 norms. �
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[19] Růžička, M., Electrorheological Fluids: Modeling and Mathematical Theory, Lecture
Notes in Math., vol. 1748, Springer, Berlin, 2000.

Saf Salim
Department of Technical Sciences,
Laboratory of Pure and Applied Mathematics,
Amar Telidji University-Laghouat 03000, Algeria
e-mail: s.saf@lagh-univ.dz

Nadji Touil
Department of Technical Sciences,
Amar Telidji University-Laghouat 03000, Algeria
e-mail: nadjitomath@gmail.com

Abita Rahmoune
Department of Technical Sciences,
Laboratory of Pure and Applied Mathematics,
Amar Telidji University-Laghouat 03000, Algeria
e-mail: abitarahmoune@yahoo.fr

https://orcid.org/0009-0007-4058-8426
https://orcid.org/0009-0001-8963-0468
https://orcid.org/0000-0003-2384-2668
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Hyers-Ulam stability of some positive linear
operators

Jaspreet Kaur and Meenu Goyal

Abstract. The present article deals with the Hyers-Ulam stability of positive lin-
ear operators in approximation theory. We discuss the HU-stability of Bernstein-
Schurer type operators, Bernstein-Durrmeyer operators and find the HU-stability
constant for these operators. Also, we show that the beta operators with Jacobi
weights are HU-unstable.
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1. Introduction

In a conference at the University of Wisconsin, Madison, Ulam asked a question
regarding the stability of an equation in a metric group. The question posed by Ulam
was whether,
“Given a metric group (G, ., ρ), a number ε > 0, and a mapping f : G → G that
satisfies the inequality

ρ(f(xy), f(x)f(y)) < ε for all x, y ∈ G,
does there exists a homomorphism a of G and a constant k > 0 (dependent only on
G) such that

ρ(a(x), f(x)) ≤ kε for all x ∈ G?”

This question is concerned with finding an exact solution close to every approximate
solution. If the answer to this question is positive, then the equation a(xy) = a(x)a(y)
is called HU-stable, indicating the existence of a unique exact solution close to the
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approximate solution.
In 1941, Hyers [8] provided a proof for a specific equation of the form

f(x+ y) = f(x) + f(y)

in Banach spaces, known as the Cauchy functional equation. This equation is fun-
damental in Mathematics. Further developments in this field can be found in the
references: [3, 4, 9, 10, 12, 15, 16, 21]. For unbounded Cauchy difference equations,
Aoki [1] and Rassias [19] introduced another type of stability for functional equations,
where the parameter ε is replaced by a function depending on x and y.

The Hyers-Ulam stability of linear operators was first observed in the papers
by Miura et al. [2, 6, 7, 13], who provided characterizations of HU-stability and its
constants for linear operators.

To the best of our knowledge, the HU-stability of positive linear operators in
approximation theory was first investigated by Popa and Raşa [17], who examined
the HU-stability of both discrete and integral operators. They established the general
result that every positive linear operator with finite-dimensional range is HU-stable.
Additionally, they determined the HU-stability constant for Bernstein operators and
showed that Szász-Mirakyan and beta operators are unstable. In another article [18],
the authors obtained stability constants for more general operators and improved the
constant for Bernstein operators.

In 2015, Mursaleen and Ansari [14] found the best constant in terms of HU-
stability for Kantorovich-Stancu and King’s operators. They also demonstrated the
unstability of Szász-Mirakyan type operators.

Positive linear operators have many applications in various areas of Mathematics,
including functional analysis, approximation theory, and numerical analysis. Hyers-
Ulam stability helps us to see the change in behavior of positive linear operators under
perturbations. This implies that the operators T has a stable behavior with respect
to small perturbations in the function it operates on.

Motivated by the applications of positive linear operators and behavior of their
solution with Hyers-Ulam stabiility, in the present article, we determine the stability
and the best constant for Bernstein-Stancu type operators and Bernstein-Durrmeyer
operators. We also establish the unstability of beta operators with Jacobi weights.
The paper is organized as: Section 1 includes introduction that provides an overview
of the problem and the motivation behind studying HU-stability of operators in ap-
proximation theory. In section 2, we provide basic definitions and results useful in the
subsequent sections. In next section, we discuss the HU-stability of two specific types
of operators: Bernstein-Schurer type operators and Bernstein-Durrmeyer operators
and determine the HU-stability constants for these operators, which quantify how
close the approximate solutions are to the exact solutions. Section 4 investigates the
unstability of beta operators with Jacobi weights.

2. Basic definitions and results

Definition 2.1. [20] Let X and Y are two normed spaces and L : X → Y is a mapping.
We say that L has the Hyers-Ulam stability property or L is HU-stable if there exists
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a constant K such that
(i) for any g ∈ L(X), ε > 0 and f ∈ X with ‖ Lf − g ‖≤ ε, there exists a f0 ∈ X
such that Lf0 = g and ‖ f − f0 ‖≤ Kε.
The condition expresses the Hyers-Ulam stabiliy of the equation

Lf = g,

where g ∈ R(L) is given and f ∈ X is unknown. The number K is called Hyers-Ulam
stability (HUS) constant of L, and the infimum of all HUS contants is denoted by
KL, which, in general, is not a HUS constant.

For any bounded linear operator L with kernel N(L) and the range space R(L),

we can consider a one-to-one operator L̃ from the quotient space X/N(L) into Y
defined as:

L̃(f +N(L)) = Lf, f ∈ X.
The inverse of this operator is L̃−1 : R(L)→ X/N(L).

Theorem 2.2. [20] Let X and Y be Banach spaces and L : X → Y be a bounded linear
operator. Then the following statements are equivalent:

(I) L is HU-stable;
(II) R(L) is closed;

(III) L̃−1 is bounded.

Moreover, if any of the above conditions are satisfied, then KL =‖ L̃−1 ‖ .

Remark 2.3. If L : X → Y is bounded linear operator, then (i) in Definition 2.1 is
equivalent to:
for any f ∈ X with ‖ Lf ‖≤ 1 there exists an f0 ∈ N(L) such that

‖ f − f0 ‖≤ K. (2.1)

It is clear from Remark 2.3 that, to study the HU-stability of a bounded linear
operator L : X → Y , we need to show either the existence of a constant K for (2.1)

or the boundedness of the operators L̃−1.
Let g ∈ Πn, where Πn is the set of all polynomials of degree at most n with real
coefficients. Then g has a unique Lorentz representation of the form

g(x) =

n∑
k=0

ckx
k(1− x)n−k, (2.2)

where ck ∈ R, k = 0, 1, · · · , n.
Let Tn denotes the usual nth degree Chebyshev polynomial of the first kind. Then
the following representation [11] holds:

Tn(2x− 1) =

n∑
k=0

dn,k x
k(1− x)n−k(−1)n−k, (2.3)

where

dn,k :=

min{k,n−k}∑
j=0

(
n

2j

)(
n− 2j

k − j

)
4j , k = 0, 1, · · · , n.
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It is proved in [17] that

dn,k =

(
2n

2k

)
, k = 0, 1, · · · , n. (2.4)

Therefore,

Tn(2x− 1) =

n∑
k=0

(
2n

2k

)
xk(1− x)n−k(−1)n−k.

Theorem 2.4. [11] Let g(x) has the representation (2.2) and 0 ≤ k ≤ n. Then

| ck |≤ dn,k. ‖ g ‖∞,

where equality holds if and only if gis a constant multiple of Tn(2x− 1).

3. HU-stability of Bernstein-Schurer type Operators and
Bernstein-Durrmeyer Operators

3.1. Bernstein-Schurer type operators

For any integer n ≥ 1. Let Πn denote the space of all polynomials of degree ≤ n,
which is a subspace of C[0, 1], a space consisting all continuous functions on [0, 1].
Consider C[0, 1 + p] be the linear space of all continuous functions f : [0, 1 + p]→ R
having supremum norm. Let 0 ≤ a ≤ b, the Bernstein-Schurer type operators
Sn,p : C[0, 1 + p]→ Πn+p are defined by

Sn,p(f ;x) =

n+p∑
k=0

(
n+ p

k

)
xk(1− x)n+p−kf

(
k + a

n+ b

)
.

These operators are HU-stable being finite dimensional operators. Here, we find the
HUS constant for Bernstein-Schurer type operators.
The kernel of Sn,p is given as:

N(Sn,p) =

{
f ∈ C[0, 1 + p]; f

(
k + a

n+ b

)
= 0, 0 ≤ k ≤ n+ p

}
.

N(Sn,p) is closed subspace of C[0, 1 + p] and R(Sn,p) = Πn+p.

Thus, Sn,p :
C[0, 1 + p]

N(Sn,p)
→ Πn+p is bijective. Hence, S̃−1n,p : Πn+p →

C[0, 1 + p]

N(Sn,p)
exists

and bijective.
Now, to find the HUS constant, we need to find the ‖S̃−1n,p‖.
Let g ∈ Πn+pwith ‖g‖ ≤ 1 has its Lorentz representation as

g(x) =

n+p∑
k=0

ck(g)xk(1− x)n+p−k, x ∈ [0, 1].
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Consider a piecewise function

fg(x) =



c0(g), x ∈
[
0,

a

n+ b

)
ck(g)(
n+p
k

) , x ∈
[
k + a

n+ b
,
k + a+ 1

n+ b

)
0 ≤ k ≤ n− 1

cn+p(g), x ∈
[
n+ a

n+ b
, 1

]
.

(3.1)

Clearly, Sn,p(fg;x) = g(x) that is S̃−1n,p(g(x)) = fg +N(Sn,p).
Thus,

‖S̃−1n,p‖ = sup
‖g‖≤1

‖S̃−1n,p(g)‖ = sup
‖g‖≤1

inf
h∈N(Sn,p)

‖fg + h‖

= sup
‖g‖≤1

‖fg‖ = sup
‖g‖≤1

max
0≤k≤n+p

|ck(g)|(
n+p
k

)
≤ sup

‖g‖≤1
max

0≤k≤n+p

dn+p,k ‖g‖(
n+p
k

) [Using Theorem 2.4]

≤ max
0≤k≤n+p

dn+p,k(
n+p
k

) . (3.2)

Now, let q(x) = Tn(2x − 1), x ∈ [0, 1] be Chebyshev poynomials. Then ‖q‖ = 1 and
from Theorem 2.4 |ck(q)| = dn+p,k. So,

‖S̃−1n,p‖ ≥ max
0≤k≤n+p

|ck(q)|(
n+p
k

) = max
0≤k≤n+p

dn+p,k(
n+p
k

) . (3.3)

Combining (3.2) and (3.3), we get

‖S̃−1n,p‖ = max
0≤k≤n+p

dn+p,k(
n+p
k

) = max
0≤k≤n+p

(
2n+2p

2k

)(
n+p
k

) [By (2.4)]

Let ak =

(
2n+ 2p

2k

)
(
n+ p

k

) , 0 ≤ k ≤ n + p. Then,
ak+1

ak
=

2n+ 2p− 2k − 1

2k + 1
, 0 ≤ k ≤

n+ p− 1.

The inequality
ak+1

ak
≥ 1 is satisfied if and only if k ≤

[
n+p−1

2

]
, where [x] denotes

the greatest integer function. So, maximum value of ak, 0 ≤ k ≤ n + p will be at[
n+p−1

2

]
+ 1.

i.e. max
0≤k≤n+p

ak = a[n+p−1
2 ]+1 =

{
a[n+p

2 ], if n+ p is even

a[n+p
2 ]+1 = a[n+p

2 ], if n+ p is odd.

Hence, max
0≤k≤n+p

ak = a[n+p
2 ].
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Finally, using (3.3), ‖S̃−1n,p‖ =

(
2(n+ p)

2
[
n+p
2

])(
n+ p[
n+p
2

]) .

When p = 0, it will reduce to HUS constant for Bernstein-Stancu operators. Also,
when p = a = b = 0, it will reduce the HUS constant for Bernstein operators.

3.2. Bernstein-Durrmeyer operators

Durrmeyer [5] in 1967 defined Bernstein-Durrmeyer operators Dn : C[0, 1] →
C[0, 1] as:

Dn(f ;x) =

n∑
k=0

pn,k(x)

∫ 1

0

pn,k(t) f(t) dt, x ∈ [0, 1], n ≥ 1. (3.4)

As the range of the operators (3.4) is Πn, which is finite dimensional. Hence, the
operators are HU-stable. Now, we will find the HUS constant for these operators.
Therefore, we will check that boundedness of its inverse operators. The kernel of
Dn(.;x) is:

N(Dn) =

{
f ∈ C[0, 1];

∫ 1

0

pn,k(t) f(t) dt = 0

}
.

N(Dn) is closed subspace of C[0, 1] and R(Dn) = Πn.

Hence, D̃n :
C[0, 1]

N(Dn)
→ Πn is bijective. So, D̃−1n exists and bijective, where

D̃−1n : Πn →
C[0, 1]

N(Dn)
.

Let Lorentz representation of g(x) =

n∑
k=0

xk(1 − x)n−kck(g) such that g ∈ Πn and

‖g‖ ≤ 1.

Define a function fg ∈ C[0, 1] as: fg(x) =
ck(g)(
n
k

) , 0 ≤ k ≤ n.

Clearly, Dn(fg;x) = g(x), therefore D̃−1n (g(x)) = fg +N(Dn).

‖D̃−1n ‖ = sup
‖g‖≤1

‖D̃−1n (g)‖ = sup
‖g‖≤1

inf
h∈N(Dn)

‖fg + h‖

= sup
‖g‖≤1

‖fg‖ ≤ sup
‖g‖≤1

max
0≤k≤n

| ck(g) |(
n
k

)
≤ sup

‖g‖≤1
max

0≤k≤n

dn,k‖g‖(
n
k

) ≤ max
0≤k≤n

dn,k(
n
k

) [Using Theorem 2.4]. (3.5)

Now, choose q(x) = Tn(2x− 1), x ∈ [0, 1]. Clearly, ‖q‖ = 1 and |ck(q)| = dn,k.

‖D̃−1n ‖ ≥ max
0≤k≤n

| ck(q) |(
n
k

) = max
0≤k≤n

dn,k(
n
k

) . (3.6)



Hyers-Ulam stability of some positive linear operators 111

Using (3.5) and (3.6), we get:

‖D̃−1n ‖ = max
0≤k≤n

dn,k(
n
k

) = max
0≤k≤n

(
2n
2k

)(
n
k

) [By (2.4)]. (3.7)

Consider ak =

(
2n
2k

)(
n
k

) and ak+1 =

(
2n

2k+2

)(
n
k+1

) . By simple calculations, we get

ak+1

ak
=

2n− 2k − 1

2k + 1
.

For k ≤
[
n−1
2

]
, we have ak+1 ≥ ak.

Therefore,

max
0≤k≤n

ak = a[n−1
2 ]+1

=

{
a[n

2 ], if n is even

a[n
2 ]+1 = a[n

2 ], if n is odd.
(3.8)

Thus, max
0≤k≤n

ak = a[n
2 ], and by (3.7)

‖D̃−1n ‖ =

(
2n

2
[
n
2

])(
n[
n
2

]) ,

which is the HUS constant for Bernstein-Durrmeyer operators.

4. Unstability of Beta Operators with Jacobi Weights

For any α, β ≥ −1, the operators are defined as:

Bα,βn (f ;x) =

∫ 1

0

tnx+α(1− t)n−nx+β f(t) dt

B(nx+ α+ 1, n− nx+ β + 1)
, (4.1)

where B(m,n) is the beta function. For α = β = 0, these operators reduce to beta
operators by Lupaş.

Theorem 4.1. For each n ≥ 1, the beta operators with Jacobi weights are HU-unstable.

Proof. To define the inverse of the operators (4.1), firstly, we prove that the operators
Bα,βn (.;x) are injective.
Consider Bα,βn f = 0, for some f ∈ C[0, 1].
Thus, ∫ 1

0

tnx+α(1− t)n−nx+β f(t) dt = 0.
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Now, by changing the variable
t

1− t
= u, we get∫ ∞

0

unx+α

(1 + u)n+α+β+2
f

(
u

1 + u

)
du = 0.

As f ∈ C[0, 1], therefore g defined as:

g(u) =
1

(1 + u)n+α+β+2
f

(
u

1 + u

)
, u ∈ [0,∞).

is also continuous function on [0,∞).

Now, we have

∫ ∞
0

unx+α g(u) du = 0, x ∈ [0, 1],

Using Mellin transformation, we get:

M [g](nx+ α+ 1) = 0, x ∈ [0, 1].

Put nx + α + 1 = s, we have: M [g](s) = 0 ∀s ∈ [α + 1, n + α + 1], which gives
g(u) = 0 a.e. on [0,∞).
But g ∈ C[0,∞), which implies g(u) = 0 on [0,∞). Therefore, f(t) = 0 on [0, 1].
Hence, Bα,βn (.;x) are injective.
Now, consider the inverse operators

(Bα,βn )−1 : R(Bα,βn )→ C[0, 1].

Denote ej(x) = xj , j = 0, 1, · · · , x ∈ [0, 1].
Clearly, Bα,βn (e0;x) = 1 and

Bα,βn (ej ;x) =
(nx+ α+ 1)(nx+ α+ 2) · · · (nx+ α+ j)

(n+ α+ β + 2)(n+ α+ β + 3) · · · (n+ α+ β + j + 1)
.

The eigenvalues of

Bα,βn (f ;x) =
nj

(n+ α+ β + 2)(n+ α+ β + 3) · · · (n+ α+ β + j + 1)
.

Thus, eigenvalues of (Bα,βn )−1 are

(n+ α+ β + 2)(n+ α+ β + 3) · · · (n+ α+ β + j + 1)

nj
.

Since, lim
j→∞

(n+ α+ β + 2)(n+ α+ β + 3) · · · (n+ α+ β + j + 1)

nj
=∞.

We can say that (Bα,βn )−1 is unbounded, so the operators Bα,βn (.;x) are HU-unstable.
�
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On reachability and controllability for a Volterra
integro-dynamic system on time scales

Iguer Luis Domini dos Santos and Sanket Tikare

Abstract. The paper studies and relates the notions of reachability and control-
lability for the Volterra integro-dynamic system on time scales. More specifically,
we obtain necessary and sufficient conditions for reachability and controllability.
In addition, we obtain an equivalence between the concepts of reachability and
controllability studied.
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1. Introduction

The Volterra integro-dynamic systems on time scales have been considered in
several articles in the literature, which can be witnessed by [1], [2], [8], [10], and [11]. In
[1], [2] and [10], the authors have studied the linear Volterra integro-dynamic system
on time scales of the type x∆(t) = A(t)x(t) +

∫ t

t0

K(t, s)x(s)∆s+B(t)u(t), t ∈ [0,∞)Tκ

x(t0) = x0.

(1.1)

Adıvar [1] introduced the variation of parameters for Eq. (1.1) and then Adıvar and
Raffoul [2] used it to obtain the necessary and sufficient conditions for the uniform sta-
bility of the zero solutions of Eq. (1.1) employing the resolvent equation. Lupulescu et
al. [10] studied asymptotic behaviour of solutions for (1.1). Karpuz and Koyuncuoğlu
[8] obtained the necessary and sufficient conditions for the positivity and uniform
exponential stability for the Volterra integro-dynamical systems means of Metzler

Received 01 March 2024; Accepted 20 March 2024.
© Studia UBB MATHEMATICA. Published by Babeş-Bolyai University
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matrices. Further, Younus and ur Rahaman [11] studied controllability, observability,
and asymptotic behaviour for the Volterra integro-dynamic system on time scales.

Inspired by [3], [9], and [11], the present study investigates the reachability and
controllability for system (1.1). Here T is a time scale T0 = [0,∞)Tκ and t0 ∈ T0 is
fixed, u : T0 → Rm is control function, the functions A : T0 → Rn×n and B : T0 →
Rn×m are continuous on T0, and K : T0×T0 → Rn×n is continuous on Ω := {(t, s) ∈
Tκ × Tκ : 0 ≤ s ≤ t < ∞}. Also, the control functions u can admit a finite number
of discontinuities at tu1

, . . . , tup in T0 \ {0, supT} with p ∈ I(u) ⊂ N and tui >
t0 for every i ∈ {1, . . . , p}, such way that for 1 ≤ i ≤ p, there exist the left and
right limit of u(t) at t = tui in time scale context, i.e., u(t−ui) = limh→0+ u(tui − h)
and u(t+ui) = limh→0+ u(tui + h), respectively. Further, we have u(t−ui) 6= u(t+ui) =
u(tui). We emphasize that throughout the work Rn denotes the space of n-dimensional
column vectors, equivalently, Rn also denotes the space of real matrices n× 1.

For system (1.1), we use the notions of reachability and controllability analogous
to those given in [3] and establish necessary and sufficient conditions similar to [3,
Theorem 1] and [3, Proposition 5]. We also establish an equivalence between the
reachability and controllability of (1.1) analogous to [3, Proposition 6]. To do this, we
first state and prove the existence result to system (1.1). The novelty of the results
obtained here on controllability in relation to [11] are the new necessary and sufficient
conditions to controllability. On the other hand, to the best of our knowledge, there is
no studies in the time scales literature related to the reachability for Volterra integro-
dynamic system on time scales.

The paper is organized as follows. The next section provides useful background
concepts of time scales theory, such as the ∆-derivative in addition to the ∆-integral
for reading the paper. In Section 3, we define and obtain the existence of solution to
system (1.1). Section 4 contains the results concerning the reachability and control-
lability to system (1.1). Finally, Section 5 brings the conclusions of the work.

2. Preliminaries

In this section, we include basic concepts of time scales theory that will be used
throughout the work.

2.1. Time Scales

Given a time scale T, i.e., a nonempty closed subset of the real numbers, here
we assume that there exist a, b ∈ T0 such that a < b. The forward jump operator
σ : T→ T is defined by

σ(t) = inf{s ∈ T : s > t}
and the backward jump operator ρ : T→ T by

ρ(t) = sup{s ∈ T : s < t}.

In this case, we assume that inf ∅ = supT and sup ∅ = inf T. Also, the graininess
function µ : T→ [0,+∞) is defined by

µ(t) = σ(t)− t.
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We say that t ∈ T is left-dense, left-scattered, right-dense, and right-scattered when-
ever ρ(t) = t, ρ(t) < t, σ(t) = t, and σ(t) > t, respectively. For A ⊂ R, we write
AT = A ∩ T. In case supT < +∞, we set Tκ = T \ (ρ(supT), supT]T, otherwise, if
supT = +∞ we set Tκ = T.
Take a function f : T→ R and t ∈ Tκ. If ξ ∈ R is such that, for all ε > 0 there exists
δ > 0 satisfying

|f(σ(t))− f(s)− ξ(σ(t)− s)| ≤ ε|σ(t)− s|

for all s ∈ (t−δ, t+δ)T, it is said that ξ is the delta derivative of f at t and we denote
it by f∆(t).
Now, consider a function f : T→ Rn, f = (f1, f2, · · · , fn), and t ∈ Tκ. We say that f
is ∆-differentiable at t if each component fi : T → R of f is ∆-differentiable at t. In
this case f∆(t) = (f∆

1 (t), . . . , f∆
n (t)).

2.2. ∆-Integrability

For fixed a1, b1 ∈ T0 with a1 < b1, without loss of generality, we consider the
time scale T1 = [a1, b1]T. We denote the family of ∆-measurable sets of T1 by ∆. We
recall that ∆ is a σ-algebra of T1 (see, for instance, [7]).
Suppose that f : T1 → R is a ∆-measurable function, that is, for any r ∈ R the set
{t ∈ T1 : f(t) < r} is ∆-measurable. If E ∈ ∆, we indicate by∫

E

f(s)∆s

the Lebesgue ∆-integral of f over E. Now, if f : T1 → Rm and E ∈ ∆, then f
is Lebesgue ∆-integrable over E if each component fi : T1 → R of f is Lebesgue
∆-integrable over E. In this case, we have∫

E

f(s)∆s =

(∫
E

f1(s)∆s, . . . ,

∫
E

fm(s)∆s

)
.

Also, if ‖ · ‖ denotes the Euclidean norm on Rn, we will indicate by L2(E;Rm) the set
of functions f : T1 → Rm such that the function ‖f‖2 is Lebesgue ∆-integrable over
E.
In the vector space L2([a1, b1]T;Rm), we can define the inner product

〈f, g〉L2 :=

∫
[a1,b1)T

gT (s)f(s)∆s,

where f, g ∈ L2([a1, b1]T;Rm) and gT (s) denotes the transpose of the column vector
g(s) ∈ Rm.

Similarly to [5, Théorème IV.8.], we have the following remark.

Remark 2.1. The vector space L2([a1, b1]T;Rm) is a Banach Space when equipped
with the norm induced by the inner product 〈·, ·〉L2 .

We recall that a function f : T1 → Rn is said to be right-dense continuous (rd-
continuous) if f is continuous at each right-dense point t ∈ T1, and if limh→0+ f(t−h)
exists and finite at each left-dense point t ∈ T1.
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The Cauchy integral and the Lebesgue ∆-integral of an rd-continuous function
can be related as follows. For this, let f : T1 → R be an rd-continuous function. From
[4], we can see that function f has an antiderivative F : T → R, if F∆(t) = f(t) for
each t ∈ Tκ1 . Thus, the Cauchy integral of f is defined as∫ d

c

f(s)∆s = F (d)− F (c)

for all c, d ∈ T1. Hence, the Cauchy integral and the Lebesgue ∆-integral of f relate
as ∫ d

c

f(s)∆s =

∫
[c,d)T1

f(s)∆s

with c, d ∈ T1 and c ≤ d.
More about the integration on time scales, can be found in [4], [6], and [7].

3. Existence to Eq. (1.1)

Here we define the solution to system (1.1) and then establish the existence
of solution in Theorem 3.1. For this, we first consider the principal matrix solution
Z(t, s) of the integro-dynamic equation x∆(t) = A(t)x(t) +

∫ t

s

K(t, τ)x(τ)∆τ, t ∈ [s,∞)Tκ

x(s) = x0,
(3.1)

where s ∈ Tκ. The principal matrix solution of Eq. (3.1) is the n× n matrix function
Z(t, s) defined as

Z(t, s) = [x1(t, s), . . . , xn(t, s)]

where xi(t, s), i = 1, . . . , n, are the linearly independent solutions of Eq. (3.1). Given
the control function u(t) ∈ Rm, we define the solution x of system (1.1) as follows. If
u is continuous on T0, as can be seen in [1, Theorem 19], the solution x of Eq. (1.1)
on T0 is given by

x(t) = Z(t, t0)x0 +

∫ t

t0

Z(t, σ(s))B(s)u(s)∆s, (3.2)

where Z(t, s) is the principal matrix solution of Eq. (3.1).
Now, if the control function u(t) ∈ Rm admits the discontinuities tu1

, . . . , tup in
T0 \ {0, supT}, with p ∈ I(u) ⊂ N, for i = 1, we consider the continuous function
w1 : [0,∞)Tκ → Rm defined by

wi(t) =

{
u(t) if t ∈ [0, tui)Tκ ,
u(t−ui) if t ∈ [tui ,∞)Tκ ,

(3.3)

and for 1 < i ≤ p, we take the continuous function wi : [0,∞)Tκ → Rm given by

wi(t) =


u(t+ui−1

) if t ∈ [0, tui−1)Tκ ,

u(t) if t ∈ [tui−1 , tui)Tκ ,
u(t−ui) if t ∈ [tui ,∞)Tκ .

(3.4)
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We also consider the continuous function wp+1 : [0,∞)Tκ → Rm given by

wp+1(t) =

{
u(t+up) if t ∈ [0, tup)Tκ ,

u(t) if t ∈ [tup ,∞)Tκ .
(3.5)

Hence for i = 1, let xi = x1 be the solution of integro-dynamic equation x∆
1 (t) = A(t)x1(t) +

∫ t

t0

K(t, s)x1(s)∆s+B(t)w1(t),

x1(t0) = x0

(3.6)

on [0,∞)Tκ and for 1 < i ≤ p, let xi be the solution of integro-dynamic equation x∆
i (t) = A(t)xi(t) +

∫ t

tui−1

K(t, s)xi(s)∆s+B(t)wi(t),

xi(tui−1
) = xi−1(tui−1

)

(3.7)

on [tui−1 ,∞)Tκ . Futhermore, let xp+1 be the solution of integro-dynamic equation x∆
p+1(t) = A(t)xp+1(t) +

∫ t

tup

K(t, s)xp+1(s)∆s+B(t)wp+1(t),

xp+1(tup) = xp(tup)

(3.8)

on [tup ,∞)Tκ . Thus, we define the solution x of system (1.1) as

x(t) =

 x1(t) if t ∈ [0, tu1)Tκ ,
xi(t) if t ∈ [tui−1 , tui)Tκ , 1 < i ≤ p,
xp+1(t) if t ∈ [tup ,∞)Tκ .

The principal matrix Z(t, s) is said to be transition matrix if Z(s, s) = Id. According
to [11, Lemma 2.2], the transition matrix Z(t, s) of Eq. (3.1) admits, among others,
the following properties:

(i) Z(t, s) = Z(t, τ)Z−1(s, τ);
(ii) Z(t, s) = Z−1(s, t);

(iii) Z(t, r)Z(r, s) = Z(s, t).

Theorem 3.1. Suppose that the control function u : T0 → Rm in Eq. (1.1) admits the
discontinuities tu1 , . . . , tup in T0 \ {0, supT}. Then the solution x of system (1.1) is
given by

x(t) = Z(t, t0)x0 +

∫
[t0,t)T

Z(t, σ(s))B(s)u(s)∆s

on [0,∞)Tκ .

Proof. For the control function u(t) ∈ Rm we consider continuous functions wi
(1 ≤ i ≤ p) and wp+1 as defined in Eqs. (3.3), (3.4), and (3.5). Let x1 be the so-
lution of Eq. (3.6) on [0,∞)Tκ , and for 1 < i ≤ p, xi be the solution of Eq. (3.7)
on [tui−1

,∞)Tκ . Also, let xp+1 be the solution of Eq. (3.8) on [tup ,∞)Tκ . Hence, the
solution x of system (1.1) is given by

x(t) =

 x1(t) if t ∈ [0, tu1
)Tκ ,

xi(t) if t ∈ [tui−1 , tui)Tκ , 1 < i ≤ p,
xp+1(t) if t ∈ [tup ,∞)Tκ .



120 Iguer Luis Domini dos Santos and Sanket Tikare

Using [1, Theorem 19] repeatedly, we have

x1(t) = Z(t, t0)x0 +

∫ t

t0

Z(t, σ(s))B(s)w1(s)∆s

for t ∈ [0, tu1
]Tκ ,

xi(t) = Z(t, tui−1
)xi−1(tui−1

) +

∫ t

tui−1

Z(t, σ(s))B(s)wi(s)∆s

for t ∈ [tui−1
, tui ]Tκ , 1 < i ≤ p, and

xp+1(t) = Z(t, tup)xp(tup) +

∫ t

tup

Z(t, σ(s))B(s)wp+1(s)∆s

for t ∈ [tup ,∞)Tκ . Thus the solution x is given by

x(t) = Z(t, t0)x0 +

∫
[t0,t)T

Z(t, σ(s))B(s)u(s)∆s

for t ∈ [0, tu1 ]Tκ ,

x(t) = Z(t, tui−1
)x(tui−1

) +

∫
[tui−1

,t)T

Z(t, σ(s))B(s)u(s)∆s

for t ∈ [tui−1
, tui ]Tκ , 1 < i ≤ p, and for t ∈ [tup ,∞)Tκ , it is expressed by

x(t) = Z(t, tup)x(tup) +

∫
[tup ,t)T

Z(t, σ(s))B(s)u(s)∆s.

Note that for p = 1 and t ∈ [tu1
,∞)Tκ , the solution is given by

x(t) = Z(t, tu1
)x(tu1

) +

∫
[tu1 ,t)T

Z(t, σ(s))B(s)u(s)∆s

with

x(tu1
) = Z(tu1

, t0)x0 +

∫
[t0,tu1 )T

Z(tu1
, σ(s))B(s)u(s)∆s,

and by using properties of transition matrices and integrals, we can conclude that

x(t) = Z(t, t0)x0 +

∫
[t0,t)T

Z(t, σ(s))B(s)u(s)∆s

for each t ∈ [tu1 ,∞)Tκ . Thus,

x(t) = Z(t, t0)x0 +

∫
[t0,t)T

Z(t, σ(s))B(s)u(s)∆s

for every t ∈ [0,∞)Tκ . Now, for p > 1 and t ∈ [tu1 , tu2 ]Tκ , the solution is

x(t) = Z(t, tu1
)x(tu1

) +

∫
[tu1 ,t)T

Z(t, σ(s))B(s)u(s)∆s,

where

x(tu1) = Z(tu1 , t0)x0 +

∫
[t0,tu1 )T

Z(tu1 , σ(s))B(s)u(s)∆s.
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Again, we can use properties of transition matrices and integrals to conclude that

x(t) = Z(t, t0)x0 +

∫
[t0,t)T

Z(t, σ(s))B(s)u(s)∆s

for every t ∈ [tu1
, tu2

]Tκ . Similarly, recursively we get

x(t) = Z(t, t0)x0 +

∫
[t0,t)T

Z(t, σ(s))B(s)u(s)∆s

for t ∈ [tui−1
, tui ]Tκ and 1 ≤ i ≤ p. In this case, for t ∈ [tup ,∞)Tκ , we have

x(t) = Z(t, tup)x(tup) +

∫
[tup ,t)T

Z(t, σ(s))B(s)u(s)∆s

with

x(tup) = Z(tup , t0)x0 +

∫
[t0,tup )T

Z(tup , σ(s))B(s)u(s)∆s.

Hence, we can also deduce that

x(t) = Z(t, t0)x0 +

∫
[t0,t)T

Z(t, σ(s))B(s)u(s)∆s

for each t ∈ [tup ,∞)Tκ . Therefore

x(t) = Z(t, t0)x0 +

∫
[t0,t)T

Z(t, σ(s))B(s)u(s)∆s

for each t ∈ [0,∞)Tκ . This completes the proof. �

4. Reachability and controllability

Now, we consider the notions of reachability and controllability for system (1.1)
analogous to those given in [3]. Then we establish the results on necessary and suffi-
cient conditions for reachability and controllability (theorems 4.3, 4.4, 4.6, and 4.7).
Thus, in theorems 4.3 and 4.4, we establish the results on reachability and in theo-
rems 4.6 and 4.7, we establish results on controllability. Besides, we also establish an
equivalence that relates reachability and controllability (Theorem 4.8).

Suppose that U denotes the set of control functions to system (1.1). Hence,
if τ ∈ (0,∞)Tκ and t0 ∈ [0, τ)T, U(t0, τ) will denote the functions from the set U
restricted to [t0, τ ]T. We point out that U(t0, τ) is a subspace of L2([t0, τ ]T;Rm).

Definition 4.1.

1. A state x1 ∈ Rn is said to be reachable at time τ ∈ [0,∞)Tκ if for some t0 ∈
[0, τ)T and for every initial state x0 ∈ Rn, there is an input u ∈ U(t0, τ) such
that the state x of system (1.1) with x(t0) = x0 satisfies x(τ) = x1.

2. The system (1.1) is called reachable at time τ ∈ [0,∞)Tκ if each state x1 ∈ Rn
is reachable at time τ .
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3. The reachability map Br(t0, τ) : U(t0, τ)→ Rn is defined as

Br(t0, τ)[u] =

∫
[t0,τ)T

Z(τ, σ(s))B(s)u(s)∆s.

4. The adjoint of Br(t0, τ), indicated by B∗r (t0, τ) : Rn → U(t0, τ), is defined by

B∗r (t0, τ)[w](t) = BT (t)ZT (τ, σ(t))w,

for all w ∈ Rn and for any t ∈ [t0, τ ]T.
5. The Gramian reachability map GrB(t0, τ) : Rn → Rn is given by

GrB(t0, τ)[w] = Br(t0, τ) ◦ B∗r (t0, τ)[w]

=

∫
[t0,τ)T

Z(τ, σ(s))B(s)BT (s)ZT (τ, σ(s))w∆s.

Definition 4.2.

1. A state x0 ∈ Rn is said to be controllable at time t0 ∈ [0,∞)Tκ if for some
τ ∈ (t0,∞)Tκ there exists an input u ∈ U(t0, τ) such that the state x of system
(1.1) with x(t0) = x0 satisfies x(τ) = 0.

2. The system (1.1) is called controllable at time t0 ∈ [0,∞)Tκ if each state x0 ∈ Rn
is controllable at time t0.

3. The controllability map Bc(t0, τ) : U(t0, τ)→ Rn is defined as

Bc(t0, τ)[u] =

∫
[t0,τ)T

Z(t0, σ(s))B(s)u(s)∆s.

4. The adjoint of Bc(t0, τ), indicated by B∗c (t0, τ) : Rn → U(t0, τ), is given by

B∗c (t0, τ)[w](t) = BT (t)ZT (t0, σ(t))w,

for all w ∈ Rn and all t ∈ [t0, τ ]T.
5. The Gramian controllability map GcB(t0, τ) : Rn → Rn is defined by

GcB(t0, τ)[w] = Bc(t0, τ) ◦ B∗c (t0, τ)[w]

=

∫
[t0,τ)T

Z(t0, σ(s))B(s)BT (s)ZT (t0, σ(s))w∆s.

The necessary and sufficient condition for the reachability of (1.1) in terms of
the Gramian reachability matrix is proved in Theorem 4.3.

Theorem 4.3. For a fixed τ ∈ [0,∞)Tκ , the system (1.1) is reachable at time τ if and
only if there exists t0 ∈ [0, τ)T such that the n×n Gramian reachability matrix defined
by

Gr(t0, τ) :=

∫
[t0,τ)T

Z(τ, σ(s))B(s)BT (s)ZT (τ, σ(s))∆s

is invertible, where Z(t, s) is the transition matrix of Eq. (3.1).

Proof. Suppose the Gramian matrix Gr(t0, τ) is invertible. Define the input u ∈
U(t0, τ) by

u(t) = −BT (t)ZT (τ, σ(t))G−1
r (t0, τ)(Z(τ, t0)x0 − x1), (4.1)
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where x0, x1 ∈ Rn. Then, the state x of system (1.1) with x(t0) = x0 is such that

x(τ) = Z(τ, t0)x0 +

∫
[t0,τ)T

Z(τ, σ(s))B(s)u(s)∆s.

Now, substituting the value of u(s) from (4.1), we get

x(τ) = Z(τ, t0)x0

− G−1
r (t0, τ)(Z(τ, t0)x0 − x1)

∫
[t0,τ)T

Z(τ, σ(s))B(s)BT (s)× ZT (τ, σ(s))∆s

= x1.

Therefore the system (1.1) is reachable at time τ . On the other hand, assume Gr(t0, τ)
not invertible and the system (1.1) reachable at time τ . Hence there exists a nonzero
vector xa ∈ Rn such that

0 = xTa Gr(t0, τ)xa

=

∫
[t0,τ)T

xTaZ(τ, σ(s))B(s)BT (s)ZT (τ, σ(s))xa∆s

=

∫
[t0,τ)T

∥∥BT (s)ZT (τ, σ(s))xa
∥∥2

∆s.

This gives

BT (s)ZT (τ, σ(s))xa = 0, s ∈ [t0, τ ]T,

i.e.,

xTaZ(τ, σ(s))B(s) = 0, s ∈ [t0, τ ]T. (4.2)

Since the system (1.1) is reachable at time τ , for x0 = Z(t0, τ)xa + Z(t0, τ)x1, there
exists an input u ∈ U(t0, τ) such that the state x of system (1.1) with x(t0) = x0

obeys

x(τ) = x1 = Z(τ, t0)x0 +

∫
[t0,τ)T

Z(τ, σ(s))B(s)u(s)∆s.

Hence,

x1 = xa + x1 +

∫
[t0,τ)T

Z(τ, σ(s))B(s)u(s)∆s

and we deduce that

xa = −
∫

[t0,τ)T

Z(τ, σ(s))B(s)u(s)∆s.

Now, multiplying the last equation by xTa and using Eq. (4.2) we get

xTa xa = −
∫

[t0,τ)T

xTaZ(τ, σ(s))B(s)u(s)∆s

= 0.

That is, ‖xa‖ = 0 and hence xa = 0, a contradiction. Thus, the Gramian matrix
Gr(t0, τ) is invertible. �
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Theorem 4.4 given below establishes necessary and sufficient conditions to reach-
ability for system (1.1).

Theorem 4.4. Suppose τ ∈ [0,∞)Tκ . The system (1.1) is reachable at time τ if and
only if there exists t0 ∈ [0, τ)T such that one of the following statements is satisfied.

(i). The operator Br(t0, τ) is onto (surjective).
(ii). The operator B∗r (t0, τ) is one to one (injective).
(iii). The Gramian reachability operator GrB(t0, τ) is invertible.
(iv). There is a positive constant γ such that

‖w‖2 ≤ γ
∫

[t0,τ)T

‖BT (s)ZT (τ, σ(s))w‖2∆s

for all w ∈ Rn.

Remark 4.5. In Theorem 4.4, the equivalence between statement (iii) and reachability
of system (1.1) at time τ can be obtained from Theorem 4.3, since the n×n Gramian
reachability matrix Gr(t0, τ) is the matrix representation of operator GrB(t0, τ) relative
to the canonical basis.

From [11, Theorem 2.4] we have the following result.

Theorem 4.6. Assume t0 ∈ [0,∞)Tκ . Hence, the system (1.1) is controllable at time t0
if, and only if, there exists τ ∈ (t0,∞)Tκ such that the n× n controllability Gramian
matrix defined by

Gc(t0, τ) =

∫
[t0,τ)T

Z(t0, σ(s))B(s)BT (s)ZT (t0, σ(s))∆s

is invertible, where Z(t, s) is the transition matrix of Eq. (3.1).

The necessary and sufficient conditions to controllability for system (1.1) is given
below.

Theorem 4.7. Assume t0 ∈ [0,∞)Tκ . The system (1.1) is controllable at time t0 if and
only if there exists τ ∈ (t0,∞)Tκ such that one of the following statements is satisfied.

(i). The operator Bc(t0, τ) is onto (surjective).
(ii). The operator B∗c (t0, τ) is one to one (injective).
(iii). The Gramian controllability operator GcB(t0, τ) is invertible.
(iv). There is a positive constant γ such that

‖w‖2 ≤ γ
∫

[t0,τ)T

‖BT (s)ZT (t0, σ(s))w‖2∆s

for every w ∈ Rn.

Proof. The equivalence between controllability of system (1.1) at time τ and state-
ment (iii) follows from Theorem 4.6, since the n × n Gramian controllability matrix
Gc(t0, τ) is the matrix representation of operator GcB(t0, τ) relative to the canonical
basis. The remaining equivalences can be obtained as in proof of [3, Proposition 5]. �

Finally, we have the following equivalence that relates reachability and control-
lability.
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Theorem 4.8. If system (1.1) is reachable at time τ in [0,∞)Tκ if and only if the
system (1.1) is controllable at some time t0 < τ in [0,∞)Tκ .

5. Conclusions

The paper studies the notions of reachability and controllability for linear
Volterra integro-dynamic system on time scales. In such a way that the study carried
out here on reachability is a pioneer in the time scales literature. In Theorems 4.3,
4.4, 4.6, and 4.7, we establish results on the necessary and sufficient conditions to
reachability and controllability. Also, we relate the notions of reachability and con-
trollability in Theorem 4.8. In Theorem 4.7, new necessary and sufficient conditions
to controllability are obtained. On the other hand, Theorems 4.3 and 4.4 establish
new necessary and sufficient conditions to reachability.
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Abstract. In this article, we study the existence of PC-asymptotically almost au-
tomorphic mild solutions of integro-differential equations with nonlocal conditions
via resolvent operators in Banach space. Further, we give sufficient conditions for
the solutions to depend continuously on the initial condition. Finally, an example
is given to validate the theory part.
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1. Introduction

In one of his most influential papers in 1964, S. Bochner introduced almost
automorphic functions [14]. In comparison to almost periodic functions, almost au-
tomorphic functions are more general. Many authors had established the almost au-
tomorphic solution of differential equations in abstract spaces, totically almost auto-
morphic coefficients. For more on asymptotically almost automorphic functions and
related issues, we refer the reader to [25] and the references therein.

N’Guérékata [31] is credited with introducing the concept of asymptotically al-
most automorphy, which serves as the main topic of discussion in this paper. The
study of the existence of almost automorphic and asymptotically almost automorphic
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solutions to differential equations is a highly intriguing subject within mathemati-
cal analysis. This topic holds significant appeal due to its potential applications in
various fields, including physics, economics, mathematical biology, engineering, etc.
We recommend reading [16, 15, 22, 32, 33] and its references for more details on the
fundamental theory of almost automorphic functions and its applications.

Grimmer’s work on utilizing resolvent operators to demonstrate the existence
of integro-differential systems. If one is interested in learning more about resolvent
operators and integro-differential systems, one can refer to the following sources:
[12, 13, 20, 23, 26, 27]. By consulting these references, one can gain a deeper un-
derstanding of the subject and explore further studies cited within them for more
in-depth information.

Shocks, harvesting, and natural disasters are a few examples of abrupt changes
that frequently affect the dynamics of evolution processes. These brief perturbations
are frequently treated as having occurred instantly or as impulses. It is crucial to
investigate dynamical systems with impulsive effects. Impulsive differential equations
can be used to define a variety of mathematical models in the study of population
dynamics, biology, ecology, and epidemics, among other topics. For the theory of
impulsive differential equations, and impulsive delay differential equations we refer to
[5, 6, 28, 10, 11, 7], and the references therein.

On the other hand, evolution equations with nonlocal initial conditions general-
ize evolution equations with classical initial conditions. Because more information is
considered, this notion is more thorough in explaining natural occurrences than the
classical one. See [9, 17, 35, 1, 7], and the references therein for further information
on the significance of nonlocal conditions in several branches of applied sciences.

Benchohra et al. in [8] have established the existence of asymptotically almost
automorphic mild solution to some classes of second order semilinear evolution equa-
tion. Moreover, in [18] Cao et al. discussed the existence of asymptotically almost
automorphic mild solutions for a class of nonautonomous semilinear evolution equa-
tions.

Motivated by the last two recent works, we will investigate the existence of PC-
asymptotically almost automorphic mild solutions for the following impulsive integro-
differential equation with nonlocal conditions:

φ′(ϑ) = Zφ(ϑ) +
∫ ϑ

0
Λ(ϑ− υ)φ(υ)dυ + Ψ (ϑ, φ(ϑ)) ; if ϑ ∈ J̃ ,

φ(ϑ+
ı )− φ(ϑ−ı ) = Iı(φ(ϑ−ı )), ı ∈ N,

φ(0) = φ0 + Ξ(φ),

(1.1)

where J = [0; +∞), J̃ = J \ {ϑı, ı ∈ N}, 0 = ϑ0 < ϑ1 < ϑ2 < . . . < ϑı → +∞, and
Z : D(Z) ⊂ f → f is the infinitesimal generator of a strongly continuous semigroup
{T (ϑ)}ϑ≥0, Λ(ϑ) is a closed linear operator with domain D(Z) ⊂ D(Λ(ϑ)), φ0 ∈ f.
The nonlinear term Ψ, Ξ and Iı are a given functions. φ(ϑ+

ı ) and φ(ϑ−ı ) denote the
left and right limit of φ at ϑ = ϑı, respectively. (f, ‖ · ‖) is a Banach space.
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This paper is organized in five sections. Section 2 is reserved for some prelim-
inary results and definitions which will be utilized throughout this manuscript. In
Section 3 we study the existence of PC-asymptotically almost automorphic solutions
to the system (1.1). And in section 4 we study the continuous dependence of the mild
solutions. In section 5, An example is presented to illustrate the efficiency of the result
obtained.

2. Preliminaries

In this section, we will go over some of the notations, definitions, and theorems
that will be used throughout the work.

Let J0 = [0, ϑ1] , Jı = (ϑı, ϑı+1] , for ı ∈ N, ξ (ϑ+) = limϑ→ϑ+ ξ(ϑ), and define
the space of piecewise continuous functions:

PC(J,f) =

{
ξ : J → f : ξ|Jı is continuous for ı ∈ N , such that ξ (ϑ−ı ) and ξ (ϑ+

ı )

exist and satisfy ξ (ϑ−ı ) = ξ (ϑı) , for ı ∈ N
}

.

Let
BPC(J,f) = {ξ ∈ PC(J,f) : ξ is bounded on R+},

be a Banach space with
‖ξ‖BPC = sup

ϑ∈J
{‖ξ(ϑ)‖} .

Let L1(J,f) be the Banach space of measurable functions ℵ : J → f which are
Bochner integrable, with the norm

‖ℵ‖L1 =

∫ +∞

0

‖ℵ(ϑ)‖dϑ,

We consider the following Cauchy problem{
φ′(ϑ) = Zφ(ϑ) +

∫ ϑ
0

Λ(ϑ− υ)φ(υ)dυ; for ϑ ≥ 0,
φ(0) = φ0 ∈ f.

(2.1)

The existence and properties of a resolvent operator has been discussed in [26]. In
what follows, we suppose the following assumptions:

(R1) Z is the infinitesimal generator of a uniformly continuous semigroup {T (ϑ)}ϑ>0,
(R2) For all ϑ ≥ 0,Λ(ϑ) is closed linear operator from D(Z) to f and Λ(ϑ) ∈

Λ(D(Z),f). For any φ ∈ D(Z), the map ϑ → Λ(ϑ)φ is bounded, differentiable
and the derivative ϑ→ Λ′(ϑ)φ is bounded uniformly continuous on R+.

Theorem 2.1. [26] Assume that (R1)− (R2) hold, then there exists a unique resolvent
operator for the Cauchy problem (2.1).

The concept of ”PC-almost automorphic operator” was defined by G.M. N’Guérékata
and A. Pankov in [34]. So now, we recall some basic definitions and results on almost
automorphic functions and asymptotically almost automorphic functions.

Definition 2.2. A function ℵ ∈ PC(R,f) is said to be PC−almost automorphic if
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1. The sequence of impulsive moments {ϑı}ı∈N is a almost automorphic sequence
2. For every sequence of real numbers {τ ′n}, there exists a subsequence {τnı

} such
that

ℵ̂(ϑ) = lim
ı→∞

ℵ (ϑ+ τnı
) ,

is well defined for each ϑ ∈ R and

lim
ı→∞

ℵ̂ (ϑ− τnı
) = ℵ(ϑ) for each ϑ ∈ R.

Denote by AAPC(R,f) the set of all such functions.

Lemma 2.3. [32] AAPC(R,f) is a Banach space with

‖ℵ‖PC∗ = sup
ϑ∈R
‖ℵ(ϑ)‖.

Definition 2.4. A function ℵ ∈ PC(R× f,f) is said to be PC−almost automorphic
if

1. The sequence of impulsive moments {ϑı}ı∈N is a almost automorphic sequence.
2. For every sequence of real numbers {τ ′n}, there exists a subsequence {τnı

} such
that

lim
ı→∞

ℵ (ϑ+ τnı
, φ) = ℵ̂(ϑ, φ),

is well defined for each ϑ ∈ R and

lim
ı→∞

ℵ̂ (ϑ− τnı
, φ) = ℵ(ϑ, φ),

for each ϑ ∈ R and each φ ∈ f.

The collection of those functions is denoted by AAPC(R× f,f).

The space of all piecewise continuous functions ℵ̃ : R+ → f such that

limϑ→∞ ℵ̃(ϑ) = 0 is denoted by PC0 (R+,f). Moreover, we denote PC0 (R+ × f,f);
the space of all piecewise continuous functions from R+ × f to f satisfying

limϑ→∞ ℵ̃(ϑ, φ) = 0 in ϑ and uniformly in φ ∈ f.

Definition 2.5. A function ℵ : R+ → f is said to be PC−asymptotically almost
automorphic if it can be decomposed as

ℵ(ϑ) = ℵ̂(ϑ) + ℵ̃(ϑ),

where
ℵ̂ ∈ AAPC(R,f), ℵ̃ ∈ PC0

(
R+,f

)
.

Denote by G = AAAPC (R+,f) the set of all such functions with the norm

‖φ‖G = sup
ϑ∈J
{‖φ(ϑ)‖} .

Definition 2.6. A function ℵ : R+ × f → f is said to be PC−asymptotically almost
automorphic if it can be decomposed as

ℵ(ϑ, φ) = ℵ̂(ϑ, φ) + ℵ̃(ϑ, φ),

where
ℵ̂ ∈ AAPC(R× f,f), ℵ̃ ∈ PC0

(
R+ × f,f

)
.
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Denote by AAAPC (R+ × f,f) the set of all such functions.

Lemma 2.7. [21] Let ℵ ∈ AAPC (R+ × f,f) and write ℵ = ℵ̂+ℵ̃ where ℵ̂ ∈ AAPC(R×
f,f), ℵ̃ ∈ PC0(R+×f,f). Suppose that both ℵ̂ and ℵ̃ are Lipschitz in x ∈ f uniformly
in ϑ, i.e., there exists L1, L2 > 0 such that

‖ℵ̂(ϑ, φ)− ℵ̂(ϑ, φ̂)‖ ≤ L1‖φ− φ̂‖ for a.e ϑ ∈ Rand each φ, φ̂ ∈ f.
and

‖ℵ̃(ϑ, φ)− ℵ̃(ϑ, φ̂)‖ ≤ L2‖φ− φ̂‖ for a.e ϑ ∈ R+and each φ, φ̂ ∈ f.
Then φ ∈ AAAPC(R+,f) implies that ℵ(·, φ(·)) ∈ AAAPC(R+,f).

Lemma 2.8. [29] ℵ : R × f → f is PC-almost automorphic, and assume that ℵ(ϑ, ·)
is uniformly continuous on each bounded subset k ⊂ f uniformly for ϑ ∈ R, that is

for any ε > 0, there exists % > 0 such that φ, φ̂ ∈ k and ‖φ(ϑ)− φ̂(ϑ)‖ < % imply that

‖ℵ(ϑ, φ)−ℵ(ϑ, φ̂)‖ < ε for all ϑ ∈ R. Let ϕ : R→ f be PC-almost automorphic. Then

the function k̂ : R→ f defined by k̂(ϑ) = ℵ(ϑ, ϕ(ϑ)) is PC-almost automorphic.

Lemma 2.9. [29] Suppose that ℵ(ϑ, φ) = ℵ̂(ϑ, φ) + ℵ̃(ϑ, φ) is an asymptotically almost

automorphic function with ℵ̂ ∈ AAPC(R × f,f), ℵ̃ ∈ PC0(R+ × f,f), and ℵ̂ is
uniformly continuous on any bounded subset k ⊂ X uniformly for ϑ ∈ R. Then
φ ∈ AAAPC(R,f) implies ℵ ∈ AAAPC(R,f)

Now, for ϑ ∈ R+ we define the following functions:

Φ1(ϑ) =

∫ ϑ

−∞
<(ϑ− υ)Y (υ)dυ, and Φ2(ϑ) =

∫ ϑ

0

<(ϑ− υ)Z(υ)dυ.

Lemma 2.10. We assume that

(R3) The resolvent <(ϑ) is exponentially stable i.e, there exist X< ≥ 1 and b ≥ 0,
such that

‖<(ϑ)‖B(f) ≤ X<e
−bϑ, for all ϑ ∈ J.

Then

(i) If Y ∈ AAPC(R,f), then Φ1 ∈ AAPC(R,f).
(ii) If Z ∈ PC0(R+,f), then Φ2 ∈ PC0(R+,f).

Proof. For (i), choose a bounded subset k of f such that Y (ϑ) ∈ k for all ϑ ∈ R.
Since Y ∈ AAPC(R,f) and the resolvent <(ϑ) is exponentially stable it follows that
for every sequence of real numbers τ ′n, we can extract a subsequence τnı

such that

(i1) limı→+∞ Y (ϑ+ τnı) = Ỹ (ϑ),

(i2) limı→+∞ Ỹ (ϑ− τnı
) = Y (ϑ).

Write

Φ̃1(ϑ) :=

∫ ϑ

−∞
<(ϑ− υ)Ỹ (υ)dυ, ϑ ∈ R+.

Then

‖Φ1(ϑ+ τnı
)− Φ̃1(ϑ)‖ =

∥∥∥∥∥
∫ ϑ+τnı

−∞
<(ϑ+ τnı

− υ)Y (υ)dυ −
∫ ϑ

−∞
<(ϑ− υ)Ỹ (υ)

∥∥∥∥∥
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=

∥∥∥∥∥
∫ ϑ

−∞
<(ϑ− υ)Y (υ + τnı

)dυ −
∫ ϑ

−∞
<(ϑ− υ)Ỹ (υ)

∥∥∥∥∥
≤
∫ ϑ

−∞
‖<(ϑ− υ)‖

∥∥∥Y (υ + τnı
)− Ỹ (υ)

∥∥∥ dυ
≤ X<

b
sup
ϑ∈R

∥∥∥Y (ϑ+ τnı)− Ỹ (ϑ)
∥∥∥ .

Since the resolvent <(ϑ) is exponentially stable together with the Lebesgue dominated
convergence theorem and (i1) it follows that

lim
ı→+∞

Φ1(ϑ+ τnı
) = Φ̃1(ϑ), ϑ ∈ R.

Similarly by (i2) we can prove that

lim
ı→+∞

Φ̃1(ϑ− τnı) = Φ1(ϑ), ϑ ∈ R.

Hence, Φ1 ∈ AAPC(R,f).
Now for (ii), one can choose κ > 0 such that

‖Z(ϑ)‖ < ε, ∀ϑ > κ.

This enables us to conclude that for all ϑ > κ,

‖Φ2(ϑ)‖ =

∥∥∥∥∥
∫ ϑ

0

<(ϑ− υ)Z(υ)dυ

∥∥∥∥∥
=

∥∥∥∥∥
∫ κ

0

<(ϑ− υ)Z(υ)dυ +

∫ ϑ

κ
<(ϑ− υ)Z(υ)dυ

∥∥∥∥∥
≤
∥∥∥∥∫ κ

0

<(ϑ− υ)Z(υ)dυ

∥∥∥∥+

∥∥∥∥∥
∫ ϑ

κ
<(ϑ− υ)Z(υ)dυ

∥∥∥∥∥
≤ X<e

−b(ϑ−κ)

b
‖Z‖+

X<ε

b
.

Consequently limϑ→+∞ ‖Φ2(ϑ)‖ = 0.
Now, we define the Kuratowski measure of noncompactness.

Definition 2.11. [4] Let k be a Banach space and ∇k the bounded subsets of k. The
Kuratowski measure of noncompactness is the map α : ∇k → [0,∞) defined by

α(=) = inf{ε > 0 : = ⊆ ∪ni=1=i and diam(=i) ≤ ε}; here = ∈ ∇k,

where

diam(=i) = sup{‖ξ − ξ̂‖ : ξ, ξ̂ ∈ =i}.

Lemma 2.12. [24] If Y is a bounded subset of a Banach space k, then for each ε > 0,
there is a sequence {φı}∞ı=1 ⊂ Y such that

α(Y ) ≤ 2α ({φı}∞ı=1) + ε.
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Lemma 2.13. [30] If {φı}∞ı=0 ⊂ L1 is uniformly integrable, then the function ϑ →
α({φı(ϑ)}∞ı=0) is measurable and

α

({∫ ϑ

0

φı(υ)dυ

}∞
ı=0

)
≤ 2

∫ ϑ

0

α ({φı(υ)}∞ı=0) dυ.

Theorem 2.14. (Darbo’s fixed point theorem, [19]). Let = be a nonempty, bounded,
closed and convex subset of a Banach space k and let T : = → = be a continuous
mapping. Assume that there exists a constant ı ∈ [0, 1), such that

α(TM) ≤ ıα(M),

for any nonempty subset M of =. Then T has a fixed point in set =.

3. The main result

In this section we discuss existence of PC-asymptotically almost automorphic
mild solutions via resolvent operators for problem (1.1). In order to establish a measure
of noncompactness in the space G, let us first recall the specific measure of noncom-
pactness that results from [8]. This measure will be used in our main results. Let us fix

a nonempty bounded subset = in the space G, for ξ̂ ∈ =, κ > 0, ε > 0 and κ, τ ∈ [0,κ],

such that |κ− τ | ≤ ε. We denote ωκ(ξ̂, ε) the modulus of continuity of the function ξ̂
on the interval [0,κ], namely,

ωκ(ξ̂, ε) = sup{‖ξ̂(κ)− ξ̂(τ)‖ ; κ, τ ∈ [0,κ] ∩ J̃},
ω0(=) = limκ→+∞ limε→0 sup{ωκ(ξ̂, ε) ; ξ̂ ∈ =}.

Finally, consider the function χ∗ defined on the family of subset of G by the formula

χ∗(=) = ω0 (=) + sup
ϑ∈J

α(=(ϑ)),

and notice that if the set = is equicontinuous and equiconvergent, then ω0 (=) = 0.

Definition 3.1. A function φ ∈ G is called a PC-asymptotically almost automorphic
mild solution of problem (1.1), if it satisfies the following integral equation

φ(ϑ) = <(ϑ)(φ0 + Ξ(φ)) +

∫ ϑ

0

<(ϑ− υ)Ψ(υ, φ(υ))dυ

+
∑

0<ϑı<ϑ

<(ϑ− ϑı)Iı(φ(ϑ−ı )), ϑ ∈ J.

The following hypotheses will be used in the sequel.

(A1) Assume that (R1)− (R3) hold.

(A2) i) The sequence of impulsive moments ϑı is asymptotically almost automor-
phic.

ii) Ψ : J ×f −→ f is a Carathéodory function and PC-asymptotically almost

automorphic ie., Ψ(ϑ, φ) = ℵ̂(ϑ, φ) + ℵ̃(ϑ, φ) with

ℵ̂ ∈ AAPC(R× f,f), ℵ̃ ∈ PC0(R+ × f,f).
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iii) There exists a function β ∈ L1(J,R+), such that :

‖Ψ(ϑ, x)−Ψ(ϑ, φ)‖ ≤ β(ϑ)‖x− φ‖, for all x, φ ∈ f.

Also we assume that Ψ(ϑ, 0) = 0.
(A3) Ξ : G→ f is continuous and there exists LΞ > 0, such that,

‖Ξ(ξ)− Ξ(ξ̂)‖ ≤ LΞ‖ξ − ξ̂‖G, for all ξ, ξ̂ ∈ G.

Also we assume that Ξ(0) = 0.
(A4) Iı : f→ f is Lipschitz continuous with Lipschitz constants mı, ı ∈ N, such that

‖Iı(κ3)− Iı(κ4)‖ ≤ mı‖κ3 − κ4‖, for all κ3, κ4 ∈ f, ı ∈ N.

And Iı(0) = 0.

Theorem 3.2. Assume that the conditions (A1)− (A4) are satisfied. If

X<

(
LΞ + 4‖β‖L1 +

∞∑
ı=0

mı

)
< 1,

then the problem (1.1) has a PC-asymptotically almost automorphic mild solution.

Proof. Consider the operator Θ : G −→ G defined by

(Θφ)(ϑ) = <(ϑ)(φ0 + Ξ(φ)) +

∫ ϑ

0

<(ϑ− υ)Ψ(υ, φ(υ))dυ

+
∑

0<ϑı<ϑ

<(ϑ− ϑı)Iı(φ(ϑ−ı )), ϑ ∈ J,

where φ ∈ G with φ = φ1 +φ2, φ1 is the principal term and φ2 the corrective term of
φ1.
Step 1 : Θ is well-defined, i.e Θ(G) ⊂ G.
We have Θ(G) ⊂ PC(J,f). Now, let

ζ(ϑ) = <(ϑ) (φ0 + Ξ(φ)) ,

then

‖ζ(ϑ)‖ ≤ X<e
−bt (‖φ0‖+ LΞ‖φ‖) .

Since b > 0 , we get limϑ−→+∞ |ζ(ϑ)| = 0. Thus ζ ∈ PC0(R+,f).
From assumption (A2), we can write

Ψ(ϑ, φ(ϑ)) = ℵ̂(ϑ, φ2(ϑ)) + Ψ(ϑ, φ(ϑ))−Ψ(ϑ, φ2(ϑ)) + ℵ̃(ϑ, φ2(ϑ))

= ℵ̂(ϑ, φ2(ϑ)) + U(ϑ, φ(ϑ)).

Then, we get∫ ϑ

0

<(ϑ− υ)Ψ(υ, φ(υ))dυ

=

∫ ϑ

0

<(ϑ− υ)ℵ̂(υ, φ2(υ))dυ +

∫ ϑ

0

<(ϑ− υ)U(υ, φ(υ))dυ
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=

∫ ϑ

−∞
<(ϑ− υ)ℵ̂(υ, φ2(υ))dυ +

∫ 0

−∞
<(ϑ− υ)ℵ̂(υ, φ(υ))dυ

+

∫ ϑ

0

<(ϑ− υ)U(υ, φ(υ))dυ

= Υ1φ(ϑ) + Υ2φ(ϑ),

where

(Υ1φ)(ϑ) =

∫ ϑ

−∞
<(ϑ− υ)ℵ̂(υ, φ2(υ))dυ,

(Υ2φ)(ϑ) =

∫ 0

−∞
<(ϑ− υ)ℵ̂(υ, φ(υ))dυ +

∫ ϑ

0

<(ϑ− υ)U(υ, φ(υ))dυ,

and

(∆1φ)(ϑ) =

∫ ϑ

0

<(ϑ− υ)U(υ, φ(υ))dυ,

(∆2φ)(ϑ) =

∫ 0

−∞
<(ϑ− υ)ℵ̂(υ, φ2(υ))dυ.

Using (A2) and Lemma 2.8, We deduce that υ −→ ℵ̂(υ, φ2(υ)) is in AAPC(R×f,f).
Thus, by Lemma 2.8, we obtain

Υ1φ ∈ AAPC(R+ × f,f).

Let us prove that ∆1φ ∈ PC0(R+ ×f,f), indeed by definition U ∈ PC0(R+ ×f,f),
that means given ε > 0, there exists κ > 0 such that for ϑ ≥ κ, we have ‖U(ϑ, φ)‖ ≤ ε.
Therefore if ϑ ≥ κ, we get∫ ϑ

κ
‖<(ϑ− υ)‖‖U(υ, φ(υ))‖dυ ≤ X<ε

∫ ϑ

κ
e−b(ϑ−υ)dυ

≤ X<
b
ε,

then

‖(∆1φ)(ϑ)‖ ≤ X<
b
ε.

Thus
∆1 ∈ PC0(R+ × f,f).

Next, let us show that ∆2φ ∈ PC0(R+ × f,f), we have

‖(∆2φ)(ϑ)‖ =
∥∥∥∫ 0

−∞<(ϑ− υ)ℵ̂(υ, φ2(υ))dυ
∥∥∥

≤ X< supϑ∈R ‖ℵ̂(ϑ, φ2(ϑ))‖
∫ κ

0
e−b(ϑ−υ)dυ

+X<‖ℵ̂‖PC∗ e
−b(ϑ−κ)

b −→ 0, as ϑ −→∞.
Therefore, ∆2φ ∈ PC0(R+ × f,f).
Also we have

‖
∑

0<ϑı<ϑ

<(ϑ− ϑı)Iı(φ(ϑı)‖ ≤ X<‖φ‖G
+∞∑
ı=0

e−b(ϑ−ϑı)mı −→ 0, as ϑ −→∞.
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Consequently, from the previous estimates we deduce that Θ(G) ⊂ G.
Next, we shall check that operator Θ satisfies all conditions of Darbo’s theorem.
Let =θ = {φ ∈ G ; ‖φ‖G ≤ θ}, the set =θ is bounded, closed and convex.
Step 2 : Θ(=θ) ⊂ =θ.
For each φ ∈ =θ and by (A1), (A2) and (A3), we have

‖Ξ(φ)‖ ≤ LΞ‖φ‖G.

Then,

‖Θφ(ϑ)‖ ≤ X<(‖φ0‖+ ‖Ξ(φ)‖) + X<

∫ ϑ

0

‖Ψ(υ, φ(υ))‖dυ

+ X<
∑

0<ϑı<ϑ

‖Iı(φ(ϑ−ı ))‖

≤ X<(‖φ0‖+ LΞθ) + X<θ‖β‖L1 + X<θ

∞∑
ı=0

mı.

Hence Θ(=θ) ⊂ =θ, provided that

θ >
X<‖φ0‖

1− X<(LΞ + ‖β‖L1 +
∑∞
ı=0mı)

.

Step 3: Θ is continuous.
Let xm be a sequence such that φm → φ∗ in G, then we have,

‖(Θφm)(ϑ)− (Θφ∗)(ϑ)‖

≤ X<‖Ξ(φm)− Ξ(φ∗)‖+ X<

∫ ϑ

0

‖Ψ(υ, φm(υ))−Ψ(υ, χ∗(υ))‖dυ

+X<
∑

0<ϑı<ϑ

mı‖φm(ϑ−ı )− φ∗(ϑı)‖.

Since the function Ψ is Carathédory and Ξ is continuous, the Lebesgue dominated
converge theorem implies that :

‖(Θφm)− (Θφ∗)‖G → 0, as m→ +∞.

Thus, Θ is continuous.
Step 4: Θ(=θ) is equicontinuous. Let ϑ1, ϑ2 ∈ J with ϑ2 > ϑ1. For all φ ∈ =θ, we
have

‖(Θφ)(ϑ2)− (Θφ)(ϑ1)‖

= ‖
∫ ϑ2

0

<(ϑ2 − υ)Ψ(υ, φ(υ))dυ −
∫ ϑ1

0

<(ϑ1 − υ)Ψ(υ, φ(υ))dυ

+
∑

0<ϑı<ϑ2

<(ϑ2 − ϑı)Iı(φ(ϑı))−
∑

0<ϑı<ϑ1

<(ϑ1 − ϑı)Iı(φ(ϑı))‖

≤
∫ ϑ1

0

‖<(ϑ2 − υ)−<(ϑ1 − υ)‖ ‖Ψ(υ, φ(υ))‖ dυ
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+

∫ ϑ2

ϑ1

‖<(ϑ2 − υ)‖ ‖Ψ(υ, φ(υ))dυ‖

+
∑

ϑ1<ϑı<ϑ2

‖<(ϑ2 − ϑı)‖‖Iı(φ(ϑı))‖

+
∑

0<ϑı<ϑ1

‖(<(ϑ2 − ϑı)−<(ϑ1 − ϑı)‖‖Iı(φ(ϑı))‖

≤ θ

∫ ϑ1

0

‖(<(ϑ2 − υ)−<(ϑ1 − υ))‖β(υ)dυ + X<θ

∫ ϑ2

ϑ1

β(υ)dυ

+θ
∑

0<ϑı<ϑ1

mı‖<(ϑ2 − ϑı)−<(ϑ1 − ϑı)‖+ X<θ
∑

ϑ1<ϑı<ϑ2

mıe
−b(ϑ2−ϑı).

Since <(ϑ) is strongly continuous and β ∈ L1, we get

‖(Θφ)(ϑ2)− (Θφ)(ϑ1)‖ −→ 0 as ϑ2 −→ ϑ1,

which implies that Θ(=θ) is equicontinuous.
Step 5: Θ(=θ) is equiconvergent.
For φ ∈ =θ and ϑ ∈ J , we have

‖(Θφ)(ϑ)‖ ≤ ‖<(ϑ)‖B(f)[‖φ0‖+ ‖Ξ(φ)‖] +

∫ ϑ

0

‖<(ϑ− υ)‖β(υ)‖φ(υ)‖dυ

+
∑

0<ϑı<ϑ

‖<(ϑ− ϑı)‖‖Iı(φ(ϑı))‖

≤ X<e
−bϑ (‖φ0‖+ LΞθ) + X<θ

∫ ϑ

0

e−b(ϑ−υ)β(υ)dυ

+X<θ

p∑
ı=0

e−b(ϑ−ϑı)mı

−→ X< (‖φ0‖+ LΞθ) + X<θ‖β‖L1 as ϑ −→ +∞.
Then

‖(Θφ)(ϑ)− (Θφ)(+∞)‖ −→ 0 as ϑ −→ +∞.
Step 6: Let ∇ be a bounded equicontinuous subset of =θ, we have {Θ(∇)} is
equicontinuous and in addition to the estimate given in step 1 and step 5 we have,
ω0 (Θ(∇)) = 0.
From Lemma 2.12 and 2.13 it follow that for any % > 0, there exists a sequence
{φm}∞ı=0 ⊂ ∇ such that

α

(∫ ϑ

0

<(ϑ− υ)Ψ(υ, φ(υ))dυ ;φ ∈ ∇

)

≤ 2α

(∫ ϑ

0

<(ϑ− υ)Ψ(υ, φm(υ))dυ ;φ ∈ ∇

)
+ %

≤ 4

∫ ϑ

0

α

(
<(ϑ− υ)Ψ(υ, φm(υ))dυ ;φ ∈ ∇

)
+ %.
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For any bounded set ∇ ⊂ f and ϑ ∈ J , and by [2] the Lipschitz conditions on the
functions Ψ, Ξ and Iı, we get

α(Ψ(ϑ,∇(ϑ))) ≤ β(ϑ)α(∇(ϑ)),

α(Iı(ϑ,∇(ϑ))) ≤ mıα(∇(ϑ)),

α(Ξ(∇(ϑ))) ≤ LΞχ∗(∇).

Then

α(Θ∇(ϑ)) ≤ X<LΞχ∗(∇) + 4

∫ ϑ

0

X<β(υ)α(∇(υ))dυ

+X<
∑

0<ϑı<ϑ

mıα(∇(ϑı)) + %

≤ X<LΞχ∗(∇) + 4X<‖β‖L1 sup
ϑ∈J

α(∇(ϑ))

+X<
∑

0<ϑı<ϑ

mıα(∇(ϑı)) + %.

Since % is arbitrary, we obtain

α(Θ∇(ϑ)) ≤ X<LΞχ∗(∇) + X<

(
4‖β‖L1 +

∑
0<ϑı<ϑ

mı

)
sup
ϑ∈J

α(∇(ϑ)).

Therefore

χ∗(Θ∇) ≤ X<

(
LΞ + 4‖β‖L1 +

∑
0<ϑı<ϑ

mı

)
χ∗(∇).

Thus Θ is χ∗-contraction. By Theorem 2.13 we conclude that Θ has at least one
fixed point φ ∈ =θ, which is a PC-asymptotically almost automorphic mild solution
of problem (1.1) .

4. Continuous dependence on the initial condition

In this section we need the following lemma:

Lemma 4.1. [3] Let the following inequality holds:

ξ(ϑ) ≤ a(ϑ) +

∫ ϑ

0

b(υ)dυ +
∑

0≤ϑı<ϑ

ςıξ
(
ϑ−ı
)
, ϑ ≥ 0,

where ξ, a, b ∈ PC (R+,R+) , and a is nondecreasing, b(ϑ) > 0, ςı > 0, ı ∈ N. Then,
for ϑ ∈ R+, the following inequality is valid:

ξ(ϑ) ≤ a(ϑ)(1 + ς)ı exp

(∫ ϑ

0

b(υ)dυ

)
ϑ ∈ [ϑı, ϑı+1] , ı ∈ N,

where ς = max {ςı : ı ∈ N}.
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Theorem 4.2. If the assumption of Theorems 3.2 are fulfilled, then the solution of the
problem (1.1) depends continuously on the initial condition.

Proof. Let φ0, φ
∗
0 ∈ f. From Theorem 3.2, there exist φ (·, φ0), φ∗ (·, φ∗0) ∈ G such that

φ(ϑ) = <(ϑ)(φ0+Ξ(φ))+

∫ ϑ

0

<(ϑ−υ)Ψ(υ, φ(υ))dυ+
∑

0<ϑı<ϑ

<(ϑ−ϑı)Iı(φ(ϑ−ı )), ϑ ∈ J,

and

φ∗(ϑ) = <(ϑ)[φ∗0+Ξ(φ)]+

∫ ϑ

0

<(ϑ−υ)Ψ(υ, φ∗(υ))dυ+
∑

0<ϑı<ϑ

<(ϑ−ϑı)Iı((ϑ−ı )), ϑ ∈ J.

Then for $(ϑ) = ‖φ(ϑ)− φ∗(ϑ)‖, we have

sup
ϑ∈J

$(ϑ) ≤ X<‖φ0 − φ∗0‖+ X<‖Ξ(φ)− Ξ(φ∗)‖+ X<

∫ ϑ

0

β(υ)$(υ)dυ

+X<
∑

0<ϑı<ϑ

mı$(ϑ−ı )

≤ X∗‖φ0 − φ∗‖+ X∗
∫ ϑ

0

β(υ)$(υ)dυ +
∑

0<ϑı<ϑ

X∗mı$(ϑ−ı ),

where X∗ = X<
1−X<LΞ

.
Now, applying Lemma 4.1, we get

‖φ− φ∗‖G ≤ X∗δ(1 +m∗)ı exp(X∗‖β‖L1),

where m∗ = X∗maxı∈N mı.
Therefore if δ is small enough, we obtain

‖φ− φ∗‖G ≤ ε.

It follows that the PC-Asymptotically almost automorphic mild solutions of the prob-
lem (1.1) depends continuously on the initial condition.

5. An example

Consider the following partial differential equation :

∂
∂ϑ (φ(ϑ, x)) = ∂2φ(ϑ,x)

∂x2 +
∫ ϑ

0
Γ(ϑ− υ)∂

2φ(υ,x)
∂x2 dυ + cos2(ϑ) sin(πφ(ϑ,x))

30
√

1+ϑ2(1+|φ(ϑ,x)|)eϑ

+ e−ϑcos2(ϑ)

6
√

1+ϑ2
sin
(

1
cos(ϑ)+cos

√
2ϑ+2

)
|(φ(ϑ, x))|, ϑ ∈ Ĵ , x ∈ [0, π],

Iıφ(ϑı, x) =
7−ıφ(ϑ−ı ,x)

9
√

1+|φ(ϑ−ı ,x)|
, for ı ∈ N, and x ∈ (0, π).

φ(ϑ, 0) = φ(ϑ, π) = 0, ϑ ∈ R+,

φ(0, x) + 9
28

∑2
i=1

1
3iφ

(
1
i , x
)

= ex, x ∈ [0, π],

(5.1)
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where Ĵ = R+−{ϑı}ı∈N, and {ϑı} is an almost automorphic sequence of positive real
numbers.
Let f = L2(0, π) be the space of 2-integrable functions from [0, π] into R+.
Define

φ(ϑ)(x) = φ(ϑ, x), Ξ(φ) =
9

28

2∑
i=1

1

3i
φ

(
1

i
, x

)
,

and

Ψ(ϑ, φ(ϑ)) =
e−ϑcos2(ϑ)

6
√

1 + ϑ2
sin

(
1

cosϑ+ cos
√

2ϑ+ 2

)
‖φ(ϑ)‖+

e−ϑ cos2(ϑ) sinπφ(ϑ)

30
√

1 + ϑ2(1 + |φ(ϑ)|)
,

Iı(φ(ϑ−ı )) =
7−ıφ(ϑ−ı )

9
√

1 + |φ(ϑ−ı )|
.

Consider the operator Λ(ϑ) : f 7→ f as follows:

Λ(ϑ)z = Γ(ϑ)Zz, for ϑ ≥ 0, z ∈ D(Z),

where Z is defined by
D(Z) = {ϕ ∈ f / ϕ, ϕ′ are AC, ϕ′′ ∈ L2(0, π) , ϕ(0) = ϕ(π) = 0},

(Zϕ)(x) = ∂2ϕ(ϑ,x)
∂x2 .

It is well known that Z generates a strongly continuous semigroup (T (ϑ))ϑ≥0, which

is dissipative and compact with ‖T (ϑ)‖ ≤ e−φ
2ϑ, and for some σ > 1

φ2 . We assume

that

‖Γ(ϑ)‖ ≤ e−φ
2ϑ

σ
, and ‖Γ′(ϑ)‖ ≤ e−φ

2ϑ

σ2
.

It follows from [26], that ‖<(ϑ)‖ ≤ e−ϑ, where  = 1− σ−1.
Then (A1) hold with X< = 1 and b = 1− σ−1.
Consequently, the problem can be written in the abstract form (1.1) with Z, Λ, Ξ
and Ψ as defined above.
Now, let

Ψ(ϑ, φ(ϑ)) = ℵ̂(ϑ, φ(ϑ)) + ℵ̃(ϑ, φ(ϑ)),

where

ℵ̂(ϑ, φ(ϑ)) =
e−ϑcos2(ϑ)

6
√

1 + ϑ2
sin

(
1

cosϑ+ cos
√

2ϑ+ 2

)
|φ(ϑ)|,

ℵ̃(ϑ, φ(ϑ)) =
e−ϑ cos2(ϑ) sinπφ(ϑ)

30
√

1 + ϑ2(1 + |φ(ϑ)|)
.

Then it is easy to verify that the function ℵ̂, ℵ̃ : R+ × f −→ f are continuous and

ℵ̂ ∈ AA(R+ × f;f), with

‖ℵ̂(ϑ, z1(ϑ))− ℵ̂(ϑ, z2(ϑ))‖ ≤ 1

6
‖z1(ϑ)− z2(ϑ)‖, for all ϑ ∈ J, z1, z2 ∈ f,

‖ℵ̃(ϑ, z(ϑ))‖ ≤ 1

30
√

1 + ϑ2
, for all ϑ ∈ J, z ∈ f,
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which implies that ℵ̃ ∈ PC0(R+ × f,f).
For the function Ψ, we can make the following estimates:

‖Ψ(ϑ, φ1(ϑ))−Ψ(ϑ, φ2(ϑ))‖ ≤ e−ϑ cos2 ϑ

6
√

1 + ϑ2
‖φ1(ϑ)− φ2(ϑ)‖.

For every ϑ ∈ J and = ⊂ f, we have

α(Ψ(ϑ,=(ϑ))) ≤ e−ϑ cos2 ϑ

6
√

1 + ϑ2
α(=(ϑ)),

Then, β(ϑ) = e−ϑ cos2 ϑ
6
√

1+ϑ2
, which belongs to L1(J,R+). We have also the following

estimates,

‖Ξ(φ1)− Ξ(φ1)‖ ≤ 1

7
‖φ1 − φ2‖G,

‖Iıφ1(ϑı)− Iıφ2(ϑı)‖ ≤
7−ı

9
‖φ1(ϑı)− φ2(ϑı)‖,

and

X<

(
LΞ + 4‖β‖L1 +

∞∑
ı=0

mı

)
' 0, 6 < 1.

Thus, Theorem 3.2 yields, then the problem (5.1) has a PC-asymptotically almost
automorphic mild solution.

References

[1] Ahmad, B., Boumaaza, M., Salim, A., Benchohra, M., Random solutions for generalized
Caputo periodic and non-local boundary value problems, Foundations, 3(2)(2023), 275-
289.

[2] Appell, J., Implicit functions, nonlinear integral equations, and the measure of noncom-
pactness of the superposition operator, J. Math. Anal. Appl., 83(1)(1981), 251-263.

[3] Bainov, D., Simeonov, P., Integral Inequalities and Applications, Springer Science, Busi-
ness Media, 57, 1992.

[4] Banas̀, J., Goebel, K., Measure of Noncompactness in Banach Spaces, in: Lecture Notes
in Pure and Applied Math., vol. 60, Marcel Dekker, New York, 1980.

[5] Benchohra, M., Abbas, S., Advanced Functional Evolution Equations and Inclusions,
Developments in Mathematics, 39, Springer, Cham, 2015.

[6] Benchohra, M., Henderson, J., Ntouyas, S.K., Impulsive Differential Equations and in-
clusions, Hindawi Publishing Corporation, New York, 2006.

[7] Benchohra, M., Karapınar, E., Lazreg, J.E., Salim, A., Advanced Topics in Fractional
Differential Equations: A Fixed Point Approach, Springer, Cham, 2023.
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Coincidence theory and KKM type maps

Donal O’Regan

Abstract. In this paper we present a variety of coincidence results for classes of
maps defined on Hausdorff topological vector spaces. Our theory is based on fixed
point theory in the literature.

Mathematics Subject Classification (2010): 47H10, 54H25.

Keywords: Coincidence points, fixed points, set–valued maps.

1. Introduction

In this paper we present a coincidence theory for classes of maps defined on
Hausdorff topological spaces. These classes include some of the most general type of
maps in the literature, namely KKM type maps, PK type maps, DKT type maps
and HLPY type maps. We establish coincidence results in both situations, namely
when the classes are the same and when the classes are different. Our theory is based
on fixed point theory in the literature (some due to the author [1], [12], [13]) and on
selection theorems in the literature. Our results generalize and extend many results
in the literature; see [1], [3], [5], [4], [6], [7], [11], [14], [15] and the references therein.

Now we describe the maps considered in this paper. Let H be the C̆ech homology
functor with compact carriers and coefficients in the field of rational numbers K from
the category of Hausdorff topological spaces and continuous maps to the category of
graded vector spaces and linear maps of degree zero. Thus H(X) = {Hq(X)} (here
X is a Hausdorff topological space) is a graded vector space, Hq(X) being the q–

dimensional C̆ech homology group with compact carriers of X. For a continuous map
f : X → X, H(f) is the induced linear map f? = {f? q} where f? q : Hq(X) →
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Hq(X). A space X is acyclic if X is nonempty, Hq(X) = 0 for every q ≥ 1, and
H0(X) ≈ K.

Let X, Y and Γ be Hausdorff topological spaces. A continuous single valued
map p : Γ → X is called a Vietoris map (written p : Γ ⇒ X) if the following two
conditions are satisfied:
(i). for each x ∈ X, the set p−1(x) is acyclic
(ii). p is a perfect map i.e. p is closed and for every x ∈ X the set p−1(x) is nonempty
and compact.

Let φ : X → Y be a multivalued map (note for each x ∈ X we assume φ(x) is
a nonempty subset of Y ). A pair (p, q) of single valued continuous maps of the form

X
p← Γ

q→ Y is called a selected pair of φ (written (p, q) ⊂ φ) if the following two
conditions hold:
(i). p is a Vietoris map
and
(ii). q (p−1(x)) ⊂ φ(x) for any x ∈ X.

Now we define the admissible maps of Gorniewicz [10]. A upper semicontinu-
ous map φ : X → Y with compact values is said to be admissible (and we write
φ ∈ Ad(X,Y )) provided there exists a selected pair (p, q) of φ. An example of an
admissible map is a Kakutani map. A upper semicontinuous map φ : X → CK(Y ) is
said to be Kakutani (and we write φ ∈ Kak(X,Y )); here Y is a Hausdorff topological
vector space and CK(Y ) denotes the family of nonempty, convex, compact subsets of
Y .

We also discuss the following classes of maps in this paper. Let Z be a subset
of a Hausdorff topological space Y1 and W a subset of a Hausdorff topological vector
space Y2 and G a multifunction. We say F ∈ HLPY (Z,W ) [11] if W is convex and
there exists a map S : Z → W with co (S(x)) ⊆ F (x) for x ∈ Z, S(x) 6= ∅ for each
x ∈ Z and Z =

⋃
{ int S−1(w) : w ∈ W}; here S−1(w) = {z ∈ Z : w ∈ S(z)} and

note S(x) 6= ∅ for each x ∈ Z is redundant since if z ∈ Z then there exists a w ∈ W
with z ∈ int S−1(w) ⊆ S−1(w) so w ∈ S(z) i.e. S(z) 6= ∅. These maps are related to
the DKT maps in the literature and F ∈ DKT (Z,W ) [7] if W is convex and there
exists a map S : Z → W with co (S(x)) ⊆ F (x) for x ∈ Z, S(x) 6= ∅ for each x ∈ Z
and the fibre S−1(w) is open (in Z) for each w ∈W . Note these maps were motivated
from the Φ? maps. We say G ∈ Φ?(Z,W ) [3] if W is convex and there exists a map
S : Z → W with S(x) ⊆ G(x) for x ∈ Z, S(x) 6= ∅ and has convex values for each
x ∈ Z and the fibre S−1(w) is open (in Z) for each w ∈W .

Now we consider a general class of maps, namely the PK maps of Park. Let X
and Y be Hausdorff topological spaces. Given a class X of maps, X(X,Y ) denotes
the set of maps F : X → 2Y (nonempty subsets of Y ) belonging to X, and Xc the
set of finite compositions of maps in X. We let

F(X) = {Z : FixF 6= ∅ for all F ∈ X(Z,Z)}

where FixF denotes the set of fixed points of F .
The class U of maps is defined by the following properties:
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(i). U contains the class C of single valued continuous functions;

(ii). each F ∈ Uc is upper semicontinuous and compact valued; and

(iii). Bn ∈ F(Uc) for all n ∈ {1, 2, ....}; here Bn = {x ∈ Rn : ‖x‖ ≤ 1}.

We say F ∈ PK(X,Y ) if for any compact subset K of X there is a
G ∈ Uc(K,Y ) with G(x) ⊆ F (x) for each x ∈ K. Recall PK is closed under
compositions [12].

For a subset K of a topological space X, we denote by CovX (K) the directed
set of all coverings of K by open sets of X (usually we write Cov (K) = CovX (K)).
Given two maps F, G : X → 2Y and α ∈ Cov (Y ), F and G are said to be α–close if
for any x ∈ X there exists Ux ∈ α, y ∈ F (x) ∩ Ux and w ∈ G(x) ∩ Ux.

Let Q be a class of topological spaces. A space Y is an extension space for Q
(written Y ∈ ES(Q)) if for any pair (X,K) in Q with K ⊆ X closed, any continuous
function f0 : K → Y extends to a continuous function f : X → Y . A space Y is an
approximate extension space for Q (written Y ∈ AES(Q)) if for any α ∈ Cov (Y ) and
any pair (X,K) in Q with K ⊆ X closed, and any continuous function f0 : K → Y
there exists a continuous function f : X → Y such that f |K is α–close to f0.

Let V be a subset of a Hausdorff topological vector space E. Then we say
V is Schauder admissible if for every compact subset K of V and every covering
α ∈ CovV (K) there exists a continuous function πα : K → V such that
(i). πα and i : K → V are α–close;
(ii). πα(K) is contained in a subset C ⊆ V with C ∈ AES(compact).

The next results can be found in [1] and [12] respectively.

Theorem 1.1. Let X ∈ ES(compact) and Ψ ∈ PK(X,X) a compact map. Then there
exists a x ∈ X with x ∈ Ψ(x).

Theorem 1.2. Let X be a Schauder admissible subset of a Hausdorff topological vector
space and Ψ ∈ PK(X,X) a compact upper semicontinuous map with closed values.
Then there exists a x ∈ X with x ∈ Ψ(x).

Remark 1.3. (i). Other variations of Theorem 1.2 can be found in [13].
(ii). It is of interest to note that Theorem 1.1 is based on the following fixed

point result. If T is the Tychonoff cube and Φ ∈ PK(T, T ) then Φ has a fixed point
and to see the proof of this note since T is compact then there exists a G ∈ Uc(K,Y )
with G(x) ⊆ Φ(x) for x ∈ T , so a standard result (see [4, Theorem 3.1]) guarantees a
x ∈ T with x ∈ G(x), so x ∈ Φ(x).

Next we describe a class of maps more general than the PK maps in our setting.
Let X be a convex subset of a Hausdorff topological vector space and Y a Hausdorff
topological space. If S, T : X → 2Y are two set valued maps such that T (co (A)) ⊆
S(A) for each finite subset A of X then we call S a generalized KKM mappping
w.r.t. T . Now the set valued map T : X → 2Y is said to have the KKM property if
for any generalized KKM map S : X → 2Y w.r.t. T the family {S(x) : x ∈ X} has
the finite intersection property (the intersection of each finite subfamily is nonempty).
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We let
KKM(X,Y ) = {T : X → 2Y |T has the KKM property}.

Note PK(X,Y ) ⊂ KKM(X,Y ) (see [6]). Next we recall the following result [6].

Theorem 1.4. Let X be a convex subset of a Hausdorff topological vector space and
Y, Z be Hausdorff topological spaces.
(i). T ∈ KKM(X,Y ) iff T |4 ∈ KKM(4, Y ) for each polytope 4 in X;
(ii). if T ∈ KKM(X,Y ) and f ∈ C(Y,Z) then f T ∈ KKM(X,Z);
(iii). if Y is a normal space, 4 a polytope of X and if T : 4 → 2Y is a set valued
map such that for each f ∈ C(Y,4) we have that f T has a fixed point in 4, then
T ∈ KKM(4, Y ).

Next we recall the following fixed point result for KKM maps. Recall a
nonempty subset W of a Hausdorff topological vector space E is said to be admissible
if for any nonempty compact subset K of W and every neighborhood V of 0 in E
there exists a continuous map h : K → W with x − h(x) ∈ V for all x ∈ K and
h(K) is contained in a finite dimensional subspace of E (for example every nonempty
convex subset of a locally convex space is admissible).

The next result can be found in [4].

Theorem 1.5. Let X be an admissible convex set in a Hausdorff topological vector
space E and T ∈ KKM(X,X) be a closed compact map. Then T has a fixed point in
X.

Remark 1.6. One could also consider s−KKM maps [5], [4], [15] in this paper and
we could obtain similar results to those in section 2.

Next we will present an analogue of Theorem 1.4 (ii) for T f and this composition
will be needed in a few results in section 2.

Theorem 1.7. Let X be an admissible convex set in a Hausdorff topological vector
space and Z a subset of a Hausdorff topological space. If T ∈ KKM(X,Z) is a upper
semicontinuous compact map with closed (in fact compact) values and f ∈ C(Z,X)
then T f has a fixed point in Z.

Proof. Now T ∈ KKM(X,Z), f ∈ C(Z,X) and Theorem 1.4 (ii) implies f T ∈
KKM(X,X). Also f T is a compact upper semicontinuous map with compact values
(so f F is a closed map [2]). Now Theorem 1.5 guarantees that f T has a fixed point
in X and consequently T f has a fixed point in Z. �

Theorem 1.8. Let X be an admissible convex set in a Hausdorff topological vector
space, Y a convex set in a Hausdorff topological vector space and Y a normal space.
If T ∈ KKM(X,Y ) is a upper semicontinuous map with compact values and f ∈
C(Y,X) then T f ∈ KKM(Y, Y ).

Proof. Note T f : Y → 2Y . From Theorem 1.4 (i), (iii) we need to show that for each
polytope 4 in Y that g(T f) has a fixed point in 4 for any g ∈ C(Y,4). Note from
Theorem 1.4 (ii) since T ∈ KKM(X,Y ) and g ∈ C(Y,4) that g T ∈ KKM(X,4).
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Now from Theorem 1.7 (note Z = 4 is compact and g T : X → 24 is a upper
semicontinuous compact map with compact values) guarantees that (g T ) f has a
fixed point in 4. �

In section 2 we will make use of the following two properties. Let C and X
be convex subsets of a Hausdorff topological vector space E with C ⊆ X and Y a
Hausdorff topological space.

(i). If T ∈ KKM(X,Y ) then G ≡ T |C ∈ KKM(C, Y ).
This can be seen from Theorem 1.4 (i). Note T ∈ KKM(X,Y ) so T |4 ∈

KKM(4, Y ) for each polytope 4 in X from Theorem 1.4 (i). Thus in particular
for any polytope 4 in C we have T |4 ∈ KKM(4, Y ) so from Theorem 1.4 (i) we
have T |C ∈ KKM(C, Y ).

Alternatively we can prove it directly as follows. Let S : C → 2Y be a generalized
KKM map w.r.t. G i.e. G(co (A)) ⊆ S(A) for each finite subset A of C. We must

show {S(x) : x ∈ C} has the finite intersection property. To see this let S? : X → 2Y

be given by

S?(x) =

{
S(x), x ∈ C
Y, x ∈ X\C.

We claim T (co (D)) ⊆ S?(D) for each finite subset D of X. Now either (a). x ∈ C for
all x ∈ D or (b). there exists a y ∈ D with y /∈ C. Suppose first case (b) occurs. Then
since S?(y) = Y we have

T (co (D)) ⊆ Y = S?(y) = S?(D).

It remains to consider case (a). Then since C is convex we have co (D) ⊆ C and since
S?(z) = S(z) for z ∈ C we have

T (co (D)) = G(co (D)) ⊆ S(D) = S?(D).

Thus S? : X → 2Y is a generalized KKM map w.r.t. T . Since T ∈ KKM(X,Y )

then {S?(x) : x ∈ X} has the finite intersection property. Now for any finite subset
Ω of C (note S?(z) = S(z) for z ∈ C) we have

∩x∈Ω S(x) = ∩x∈Ω S?(x) 6= ∅,

so G = T |C ∈ KKM(C, Y ).

(ii). If T ∈ KKM(X,Y ), T (X) ⊆ Z ⊆ Y and Z is closed in Y then T ∈
KKM(X,Z).

Let S : X → 2Z be a generalized KKM map w.r.t. T i.e. T (co (A)) ⊆ S(A) for

each finite subset A of X. We must show {S(x)Z : x ∈ X} has the finite intersection
property. Note since S : X → 2Y is a generalized KKM map w.r.t. T then since

T ∈ KKM(X,Y ) we have that {S(x) (= S(x)Y ) : x ∈ X} has the finite intersection
property. However note for x ∈ X that

S(x)Z = S(x)Y ∩ Z = S(x)Y (= S(x))

since Z is closed in Y (note S(X) ⊆ Z so S(x)Y ⊆ Z). Thus {S(x)Z : x ∈ X} =

{S(x) (= S(x)Y ) : x ∈ X} has the finite intersection property.
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2. Coincidence results

In this section we present coincidence results between two different classes of
set–valued maps. Results on coincidence points for similar classes of maps is also
discussed at the end of section 2.

Theorem 2.1. Let X be a convex subset of a Hausdorff topological vector space E and
Y a subset of a Hausdorff topological space. Suppose F ∈ KKM(X,Y ) is a upper
semicontinuous compact map with compact values and G ∈ DKT (Y,X). Then there
exists a x ∈ X with G−1(x) ∩ F (x) 6= ∅.

Proof. By assumption there exists a compact set K of Y with F (X) ⊆ K. Also since
G ∈ DKT (Y,X) we have G ∈ DKT (K,X). To see this note there exists a map
S : Y → X with co (S(y)) ⊆ G(y) for y ∈ Y , S(y) 6= ∅ for each y ∈ Y and S−1(x)
is open (in Y ) for each x ∈ X. Let S? denote the restriction of S to K and note
co (S?(y)) = co (S(y)) ⊆ G(y) for y ∈ K and for x ∈ X then (note K ⊆ Y )

(S?)−1(x) = {z ∈ K : x ∈ S?(z)} = {z ∈ K : x ∈ S(z)}
= K ∩ {z ∈ Y : x ∈ S(z)} = K ∩ S−1(x)

which is open in K∩Y = K. Thus G ∈ DKT (K,X) with K compact so from [7] there
exists a continuous single valued selection g : K → X (i.e. g ∈ C(K,X)) of G and
there exists a finite subset A of X with g(K) ⊆ co (A), so g ∈ C(K, co (A). Note from
Section 1 (see (i) and (ii)) that F ∈ KKM(co (A),K) so g F ∈ KKM(co (A), co (A))
(see Theorem 1.4 (ii)) is a upper semicontinuous map with compact values, so a closed
map [2]. Also note co (A) is a compact convex subset in a finite dimensional subspace
of E. Then Theorem 1.5 guarantees a x ∈ co (A) ⊆ X with x ∈ g (F (x)). As a result
G−1(x) ∩ F (x) 6= ∅. �

Remark 2.2. Since PK(X,Y ) ⊆ KKM(X,Y ) then one could replace KKM with
PK in Theorem 2.1.

Our next result replaces G ∈ DKT (Y,X) with G ∈ HLPY (Y,X) in Theorem 2.1.

Theorem 2.3. Let X be a convex subset of a Hausdorff topological vector space E and
Y a subset of a Hausdorff topological space. Suppose F ∈ KKM(X,Y ) is a upper
semicontinuous compact map with compact values and G ∈ HLPY (Y,X). Then there
exists a x ∈ X with G−1(x) ∩ F (x) 6= ∅.

Proof. There exists a compact set K of Y with F (X) ⊆ K. We claim G ∈
HLPY (K,X). To see this note there exists a map S : Y → X with co (S(y)) ⊆ G(y)
for y ∈ Y and Y =

⋃
{ int S−1(w) : w ∈ X}. Let S also denote the restriction of S

to K. We now show K =
⋃
{ intK S−1(w) : w ∈ X}. To see this first notice that

K = K ∩ Y = K ∩
(⋃
{ int S−1(w) : w ∈ X}

)
=

⋃
{K ∩ int S−1(w) : w ∈ X},
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so K ⊆
⋃
{ intK S−1(w) : w ∈ X} since for each w ∈ X we have that K∩ int S−1(w)

is open in K. On the other hand clearly
⋃
{ intK S−1(w) : w ∈ X} ⊆ K so as a result

K =
⋃
{ intK S−1(w) : w ∈ X}.

Thus G ∈ HLPY (K,X) so from [11] there exists a selection g ∈ C(K,X) of G
and a finite subset A of X with g(K) ⊆ co (A). As in Theorem 2.1 we have that
g F ∈ KKM(co (A), co (A)) is a upper semicontinuous map with compact values.
Now apply Theorem 1.5. �

Remark 2.4. Note F ∈ KKM(X,Y ) can be replaced by F ∈ PK(X,Y ) in Theorem
2.3.

Next we will consider the case where F is a compact map is replaced by G is a
compact map in Theorem 2.1.

Theorem 2.5. Let X be an admissible convex set in a Hausdorff topological vec-
tor space and Y a paracompact subset of a Hausdorff topological space. Suppose
F ∈ KKM(X,Y ) is a upper semicontinuous map with compact values and G ∈
DKT (Y,X) is a compact map. Then there exists a x ∈ X with G−1(x) ∩ F (x) 6= ∅.

Proof. Since Y is paracompact then from [7] there exists a selection g ∈ C(Y,X) of
G. Now from Theorem 1.4 (ii) we have that g F ∈ KKM(X,X) is a compact (since
G is compact) upper semicontinuous map with compact values, so a closed map [2].
Theorem 1.5 guarantees a x ∈ X with x ∈ g (F (x)). �

Remark 2.6. (i). Note we could replace G ∈ DKY (Y,X) with G ∈ HLPY (Y,X) in
Theorem 2.5 since [11] guarantees a selection g ∈ C(Y,X) of G.

(ii). In fact one could replace X an admissible set with D = co (G(Y )) an
admissible set in Theorem 2.5. To see this note G ∈ DKT (Y,D) [there exists a
map S : Y → X with co (S(y)) ⊆ G(y) for y ∈ Y , S(y) 6= ∅ for each y ∈ Y and
S−1(x) is open (in Y ) for each x ∈ X so since G(Y ) ⊆ D then S : Y → D since
S(y) ⊆ co (S(y)) ⊆ G(y) ⊆ D for y ∈ Y and trivially S−1(x) is open (in Y ) for each
x ∈ D since D ⊆ X]. Now from [7] there exists a selection g ∈ C(Y,D) of G. Also note
since D ⊆ X and F ∈ KKM(X,Y ) then F ∈ KKM(D,Y ) (see (i) in Section 1).
Then from Theorem 1.4 (ii) we have that g F ∈ KKM(D,D) and now apply Theorem
1.5. A similar comment applies if G ∈ DKY (Y,X) is replaced by G ∈ HLPY (Y,X).

Remark 2.7. Note F ∈ KKM(X,Y ) can be replaced by F ∈ PK(X,Y ) in Theorem
2.5. However it is possible to obtain other results for PK maps as the next theorem
shows.

Theorem 2.8. Let X be a convex set in a Hausdorff topological vector space and Y
a paracompact subset of a Hausdorff topological space. Suppose F ∈ PK(X,Y ) and
G ∈ DKT (Y,X) is a compact map. Also assume one of the following hold:

(a). X ∈ ES(compact),

(b). X is Schauder admissible and F is upper semicontinuous with closed values.

Then there exists a x ∈ X with G−1(x) ∩ F (x) 6= ∅.
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Proof. Let g ∈ C(Y,X) be a selection of G (guaranteed since Y is paracompact) and
note g F ∈ PK(X,X) since the composition of PK maps is PK. Finally note g F
is a compact map since G is a compact map. If (a) holds then apply Theoren 1.1 to
guarantee a x ∈ X with x ∈ g (F (x)). If (b) holds note g F is a upper semicontinuous
map with closed (in fact compact) values. Now apply Theorem 1.2. �

Remark 2.9. (i). Note we could replace G ∈ DKY (Y,X) with G ∈ HLPY (Y,X) in
Theorem 2.8.

(ii). In (a) in Theorem 2.8 we could replace X ∈ ES(compact) with D =

co (G(Y )) ∈ ES(compact) (respectively, in (b) in Theorem 2.8 we could replace X is
Schauder admissible with D is Schauder admissible). To see this note G ∈ DKT (Y,D)
so there exists a selection g ∈ C(Y,D) ofG. Also note sinceD ⊆ X and F ∈ PK(X,Y )
then F ∈ PK(D,Y ). Thus g F ∈ PK(D,D).

In Theorem 2.5 and Theorem 2.8 we considered g F . It is also possible to consider
F g to obtain other results. We first consider the analogue of Theorem 2.8.

Theorem 2.10. Let X be a convex set in a Hausdorff topological vector space and Y
a paracompact subset of a Hausdorff topological space E. Suppose F ∈ PK(X,Y ) is
a upper semicontinuous map with compact values and G ∈ DKT (Y,X) is a compact
map. Also assume one of the following hold:

(a). Y ∈ ES(compact),

(b). E is a uniform space and Y is a Schauder admissible subset of E.

Then there exists a x ∈ X with G−1(x) ∩ F (x) 6= ∅.

Proof. Let g ∈ C(Y,X) be a selection of G and note F g ∈ PK(Y, Y ). Also note F g
is a upper semicontinuous, compact map (since G is a compact map and F is upper
semicontinuous map with compact values) with closed (in fact compact) values. If (a)
holds apply Theorem 1.1 whereas if (b) holds apply Theorem 1.2. �

Remark 2.11. Note in Theorem 2.10 (a), F is upper semicontinuous map with compact
values is only needed to guarantee that F g is a compact map (this is all that is needed
to apply Theorem 1.1). As a result in Theorem 2.10 (a), F is upper semicontinuous
map with compact values and G is a compact map can be replaced by the condition
that F G is a compact map.

Remark 2.12. Note we could replace G ∈ DKY (Y,X) with G ∈ HLPY (Y,X) in
Theorem 2.10.

We now consider the analogue of Theorem 2.5 when we use F g instead of g F .

Theorem 2.13. Let X be a convex set in a Hausdorff topological vector space E and
Y an admissible convex paracompact subset in a Hausdorff topological vector space.
Suppose F ∈ KKM(X,Y ) is a upper semicontinuous map with compact values and

G ∈ DKT (Y,X) is a compact map. Let D = co (G(Y )) and assume D is an admissible
subset of E. Then there exists a x ∈ X with G−1(x) ∩ F (x) 6= ∅.
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Proof. We claim G ∈ DKT (Y,D). To see this note there exists a map S : Y → X
with co (S(y)) ⊆ G(y) for y ∈ Y , S(y) 6= ∅ for each y ∈ Y and S−1(x) is open (in Y )
for each x ∈ X. Since G(Y ) ⊆ D then S : Y → D since S(y) ⊆ co (S(y)) ⊆ G(y) ⊆ D
for y ∈ Y . Trivially S−1(x) is open (in Y ) for each x ∈ D since D ⊆ X. Thus
G ∈ DKT (Y,D) so from [7] there exists a selection g ∈ C(Y,D) of G (note Y is
paracompact). Also note since D ⊆ X and F ∈ KKM(X,Y ) then F ∈ KKM(D,Y )
(see (i) in Section 1). Now g ∈ C(Y,D), F ∈ KKM(D,Y ) and Theorem 1.8 guarantee
that F g ∈ KKM(Y, Y ) (noteD is an admissible convex set in E and Y is normal since
Hausdorff paracompact spaces are normal [9]). Also note F g is a upper semicontinuous
compact map with compact values, so it is a closed map [2]. Now apply Theorem 1.5
to guarantee a y ∈ Y with y ∈ F (g(y)). �

Remark 2.14. Note we could replace G ∈ DKY (Y,X) with G ∈ HLPY (Y,X) in
Theorem 2.13. To see this we only need to show that G ∈ HLPY (Y,D). To see
this note there exists a map S : Y → X with co (S(y)) ⊆ G(y) for y ∈ Y and
Y =

⋃
{ int S−1(w) : w ∈ X}. Now note for any y ∈ Y there exists a w ∈ X with

y ∈ int S−1(w) so w ∈ S(y) ⊆ co (S(y)) ⊆ G(y) ⊆ D. Thus Y =
⋃
{ int S−1(w) :

w ∈ D}, so G ∈ HLPY (Y,D).

Remark 2.15. In Theorem 2.13 we used Theorem 1.8 to get F g ∈ KKM(Y, Y ) and
then we applied Theorem 1.5. If D is an admissible subset of E was replaced by X is
an admissible subset of E then since one could obtain a selection g ∈ C(Y,X) of G
and since F ∈ KKM(X,Y ), then from Theorem 1.8 we have that F g ∈ KKM(Y, Y ).

In our next set of results we will remove the condition that Y is paracompact
in Theorem 2.5, Theorem 2.8, Theorem 2.10 and Theorem 2.13. We begin with the
analogue of Theorem 2.8.

Theorem 2.16. Let X be a convex set and Y a closed set in a Hausdorff topological
vector space E. Suppose F ∈ PK(X,Y ) and G ∈ DKT (Y,X) is a compact map. Let
K be a compact subset of X with G(Y ) ⊆ K, let L(K) be the linear span of K (i.e.
the smallest linear subspace of E that contains K) and assume F (X) ⊆ L(K) ∩ Y .
Also suppose one of the following hold:

(a). X ∈ ES(compact),

(b). X is Schauder admissible and F is upper semicontinuous with closed values.

Then there exists a x ∈ X with G−1(x) ∩ F (x) 6= ∅.

Proof. Let L(K) be as described above. We claim G ∈ DKT (Y ∩ L(K), X). To see
this note there exists a map S : Y → X with co (S(y)) ⊆ G(y) for y ∈ Y , S(y) 6= ∅ for
each y ∈ Y and S−1(x) is open (in Y ) for each x ∈ X. Let S? denote the restriction
of S to Y ∩ L(K) and note if x ∈ X then

(S?)−1(x) = {z ∈ Y ∩ L(K) : x ∈ S?(z)} = {z ∈ Y ∩ L(K) : x ∈ S(z)}
= L(K) ∩ {z ∈ Y : x ∈ S(z)} = L(K) ∩ S−1(x)

which is open in L(K) ∩ Y . Thus G ∈ DKT (Y ∩ L(K), X). Now recall L(K) is
Lindelöf so paracompact [9] and since Y ∩ L(K) is closed in L(K) then Y ∩ L(K) is
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paracompact. Now from [7] there exists a selection g ∈ C(Y ∩ L(K), X) of G. Also
since F (X) ⊆ L(K) ∩ Y then F ∈ PK(X,Y ∩ L(K)). Thus g F ∈ PK(X,X) is a
compact maps (since G is a compact map). If (a) holds then apply Theoren 1.1 to
guarantee a x ∈ X with x ∈ g (F (x)). If (b) holds note g F is a upper semicontinuous
map with closed (in fact compact) values. Now apply Theorem 1.2. �

Remark 2.17. In Theorem 2.16 we could replace F (X) ⊆ L(K)∩ Y with F (L(K)) ⊆
L(K)∩Y provided we assume F ∈ PK(E, Y ) and G ∈ DKT (Y,E) is a compact map
(here K is a compact subset of E with G(Y ) ⊆ K). Also we need to replace (a) and
(b) in Theorem 2.16 with one of the following:

(a). L(K) ∈ ES(compact),

(b). L(K) is Schauder admissible and F is upper semicontinuous with closed
values.

To see this we claim G ∈ DKT (Y ∩ L(K), L(K)). Note there exists a map
S : Y → E with co (S(y)) ⊆ G(y) for y ∈ Y , S(y) 6= ∅ for each y ∈ Y and S−1(x) is
open (in Y ) for each x ∈ E. Let S? denote the restriction of S to Y ∩L(K) and note
if x ∈ L(K) then

(S?)−1(x) = {z ∈ Y ∩ L(K) : x ∈ S?(z)} = {z ∈ Y ∩ L(K) : x ∈ S(z)}
= L(K) ∩ {z ∈ Y : x ∈ S(z)} = L(K) ∩ S−1(x)

which is open in L(K) ∩ Y . Thus G ∈ DKT (Y ∩ L(K), L(K)) and so there exists
a selection g ∈ C(Y ∩ L(K), L(K)) of G. Also since F (L(K)) ⊆ L(K) ∩ Y then
F ∈ PK(L(K), L(K) ∩ Y ) and so g F ∈ PK(L(K), L(K)) is a compact map. Now
apply Theorem 1.1 or Theorem 1.2.

Next we will replace DKT with HLPY in Theorem 2.16.

Theorem 2.18. Let X be a convex set and Y a closed set in a Hausdorff topological
vector space E. Suppose F ∈ PK(X,Y ) and G ∈ HLPY (Y,X) is a compact map.
Let K be a compact subset of X with G(Y ) ⊆ K, let L(K) be the linear span of K
and assume F (X) ⊆ L(K) ∩ Y . Also suppose one of the following hold:

(a). X ∈ ES(compact),

(b). X is Schauder admissible and F is upper semicontinuous with closed values.

Then there exists a x ∈ X with G−1(x) ∩ F (x) 6= ∅.

Proof. Let L(K) be as described above. We claim G ∈ HLPY (Y ∩ L(K), X). To
see this note there exists a map S : Y → X with co (S(y)) ⊆ G(y) for y ∈ Y and
Y =

⋃
{ int S−1(w) : w ∈ X}. Let S also denote the restriction of S to L(K) ∩ Y .

We now show Y ∩ L(K) =
⋃
{ intY ∩L(K) S

−1(w) : w ∈ X}. To see this first notice
that

L(K) ∩ Y = L(K) ∩
(⋃
{ int S−1(w) : w ∈ X}

)
=

⋃
{L(K) ∩ int S−1(w) : w ∈ X},

so L(K) ∩ Y ⊆
⋃
{ intY ∩L(K) S

−1(w) : w ∈ X} since for each w ∈ X we

have that Y ∩ int S−1(w) = int S−1(w) so L(K) ∩ int S−1(w) = L(K) ∩ Y ∩
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int S−1(w) = (L(K) ∩ Y ) ∩ int S−1(w) with is open in L(K) ∩ Y . On the other
hand clearly

⋃
{ intY ∩L(K) S

−1(w) : w ∈ X} ⊆ L(K) ∩ Y . Thus L(K) ∩ Y =⋃
{ intY ∩L(K) S

−1(w) : w ∈ X} so G ∈ HLPY (Y ∩ L(K), X) and since Y ∩ L(K)
is paracompact there exists [11] a selection g ∈ C(Y ∩ L(K), X) of G and also note
g F ∈ PK(X,X) is a compact map. Now apply Theorem 1.1 or Theorem 1.2. �

Remark 2.19. In Theorem 2.18 we could replace F (X) ⊆ L(K)∩ Y with F (L(K)) ⊆
L(K) ∩ Y provided we assume F ∈ PK(E, Y ) and G ∈ HLPY (Y,E) is a compact
map (here K is a compact subset of E with G(Y ) ⊆ K). Also we need to replace (a)
and (b) in Theorem 2.18 with one of the following:

(a). L(K) ∈ ES(compact),

(b). L(K) is Schauder admissible and F is upper semicontinuous with closed
values.

To see this we claim G ∈ HLPY (Y ∩L(K), L(K)). First note there exists a map
S : Y → E with co (S(y)) ⊆ G(y) for y ∈ Y and Y =

⋃
{ int S−1(w) : w ∈ E}. Let

S also denote the restriction of S to L(K) ∩ Y . Notice

L(K) ∩ Y = L(K) ∩
(⋃
{ int S−1(w) : w ∈ E}

)
=

⋃
{L(K) ∩ int S−1(w) : w ∈ E},

so L(K) ∩ Y ⊆
⋃
{ intY ∩L(K) S

−1(w) : w ∈ X} since for each w ∈ E we have that

Y ∩ int S−1(w) = int S−1(w) so L(K) ∩ int S−1(w) = (L(K) ∩ Y ) ∩ int S−1(w) with
is open in L(K) ∩ Y . On the other hand clearly

⋃
{ intY ∩L(K) S

−1(w) : w ∈ E} ⊆
L(K) ∩ Y . Thus

L(K) ∩ Y =
⋃
{ intY ∩L(K) S

−1(w) : w ∈ E}.

Now for any y ∈ L(K)∩Y there exists a w ∈ E with y ∈ intY ∩L(K) S
−1(w) ⊆ S−1(w)

so w ∈ S(y) ⊆ co (S(y)) ⊆ G(y) ⊆ K ⊆ L(K). Thus

L(K) ∩ Y =
⋃
{ intY ∩L(K) S

−1(w) : w ∈ L(K)},

so G ∈ HLPY (Y ∩ L(K), L(K)) and since Y ∩ L(K) is paracompact there exists a
selection g ∈ C(Y ∩ L(K), L(K)) of G and also note g F ∈ PK(L(K), L(K)) is a
compact map. Now apply Theorem 1.1 or Theorem 1.2.

Now we consider the analogue of Theorem 2.5.

Theorem 2.20. Let X be an admissible convex set and Y a set in a Hausdorff topo-
logical vector space E. Suppose F ∈ KKM(X,Y ) is a upper semicontinuous map
with compact values and G ∈ DKT (Y,X) is a compact map. Let K be a com-
pact subset of X with G(Y ) ⊆ K, let L(K) be the linear span of K and assume
F (X) ⊆ L(K) ∩ Y and L(K) ∩ Y is closed in both Y and L(K). Then there exists a
x ∈ X with G−1(x) ∩ F (x) 6= ∅.

Proof. Let L(K) be as described above and as in Theorem 2.16 we haveG ∈ DKT (Y ∩
L(K), X). Note L(K) is paracompact and since Y ∩ L(K) is closed in L(K) then
Y ∩ L(K) is paracompact. Now from [7] there exists a selection g ∈ C(Y ∩ L(K), X)
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of G. Now F ∈ KKM(X,Y ), F (X) ⊆ L(K) ∩ Y so from Section 1 (see (ii), note
Y ∩ L(K) is closed in Y ) we have F ∈ KKM(X,Y ∩ L(K)). Now Theorem 1.4 (ii)
guarantees that g F ∈ KKM(X,X) and note g F is a compact map. Now apply
Theorem 1.5. �

Remark 2.21. Note we could replace G ∈ DKY (Y,X) with G ∈ HLPY (Y,X) in
Theorem 2.20 (since G ∈ HLPY (Y ∩ L(K), X) as in Theorem 2.18).

Remark 2.22. In Theorem 2.20 (respectively, Remark 2.21) we could replace F (X) ⊆
L(K) ∩ Y with F (L(K)) ⊆ L(K) ∩ Y provided we assume F ∈ KKM(E, Y ) and
G ∈ DKT (Y,E) ((respectively, G ∈ HLPY (Y,E)) is a compact map (here K is a
compact subset of E with G(Y ) ⊆ K). Also we need to replace the assumption that
X is an admissible subset of E with L(K) is an admissible subset of E.

To see this note (see Remark 2.17, respectively, Remark 2.19) G ∈ DKT (Y ∩
L(K), L(K)) (respectively, G ∈ HLPY (Y ∩L(K), L(K))) so since Y ∩L(K) is para-
compact there exists a selection g ∈ C(Y ∩L(K), L(K)) of G. Also since F (L(K)) ⊆
L(K) ∩ Y from Section 1 (see (i) and (ii)) we have F ∈ KKM(L(K), Y ∩ L(K)).
Now Theorem 1.4 (ii) guarantees that g F ∈ KKM(L(K), L(K)) and note g F is a
compact map. Now apply Theorem 1.5.

Next we present the analogue of Theorem 2.10.

Theorem 2.23. Let X be a convex set and Y a closed subset in a Hausdorff topological
vector space E. Suppose F ∈ PK(X,Y ) is a upper semicontinuous map with compact
values and G ∈ DKT (Y,X) is a compact map. Let K be a compact subset of X with
G(Y ) ⊆ K, let L(K) be the linear span of K and assume F (X) ⊆ L(K) ∩ Y . Also
suppose one of the following hold:

(a). Y ∩ L(K) ∈ ES(compact),

(b). Y ∩ L(K) is a Schauder admissible subset of E.

Then there exists a x ∈ X with G−1(x) ∩ F (x) 6= ∅.
Proof. As in Theorem 2.16 note G ∈ DKT (Y ∩L(K), X) and Y ∩L((K) is paracom-
pact, so there exists a selection g ∈ C(Y ∩L(K), X) of G. Also F ∈ PK(X,Y ∩L(K))
so F g ∈ PK(Y ∩L(K), Y ∩L(K)) is a upper semicontinuous compact map with com-
pact values. Now apply Theorem 1.1 or Theorem 1.2. �

Remark 2.24. Note we could replace G ∈ DKY (Y,X) with G ∈ HLPY (Y,X) in
Theorem 2.23 (since G ∈ HLPY (Y ∩ L(K), X) as in Theorem 2.18).

Remark 2.25. In Theorem 2.23 (respectively, Remark 2.24) we could replace F (X) ⊆
L(K) ∩ Y with F (L(K)) ⊆ L(K) ∩ Y provided we assume F ∈ PK(E, Y ) and
G ∈ DKT (Y,E) (respectively, G ∈ HLPY (Y,E)) is a compact map (here K
is a compact subset of E with G(Y ) ⊆ K). To see this notice from Remark
2.17 (respectively, Remark 2.19) that G ∈ DKT (Y ∩ L(K), L(K)) (respectively,
G ∈ HLPY (Y ∩ L(K), L(K))), so there exists a selection g ∈ C(Y ∩ L(K), L(K))
of G. Also since F (L(K)) ⊆ L(K) ∩ Y then F ∈ PK(L(K), L(K) ∩ Y ) and so
F g ∈ PK(Y ∩ L(K), Y ∩ L(K)) is a compact map. Now apply Theorem 1.1 or The-
orem 1.2.
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We note in [14, Theorem 2.5] that inadventently we assumed F ∈ Ad(X,Y ) and
G ∈ DKT (Y,X) instead of F ∈ Ad(E, Y ) and G ∈ DKT (Y,E).

Next we present the analogue of Theorem 2.13.

Theorem 2.26. Let X be an admissible convex set and Y a convex set in a Hausdorff
topological vector space E. Suppose F ∈ KKM(X,Y ) is a upper semicontinuous map
with compact values and G ∈ DKT (Y,X) is a compact map. Let K be a compact
subset of X with G(Y ) ⊆ K, let L(K) be the linear span of K and assume F (X) ⊆
L(K)∩ Y . Also assume L(K)∩ Y is closed in both Y and L(K) and Y ∩L(K) is an
admissible subset of E. Then there exists a x ∈ X with G−1(x) ∩ F (x) 6= ∅.

Proof. As in Theorem 2.16 note G ∈ DKT (Y ∩L(K), X) and Y ∩L(K) is paracom-
pact, so there exists a selection g ∈ C(Y ∩ L(K), X) of G. Also F ∈ KKM(X,Y ),
F (X) ⊆ L(K) ∩ Y so from Section 1 (see (ii), note Y ∩ L(K) is closed in Y ) we
have F ∈ KKM(X,Y ∩ L(K)). Now Theorem 1.8 (note Y ∩ L(K) is normal since
Hausdorff paracompact spaces are normal [8] and also note X is an admissible convex
subset of E) guarantees that F g ∈ KKM(Y ∩ L(K), Y ∩ L(K)) and F g is a upper
semicontinuous compact map with compact values. Now apply Theorem 1.5. �

Remark 2.27. Now G ∈ DKY (Y,X) can be replaced by G ∈ HLPY (Y,X) in Theo-
rem 2.26 (since G ∈ HLPY (Y ∩ L(K), X) as in Theorem 2.18).

Remark 2.28. In Theorem 2.26 (respectively, Remark 2.27) we could replace F (X) ⊆
L(K) ∩ Y with F (L(K)) ⊆ L(K) ∩ Y provided we assume F ∈ KKM(E, Y ) and
G ∈ DKT (Y,E) (respectively, G ∈ HLPY (Y,E)) is a compact map (here K is a
compact subset of E with G(Y ) ⊆ K). Also we need to replace X is an admissible
subset of E with L(K) is an admissible subset of E.

To see this notice from Remark 2.17 (respectively, Remark 2.19) that G ∈
DKT (Y ∩ L(K), L(K)) (respectively, G ∈ HLPY (Y ∩ L(K), L(K))), so there ex-
ists a selection g ∈ C(Y ∩L(K), L(K)) of G. Also since F (L(K)) ⊆ L(K)∩Y then as
in Section 1 (see (i) and (ii)) we have F ∈ KKM(L(K), L(K)∩Y ). Now Theorem 1.8
(note Y ∩L(K) is normal and L(K) is an admissible convex subset of E) guarantees
that F g ∈ KKM(Y ∩ L(K), Y ∩ L(K)) and F g is a upper semicontinuous compact
map with compact values. Now apply Theorem 1.5.

In all the results so far we choose to obtain coincidences between different classes
of maps. When the classes of maps are the same we present the following two results.

Theorem 2.29. Let X be a subset in a Hausdorff topological space E and Y a subset
in a Hausdorff topological space. Suppose F ∈ PK(X,Y ) and G ∈ PK(Y,X) is a
compact map. Also assume one of the following hold:

(a). X ∈ ES(compact),

(b). E is a topological vector space, X is a Schauder admissible subset of E and
GF : X → 2X is upper semicontinuous with closed values.

Then there exists a x ∈ X with G−1(x) ∩ F (x) 6= ∅.
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Proof. Note GF ∈ PK(X,X) is a compact map. Now apply Theorem 1.1 or Theorem
1.2. �

Remark 2.30. (i). If E is a Hausdorff topological vector space and X is convex then in
Theorem 2.29 (a) (respectively, Theorem 2.29 (b)) we could replace X ∈ ES(compact)
(respectively, X is a Schauder admissible subset of E and GF : X → 2X is upper

semicontinuous with closed values) with D = co (G(Y )) ∈ ES(compact) (respectively,
D is a Schauder admissible subset of E and GF : D → 2D is upper semicontinuous
with closed values). To see this we just need to note that F ∈ PK(D,Y ) and G ∈
PK(Y,D).

(ii). Of course one could have other variations of (a) and (b) in Theorem 2.29 if
one uses other results in [12], [13].

(iii). Note in Theorem 2.29 we could replace ”G ∈ PK(Y,X) is a compact map”
with ”F ∈ PK(Y,X) is a compact map and G ∈ PK(Y,X) is a upper semicontinuous
map with compact values”.

Theorem 2.31. Let X be a convex set in a Hausdorff topological space E and Y a
convex set in a Hausdorff topological space. Suppose F ∈ HLPY (X,Y ) is a compact
map and G ∈ HLPY (Y,X). Then there exists a x ∈ X with G−1(x) ∩ F (x) 6= ∅.

Proof. There exists a compact set K of Y with F (X) ⊆ K. Now since G ∈
HLPY (Y,X) then as in Theorem 2.3 we have G ∈ HLPY (K,X), so there exists
a selection g ∈ C(K,X) of G and a finite subset A of X with g(K) ⊆ co (A).
Note F ∈ HLPY (X,Y ) so a similar argument as in Theorem 2.3 guarantees that
F ∈ HLPY (co (A), Y ). Now since co (A) is compact then there exists a selection
f ∈ C(co (A), Y ) of F . Note f(co (A)) ⊆ F (co (A)) ⊆ F (X) ⊆ K so f ∈ C(co (A),K)
and as a result we have that g f ∈ C(co (A), co (A)). Now since co (A) is a com-
pact convex subset in a finite dimensional subspace of E then Brouwer’s fixed point
theorem guarantees a x ∈ co (A) with x = g (f(x)). �
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Abstract. In the paper of S. Park (Almost all about Rus-Hicks-Rhoades maps in
quasi-metric spaces, Adv. Theory Nonlinear Anal. Appl., 7(2023), No. 2, 455-
472), the author solves the following problem: Which metric conditions imposed
on f imply that f is a graphic contraction? In this paper we study the follow-
ing problem: Which metric conditions imposed on f imply that f satisfies the
conditions of Rus saturated principle of graphic contractions?
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1. Introduction and preliminaries

Let (X, d) be an L-space and f : X → X be a mapping. By following [17], [16]
and [15], we present the following notions and notations, which will be used in the
sequel of this paper.

By definition, f is a pre-weakly Picard mapping (PWPM) if the sequence
{fn(x)}n∈N converges for all x ∈ X. If f is PWPM , then we consider the map-
ping, f∞ : X → X defined by, f∞(x) := lim

n→∞
fn(x), for all x ∈ X.

If f is a PWPM and f∞(x) ∈ Ff , for any x ∈ X, then by definition, f is a
weakly Picard mapping (WPM). Each WPM generates a partition of X. Let x∗ ∈ Ff
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and Xx∗ := {x ∈ X | fn(x)→ x∗ as n→∞}. Then, X =
⋃

x∗∈Ff

Xx∗ is a partition of

X. In this case, we have that: f(Xx∗) ⊂ Xx∗ and Xx∗ ∩ Ff = {x∗}, for all x∗ ∈ Ff .
If f is WPM and Ff = {x∗}, then by definition, f is Picard mapping (PM).
The following result was given by I.A. Rus in [15].

Theorem 1.1 (Saturated principle of graphic contractions). Let (X, d) be a com-
plete metric space and f : X → X be a graphic l-contraction, i.e., 0 < l < 1 and
d(f2(x), f(x)) ≤ ld(x, f(x)), for all x ∈ X. Then we have that:

(i) {fn(x)}n∈N converges for all x ∈ X and
∑
n∈N

d(fn(x), fn+1(x)) < +∞, for all

x ∈ X.

If in addition, lim
n→∞

f(fn(x)) = f( lim
n→∞

fn(x)), for all x ∈ X, then:

(ii) Ff = Ffn 6= ∅, for all n ∈ N∗.
(iii) f is a WPM .
(iv) d(x, f∞(x)) ≤ 1

1−ld(x, f(x)), for all x ∈ X.

(v) The fixed point equation corresponding to f is Ulam-Hyers stable.
(vi) x∗ ∈ Ff , yn ∈ Xx∗ , d(yn, f(yn))→ 0 as n→∞ ⇒ yn → x∗ as n→∞, i.e., the

fixed point problem for f is well-posed.
(vii) If in addition, l < 1

3 , then, x∗ ∈ Ff , yn ∈ Xx∗ , d(yn+1, f(yn)) → 0 as n → ∞
⇒ yn → x∗ as n→∞, i.e., f has the Ostrowski property.

Notice that if cardFf ≤ 1, then Theorem 1.1 takes the following form:

Theorem 1.2. Let (X, d) be a complete metric space and f : X → X be a graphic
l-contraction. We assume that cardFf ≤ 1. Then we have that:

(i) {fn(x)}n∈N converges for all x ∈ X and
∑
n∈N

d(fn(x), fn+1(x)) < +∞, for all

x ∈ X.

If in addition, lim
n→∞

f(fn(x)) = f( lim
n→∞

fn(x)), for all x ∈ X, then:

(ii) Ff = Ffn = {x∗}, for all n ∈ N∗.
(iii) f is a PM .
(iv) d(x, x∗) ≤ 1

1−ld(x, f(x)), for all x ∈ X.

(v) The fixed point equation corresponding to f is Ulam-Hyers stable.
(vi) yn ∈ X, d(yn, f(yn))→ 0 as n→∞ ⇒ yn → x∗ as n→∞, i.e., the fixed point

problem for f is well-posed.
(vii) If in addition, l < 1

3 , then yn ∈ X, d(yn+1, f(yn)) → 0 as n → ∞ ⇒ yn → x∗

as n→∞, i.e., f has the Ostrowski property.

On the other hand, in the metric fixed point theory, there is a large number of
metric conditions (see [12], [9], [2], [18], [14], [13], [1], [4], [20], . . .).

In the paper [10], S. Park solves the following problem: Which metric conditions
imposed on f imply that f is a graphic contraction?

In this paper we study the following problem: Which metric conditions imposed
on f imply that f satisfies the conditions of Rus saturated principle of graphic con-
tractions?
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Throughout this paper we follow the notation and terminology used in [15], [17],
[3] and [19].

2. Conditions with respect to a standard metric

Let (X, d) be a metric space and f : X → X be a mapping. In many fixed point
results, there are several standard metric conditions imposed on f with respect to d,
which imply that f is a graphic contraction. For example, we have the Banach, Kan-
nan, Ćirić-Reich-Rus, Ćirić, Berinde, Zamfirescu’s metric conditions. More of them
can be found in the paper of S. Park [10].

In this section we will focus on some other interesting metric conditions, implying
the graphic contraction property of the mapping f .

• Hardy-Rogers’ metric condition (see [6] and also [13]).
f is called HR mapping if there exist three constants a, b, c ∈ R+, with

a+ 2b+ 2c ∈ (0, 1), such that

d(f(x), f(y)) ≤ ad(x, y) + b[d(x, f(x)) + d(y, f(y))]+

+ c[d(x, f(y)) + d(y, f(x))], for all x, y ∈ X.

• Khojasteh, Abbas and Costache’s metric condition (see [8]).
f is called KAC mapping if

d(f(x), f(y)) ≤ d(y, f(x)) + d(x, f(y))

d(x, f(x)) + d(y, f(y)) + 1
d(x, y), for all x, y ∈ X.

• Interpolative Kannan’s metric condition (see [7]).
f is called IK mapping if there exist two constants λ ∈ [0, 1) and α ∈ (0, 1)

such that

d(f(x), f(y)) ≤ λ[d(x, f(x))]α · [d(y, f(y))]1−α, for all x, y ∈ X \ Ff .

2.1. The case of HR mappings

Lemma 2.1. Let (X, d) be a metric space. Let f : X → X be a HR mapping. Then f
is a graphic lHR-contraction, i.e.,

d(f(x), f2(x)) ≤ lHR · d(x, f(x)), for all x ∈ X,

where the constant lHR = a+b+c
1−b−c , with a, b, c ∈ R+ and a+ 2b+ 2c ∈ (0, 1).

Proof. The conclusion follows by replacing y with f(x) in the Hardy-Rogers’ metric
condition. �

Lemma 2.2. Let (X, d) be a complete metric space. Let f : X → X be a HR mapping.
Then f(fn(x))→ f(f∞(x)) as n→∞, for all x ∈ X.
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Proof. By replacing x with fn(x) and y with f∞(x) in the Hardy-Rogers’ metric
condition, we get that

d(f(fn(x)), f(f∞(x))) ≤ ad(fn(x), f∞(x))+

+ b[d(fn(x), f(fn(x))) + d(f∞(x), f(f∞(x)))]+

+ c[d(fn(x), f(f∞(x))) + d(f∞(x), f(fn(x)))].

Next, by using the triangle inequality satisfied by the metric d we get

d(f(fn(x)), f(f∞(x))) ≤ ad(fn(x), f∞(x))+

+ b[d(fn(x), f(fn(x))) + d(f∞(x), f(fn(x))) + d(f(fn(x)), f(f∞(x)))]+

+ c[d(fn(x), f(fn(x))) + d(f(fn(x)), f(f∞(x))) + d(f∞(x), f(fn(x)))].

By letting n→∞ in the above inequality and taking into account the continuity
of the metric d and the fact that the operator f is a graphic lHR-contraction via
Lemma 2.1, we get that d(fn(x), f∞(x))→ 0 as n→∞ and d(fn(x), f(fn(x)))→ 0
as n→∞. It follows that f(fn(x))→ f(f∞(x)) as n→∞, for all x ∈ X. �

In the paper [6], G.E. Hardy and T.D. Rogers showed that any HR mapping
is a PM . In the following theorem, we give a simple proof of this result and several
other conclusions concerning HR mappings.

Theorem 2.3 (Saturated principle of HR mappings). Let (X, d) be a complete metric
space and f : X → X be a HR mapping. Then we have that:

(i) Ff = Ffn = {x∗}, for all n ∈ N∗.
(ii) f is a PM .

(iii) d(x, x∗) ≤ 1
1−lHR d(x, f(x)), for all x ∈ X.

(iv) The fixed point equation corresponding to f is Ulam-Hyers stable.
(v) yn ∈ X, d(yn, f(yn))→ 0 as n→∞ ⇒ yn → x∗ as n→∞, i.e., the fixed point

problem for f is well-posed.
(vi) If in addition, lHR <

1
3 , then yn ∈ X, d(yn+1, f(yn))→ 0 as n→∞ ⇒ yn → x∗

as n→∞, i.e., f has the Ostrowski property.

Proof. From Lemma 2.1, f is a graphic lHR-contraction.
From Lemma 2.2, it follows that fn+1(x) → f(f∞(x)) as n → ∞. But

fn+1(x)→ f∞(x) as n→∞. So, f∞(x) ∈ Ff . Hence, Ff 6= ∅.
Let x∗, y∗ ∈ Ff with x∗ 6= y∗. By replacing x with x∗ and y with y∗ in the

Hardy-Rogers’ metric condition, we get (1− a− 2c)d(x∗, y∗) ≤ 0, which implies that
x∗ = y∗. So, cardFf = 1. We apply next Theorem 1.2. �

2.2. The case of KAC mappings

Lemma 2.4. Let (X, d) be a bounded metric space. Let f : X → X be a KAC mapping.
Then f is a graphic lKAC-contraction, i.e.,

d(f(x), f2(x)) ≤ lKAC · d(x, f(x)), for all x ∈ X,

where the constant lKAC = 2δ(X)
2δ(X)+1 and δ(X) is the diameter functional of the space

X.
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Proof. By taking y = f(x) in the Khojasteh, Abbas and Costache’s metric condition,
we obtain the following estimation:

d(f(x), f2(x)) ≤ d(x, f2(x))

d(x, f(x)) + d(f(x), f2(x)) + 1
d(x, f(x)), for all x ∈ X.

Let us notice that the number d(x,f2(x))
d(x,f(x))+d(f(x),f2(x))+1 is not a constant, since it de-

pends on x ∈ X. However, we can find an upper bound for it, by considering the
diameter functional of the space X,

δ(X) := sup{d(x, y) | x, y ∈ X}.

Let us consider the function ψ : R+ → R+, defined by ψ(x) := x
x+1 , for all x ∈

R+. By calculating its first derivative, we conclude that the function ψ is increasing
on R+. We have the following estimations:

d(x, f2(x))

d(x, f(x)) + d(f(x), f2(x)) + 1
≤ d(x, f(x)) + d(f(x), f2(x))

d(x, f(x)) + d(f(x), f2(x)) + 1
=

= ψ(d(x, f(x)) + d(f(x), f2(x))) ≤ ψ(2δ(X)) =
2δ(X)

2δ(X) + 1
, for all x ∈ X.

Hence, for lKAC = 2δ(X)
2δ(X)+1 we have that d(f(x), f2(x)) ≤ lKAC · d(x, f(x)), for all

x ∈ X. �

Lemma 2.5. Let (X, d) be a bounded complete metric space and f : X → X be a KAC
mapping. Then, f(fn(x)) → f(f∞(x)) as n → ∞, for all x ∈ X and f∞(x) ∈ Ff ,
for all x ∈ X.

Proof. We have that d(f(fn(x)), f(f∞(x))) = d(fn+1(x), f(f∞(x))) ≤

≤ d(f∞(x), fn+1(x)) + d(fn(x), f(f∞(x)))

d(fn(x), fn+1(x)) + d(f∞(x), f(f∞(x))) + 1
d(fn(x), f∞(x)).

By letting n→∞, it follows that,

d(f∞(x), f(f∞(x))) ≤ d(f∞(x), f(f∞(x)))

d(f∞(x), f(f∞(x))) + 1
· 0 = 0.

So, f(fn(x))→ f(f∞(x)) as n→∞ and f∞(x) ∈ Ff , for all x ∈ X. �

Theorem 2.6 (Saturated principle of KAC mappings). Let (X, d) be a complete
bounded metric space and f : X → X be a KAC mapping. Then we have that:

(i) {fn(x)}n∈N converges for all x ∈ X and
∑
n∈N

d(fn(x), fn+1(x)) < +∞, for all

x ∈ X.
(ii) Ff = Ffn 6= ∅, for all n ∈ N∗.

(iii) f is a WPM .
(iv) d(x, f∞(x)) ≤ 1

1−lKAC d(x, f(x)), for all x ∈ X.

(v) The fixed point equation corresponding to f is Ulam-Hyers stable.
(vi) x∗ ∈ Ff , yn ∈ Xx∗ , d(yn, f(yn))→ 0 as n→∞ ⇒ yn → x∗ as n→∞, i.e., the

fixed point problem for f is well-posed.
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(vii) If in addition, lKAC < 1
3 , then, x∗ ∈ Ff , yn ∈ Xx∗ , d(yn+1, f(yn)) → 0 as

n→∞ ⇒ yn → x∗ as n→∞, i.e., f has the Ostrowski property.

Proof. The conclusions follow from the saturated principle of graphic contractions.
�

2.3. The case of IK mappings

Lemma 2.7. Let (X, d) be a metric space. Let f : X → X be an IK mapping. Then f
is a graphic lIK-contraction, i.e.,

d(f(x), f2(x)) ≤ lIK · d(x, f(x)), for all x ∈ X,

where lIK = λ
1
α , with λ ∈ [0, 1) and α ∈ (0, 1).

Proof. By replacing y with f(x) in the interpolative Kannan’s metric condition, we
get the conclusion. �

Lemma 2.8. Let (X, d) be a metric space. Let f : X → X be an IK mapping. Then
f(fn(x))→ f(f∞(x)) as n→∞, for all x ∈ X.

Proof. If f∞(x) 6∈ Ff then, by replacing x with fn(x) and y with f∞(x) in the
interpolative Kannan’s metric condition, we have

d(f(fn(x)), f(f∞(x))) ≤ λ[d(fn(x), fn+1(x))]α[d(f∞(x), f(f∞(x)))]1−α,

for all x ∈ X. By letting n → ∞ and taking into account the Lemma 2.7,
d(fn(x), fn+1(x))→ 0 as n→∞, for all x ∈ X. The conclusion follows. �

Theorem 2.9 (Saturated principle of IK mappings). Let (X, d) be a complete metric
space and f : X → X be an IK mapping. Then we have that:

(i) {fn(x)}n∈N converges for all x ∈ X and
∑
n∈N

d(fn(x), fn+1(x)) < +∞, for all

x ∈ X.
(ii) Ff = Ffn 6= ∅, for all n ∈ N∗.

(iii) f is a WPM .
(iv) d(x, f∞(x)) ≤ 1

1−lIK d(x, f(x)), for all x ∈ X.

(v) The fixed point equation corresponding to f is Ulam-Hyers stable.
(vi) x∗ ∈ Ff , yn ∈ Xx∗ , d(yn, f(yn))→ 0 as n→∞ ⇒ yn → x∗ as n→∞, i.e., the

fixed point problem for f is well-posed.
(vii) If in addition, lIK < 1

3 , then, x∗ ∈ Ff , yn ∈ Xx∗ , d(yn+1, f(yn))→ 0 as n→∞
⇒ yn → x∗ as n→∞, i.e., f has the Ostrowski property.

Proof. The conclusions follow from Lemmas 2.7, 2.8 and Theorem 1.1. �

In the case when cardFf ≤ 1, Theorem 2.9 takes the following form:

Theorem 2.10. Let (X, d) be a complete metric space and f : X → X be an IK
mapping. We assume that cardFf ≤ 1. Then we have that:



Metric conditions, graphic contractions 167

(i) {fn(x)}n∈N converges for all x ∈ X and
∑
n∈N

d(fn(x), fn+1(x)) < +∞, for all

x ∈ X.
(ii) Ff = Ffn = {x∗}, for all n ∈ N∗.

(iii) f is a PM .
(iv) d(x, x∗) ≤ 1

1−lIK d(x, f(x)), for all x ∈ X.

(v) The fixed point equation corresponding to f is Ulam-Hyers stable.
(vi) yn ∈ X, d(yn, f(yn))→ 0 as n→∞ ⇒ yn → x∗ as n→∞, i.e., the fixed point

problem for f is well-posed.
(vii) If in addition, lIK < 1

3 , then, yn ∈ X, d(yn+1, f(yn))→ 0 as n→∞⇒ yn → x∗

as n→∞, i.e., f has the Ostrowski property.

Proof. The conclusions follow from Lemmas 2.7, 2.8 and Theorem 1.2. �

Remark 2.11. Not any metric condition yields a graphic contraction. For instance, if
we consider a metric space (X, d) and the mapping f : X → X with the property
that there exist two constants θ ∈ [0, 1) and L ≥ 0 such that

d(f(x), f(y)) ≤ θd(x, y) + L[d(x, f(x)) + d(y, f(y))],

for all x, y ∈ X, then f is not a graphic contraction.
Indeed, by choosing y := f(x) we get d(f(x), f2(x)) ≤ θ+L

1−Ld(x, f(x)), for all

x ∈ X. By taking L = 1
2 , the condition θ+L

1−L < 1 implies θ < 0, which is a contradiction

with θ ∈ [0, 1).

3. Conditions with respect to a dislocated metric

Let us recall first the notion of dislocated metric.

Definition 3.1. Let X be a nonempty set. A functional d : X × X → R+ is called
dislocated metric on X if the following conditions hold:

(i) d(x, y) = d(y, x) = 0 ⇒ x = y.
(ii) d(x, y) = d(y, x), for all x, y ∈ X.

(iii) d(x, y) ≤ d(x, z) + d(z, y), for all x, y, z ∈ X.

If X is a nonempty set and d : X ×X → R+ is a dislocated metric on X, then
the couple (X, d) is called dislocated metric space.

In the above setting, we have the following results.

Theorem 3.2 (Saturated principle of graphic contraction). Let (X, d) be a complete
dislocated metric space and f : X → X be a graphic l-contraction, i.e., 0 < l < 1 and
d(f2(x), f(x)) ≤ ld(x, f(x)), for all x ∈ X. Then we have that:

(i) {fn(x)}n∈N converges for all x ∈ X and
∑
n∈N

d(fn(x), fn+1(x)) < +∞, for all

x ∈ X.

If in addition, lim
n→∞

f(fn(x)) = f( lim
n→∞

fn(x)), for all x ∈ X, then:

(ii) Ff = Ffn 6= ∅, for all n ∈ N∗.
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(iii) f is a WPM .
(iv) d(x, f∞(x)) ≤ 1

1−ld(x, f(x)), for all x ∈ X.

(v) The fixed point equation corresponding to f is Ulam-Hyers stable.
(vi) x∗ ∈ Ff , yn ∈ Xx∗ , d(yn, f(yn))→ 0 as n→∞ ⇒ yn → x∗ as n→∞, i.e., the

fixed point problem for f is well-posed.
(vii) If in addition, l < 1

3 , then, x∗ ∈ Ff , yn ∈ Xx∗ , d(yn+1, f(yn)) → 0 as n → ∞
⇒ yn → x∗ as n→∞, i.e., f has the Ostrowski property.

Proof. (i). Let x ∈ X. We construct the sequence of successive approximations,
{fn(x)}n∈N, for f starting from x.

Since f is a graphic l-contraction, we have the following estimations:

d(f(x), f2(x)) ≤ ld(x, f(x)),

d(f2(x), f3(x)) ≤ ld(f(x), f2(x)) ≤ l2d(x, f(x)),

...

d(fn(x), fn+1(x)) ≤ ld(fn−1(x), fn(x)) ≤ . . . ≤ lnd(x, f(x)),

for all x ∈ X and n ∈ N. By summing up the left hand side of the above inequalities,
we have ∑

n∈N
d(fn(x), fn+1(x)) ≤

∑
n∈N

lnd(x, f(x)) =
1

1− l
d(x, f(x)) < +∞.

It follows that {fn(x)}n∈N is a Cauchy sequence in (X, d) and, since (X, d) is
complete, we get that {fn(x)}n∈N is convergent in (X, d).

(ii) + (iii). Since {fn(x)}n∈N is convergent in (X, d), there exists f∞(x) =
lim
n→∞

fn(x) ∈ X. By using the assumption lim
n→∞

f(fn(x)) = f( lim
n→∞

fn(x)), for all

x ∈ X, it follows that f∞(x) ∈ Ff and also that f∞(x) ∈ Ffn . So (ii) holds. By
definition, f is a WPM . So, (iii) also holds.

(iv). Let x ∈ X. Since f is a graphic l-contraction, we have

d(x, f∞(x)) ≤
n∑
k=0

d(fk(x), fk+1(x)) + d(fn+1(x), f∞(x))

≤
n∑
k=0

lkd(x, f(x)) + d(fn+1(x), f∞(x)).

By letting n→∞, the conclusion follows.
(v). We recall that the fixed point equation x = f(x), x ∈ X is Ulam-Hyers

stable if there exists a constant c > 0 such that for any ε > 0 and any ε-solution
z of the fixed point equation, i.e., d(z, f(z)) ≤ ε, there exists x∗ ∈ Ff such that
d(z, x∗) ≤ cε.

Let ε > 0 and let z be the ε-solution of the fixed point equation x = f(x), for
all x ∈ X. Since f∞(x) ∈ Ff , by using the inequality (iv), we have

d(z, f∞(x)) ≤ 1

1− l
d(z, f(z)) ≤ 1

1− l
ε
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So, there exists c := 1
1−l > 0 such that d(z, f∞(x)) ≤ cε.

(vi). Let x∗ ∈ Ff and yn ∈ X∗x := {x ∈ X | fn(x)→ x∗, as n→∞}, such that
d(yn, f(yn))→ 0 as n→∞. We have the following estimations

d(yn, x
∗) ≤

n−1∑
k=0

d(fk(yn), fk+1(yn)) + d(fn(yn), x∗)

≤
n−1∑
k=0

lkd(yn, f(yn)) + d(fn(yn), x∗).

By letting n→∞, it follows that d(yn, x
∗)→ 0. So, (vi) holds.

(vii). First, we show that

d(f(x), f∞(x)) ≤ l

1− 2l
d(x, f∞(x)), for all x ∈ X. (3.1)

Indeed, for any x ∈ X, we have the following estimations

d(f(x), f∞(x)) ≤
∞∑
k=0

d(fk(x), fk+1(x))− d(x, f(x))

≤
∞∑
k=0

lkd(x, f(x))− d(x, f(x)) =

(
1

1− l
− 1

)
d(x, f(x))

≤ l

1− l
d(x, f∞(x)) +

l

1− l
d(f∞(x), f(x)).

It follows that 1−2l
1−l d(f(x), f∞(x)) ≤ l

1−ld(x, f∞(x)). Hence (3.1) holds. Notice also

that the constant l
1−2l < 1 if and only if l < 1

3 .

Now, let x∗ ∈ Ff and yn ∈ X∗x := {x ∈ X | fn(x)→ x∗, as n→∞}, such that
d(yn+1, f(yn))→ 0 as n→∞. By using (3.1), we have

d(yn+1, x
∗) ≤ d(yn+1, f(yn)) + d(f(yn), x∗)

≤ d(yn+1, f(yn)) +
l

1− 2l
d(yn, x

∗)

≤ d(yn+1, f(yn)) +
l

1− 2l
d(yn, f(yn−1)) +

l

1− 2l
d(f(yn−1), x∗)

≤ d(yn+1, f(yn)) +
l

1− 2l
d(yn, f(yn−1)) +

(
l

1− 2l

)2

d(yn−1, x
∗)

...

≤ d(yn+1, f(yn)) +
l

1− 2l
d(yn, f(yn−1))+

+ . . .+

(
l

1− 2l

)n
d(y1, f(y0)) +

(
l

1− 2l

)n
d(f(y0), x∗).

By letting n → ∞ and applying a Cauchy (or Toeplitz) lemma, we obtain
d(yn+1, x

∗)→ 0. The conclusion follows. �
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In the case when cardFf ≤ 1, Theorem 3.2 takes the following form:

Theorem 3.3. Let (X, d) be a complete dislocated metric space and f : X → X be a
graphic l-contraction. We assume that cardFf ≤ 1. Then we have that:

(i) {fn(x)}n∈N converges for all x ∈ X and
∑
n∈N

d(fn(x), fn+1(x)) < +∞, for all

x ∈ X.

If in addition, lim
n→∞

f(fn(x)) = f( lim
n→∞

fn(x)), for all x ∈ X, then:

(ii) Ff = Ffn = {x∗}, for all n ∈ N∗.
(iii) f is a PM .
(iv) d(x, x∗) ≤ 1

1−ld(x, f(x)), for all x ∈ X.

(v) The fixed point equation corresponding to f is Ulam-Hyers stable.
(vi) yn ∈ X, d(yn, f(yn))→ 0 as n→∞ ⇒ yn → x∗ as n→∞, i.e., the fixed point

problem for f is well-posed.
(vii) If in addition, l < 1

3 , then, yn ∈ X, d(yn+1, f(yn)) → 0 as n → ∞ ⇒ yn → x∗

as n→∞, i.e., f has the Ostrowski property.

Remark 3.4. Notice that the Theorem 2.3 for HR mappings and the Theorems 2.9 and
2.10 for IK mappings also hold in the context of a complete dislocated metric space.
Theorem 2.6 for KAC mappings also holds in the context of a complete bounded
dislocated metric space.

4. Conditions with respect to an Rm
+ -metric

In this section we follow the terminology and notations given in [5], concerning
vector-valued metric (Rm+ -metric) and matrices convergent to zero. Regarding the
properties of these matrices, we recall the following result (see [5]).

Theorem 4.1. Let S ∈Mm(R+). The following assertions are equivalent:

(1) S is convergent to zero;
(2) Sn → Om as n→∞;
(3) the spectral radius ρ(S) is strictly less than 1;
(4) the matrix (Im − S) is nonsingular and

(Im − S)−1 = Im + S + S2 + . . .+ Sn + . . . ;

(5) the matrix (Im − S) is nonsingular and (Im − S)−1 has nonnegative elements;
(6) Snx→ 0 ∈ Rm as n→∞, for all x ∈ Rm.

The main result of this section is the following one.

Theorem 4.2 (Saturated principle of graphic contraction). Let (X, d) be a complete
Rm+ -metric space and f : X → X be a graphic S-contraction, i.e., there exists a
matrix convergent to zero, S ∈Mm(R+), such that d(f2(x), f(x)) ≤ Sd(x, f(x)), for
all x ∈ X. Then we have that:

(i) {fn(x)}n∈N converges for all x ∈ X and
∑
n∈N

d(fn(x), fn+1(x)) < +∞, for all

x ∈ X.
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If in addition, lim
n→∞

f(fn(x)) = f( lim
n→∞

fn(x)), for all x ∈ X, then:

(ii) Ff = Ffn 6= ∅, for all n ∈ N∗.
(iii) f is a WPM .
(iv) d(x, f∞(x)) ≤ (Im − S)−1d(x, f(x)), for all x ∈ X.
(v) The fixed point equation corresponding to f is Ulam-Hyers stable.

(vi) x∗ ∈ Ff , yn ∈ Xx∗ , d(yn, f(yn))→ 0 as n→∞ ⇒ yn → x∗ as n→∞, i.e., the
fixed point problem for f is well-posed.

(vii) If in addition, the matrix [2Im − (Im − S)−1]−1[(Im − S)−1 − Im] converges to
zero, then, x∗ ∈ Ff , yn ∈ Xx∗ , d(yn+1, f(yn)) → 0 as n → ∞ ⇒ yn → x∗ as
n→∞, i.e., f has the Ostrowski property.

Proof. (i)+(ii)+(iii)+(iv). We follow the proof given for Theorem 3.2, by replacing
the constant l with the matrix S. We also take into account the assertions (4) and
(5) of Theorem 4.1.

(v). We say that the fixed point equation x = f(x), x ∈ X is Ulam-Hyers stable
if there exists a matrix C ∈ Mm(R+) such that for any ε ∈ Rm+ and any ε-solution
z of the fixed point equation, i.e., d(z, f(z)) ≤ ε, there exists x∗ ∈ Ff such that
d(z, x∗) ≤ Cε.

Let ε ∈ Rm+ and let z be the ε-solution of the fixed point equation x = f(x), for
all x ∈ X. Since f∞(x) ∈ Ff , by using the inequality (iv), we have

d(z, f∞(x)) ≤ (Im − S)−1d(z, f(z)) ≤ (Im − S)−1ε

So, there exists C := (Im − S)−1 ∈Mm(R+) such that d(z, f∞(x)) ≤ Cε.
(vi). Let x∗ ∈ Ff and yn ∈ X∗x := {x ∈ X | fn(x)→ x∗, as n→∞}, such that

d(yn, f(yn))→ 0 as n→∞. We have the following estimations

d(yn, x
∗) ≤

n−1∑
k=0

d(fk(yn), fk+1(yn)) + d(fn(yn), x∗)

≤
n−1∑
k=0

Skd(yn, f(yn)) + d(fn(yn), x∗)

≤ (Im − S)−1d(yn, f(yn)) + d(fn(yn), x∗).

By letting n→∞, it follows that d(yn, x
∗)→ 0. So, (vi) holds.

(vii). First, we show that

d(f(x), f∞(x)) ≤ Λd(x, f∞(x)), for all x ∈ X, (4.1)

where Λ := [2Im − (Im − S)−1]−1[(Im − S)−1 − Im].
Indeed, for any x ∈ X, we have the following estimations

d(f(x),f∞(x)) ≤
∞∑
k=0

d(fk(x), fk+1(x))− d(x, f(x))

≤
∞∑
k=0

Skd(x, f(x))− d(x, f(x)) = [(Im − S)−1 − Im]d(x, f(x))

≤ [(Im − S)−1 − Im]d(x, f∞(x)) + [(Im − S)−1 − Im]d(f∞(x), f(x)).



172 Alexandru-Darius Filip

It follows that
[2Im − (Im − S)−1]d(f(x), f∞(x)) ≤ [(Im − S)−1 − Im]d(x, f∞(x)).

and hence, (4.1) holds.
Now, let x∗ ∈ Ff and yn ∈ X∗x := {x ∈ X | fn(x)→ x∗, as n→∞}, such that

d(yn+1, f(yn))→ 0 as n→∞. By using (4.1) we have

d(yn+1, x
∗) ≤ d(yn+1, f(yn)) + d(f(yn), x∗)

≤ d(yn+1, f(yn)) + Λd(yn, x
∗)

≤ d(yn+1, f(yn)) + Λd(yn, f(yn−1)) + Λd(f(yn−1), x∗)

≤ d(yn+1, f(yn)) + Λd(yn, f(yn−1)) + Λ2d(yn−1, x
∗)

...

≤ d(yn+1, f(yn)) + Λd(yn, f(yn−1))+

+ . . .+ Λnd(y1, f(y0)) + Λnd(f(y0), x∗).

By letting n → ∞ and applying a Cauchy (or Toeplitz) lemma, we get that
d(yn+1, x

∗)→ 0. The conclusion follows. �

In the case when cardFf ≤ 1, Theorem 4.2 takes the following form:

Theorem 4.3. Let (X, d) be a complete Rm+ -metric space and f : X → X be a graphic
S-contraction, i.e., there exists a matrix convergent to zero, S ∈Mm(R+), such that
d(f2(x), f(x)) ≤ Sd(x, f(x)), for all x ∈ X. We assume that cardFf ≤ 1. Then we
have that:

(i) {fn(x)}n∈N converges for all x ∈ X and
∑
n∈N

d(fn(x), fn+1(x)) < +∞, for all

x ∈ X.

If in addition, lim
n→∞

f(fn(x)) = f( lim
n→∞

fn(x)), for all x ∈ X, then:

(ii) Ff = Ffn = {x∗}, for all n ∈ N∗.
(iii) f is a PM .
(iv) d(x, x∗) ≤ (Im − S)−1d(x, f(x)), for all x ∈ X.
(v) The fixed point equation corresponding to f is Ulam-Hyers stable.

(vi) yn ∈ X, d(yn, f(yn))→ 0 as n→∞ ⇒ yn → x∗ as n→∞, i.e., the fixed point
problem for f is well-posed.

(vii) If in addition, the matrix [2Im − (Im − S)−1]−1[(Im − S)−1 − Im] converges to
zero, then, yn ∈ X, d(yn+1, f(yn)) → 0 as n → ∞ ⇒ yn → x∗ as n → ∞, i.e.,
f has the Ostrowski property.

We introduce next the notion of interpolative Kannan mapping defined on a
Rm+ -metric space.

Definition 4.4. Let (X, d) be a Rm+ -metric space. A mapping f : X → X is called
interpolative Kannan mapping (IK mapping) on X, if there exists a convergent to
zero matrix, Λ ∈Mm(R+), and a real constant α ∈ (0, 1) such that

d(f(x), f(y)) ≤ Λ[d(x, f(x))]α · [d(y, f(y))]1−α, for all x, y ∈ X \ Ff .
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Lemma 4.5. Let (X, d) be a Rm+ -metric space. Let f : X → X be an IK mapping.
Then f is a graphic LIK-contraction, i.e.,

d(f(x), f2(x)) ≤ LIK · d(x, f(x)), for all x ∈ X \ Ff ,

where LIK = Λ
1
α is a matrix that converges to zero, having positive real values.

Proof. Let x ∈ X \Ff . By replacing y with f(x) in the interpolative Kannan’s metric
condition, the conclusion follows. �

Lemma 4.6. Let (X, d) be a Rm+ -metric space. Let f : X → X be an IK mapping.
Then f(fn(x))→ f(f∞(x)) as n→∞, for all x ∈ X.

Proof. If f∞(x) 6∈ Ff then, by replacing x with fn(x) and y with f∞(x) in the
interpolative Kannan’s metric condition, we have

d(f(fn(x)), f(f∞(x))) ≤ Λ[d(fn(x), fn+1(x))]α[d(f∞(x), f(f∞(x)))]1−α,

for all x ∈ X. By letting n → ∞ and taking into account the Lemma 4.5,
d(fn(x), fn+1(x))→ 0 ∈ Rm as n→∞, for all x ∈ X. The conclusion follows. �

Theorem 4.7 (Saturated principle of IK mappings). Let (X, d) be a complete Rm+ -
metric space and f : X → X be an IK mapping. Then we have that:

(i) {fn(x)}n∈N converges for all x ∈ X and
∑
n∈N

d(fn(x), fn+1(x)) < +∞, for all

x ∈ X.
(ii) Ff = Ffn 6= ∅, for all n ∈ N∗.

(iii) f is a WPM .
(iv) d(x, f∞(x)) ≤ (Im − LIK)−1d(x, f(x)), for all x ∈ X.
(v) The fixed point equation corresponding to f is Ulam-Hyers stable.

(vi) x∗ ∈ Ff , yn ∈ Xx∗ , d(yn, f(yn))→ 0 as n→∞ ⇒ yn → x∗ as n→∞, i.e., the
fixed point problem for f is well-posed.

(vii) If in addition, the matrix [2Im− (Im−LIK)−1]−1[(Im−LIK)−1− Im] converges
to zero, then, x∗ ∈ Ff , yn ∈ Xx∗ , d(yn+1, f(yn))→ 0 as n→∞ ⇒ yn → x∗ as
n→∞, i.e., f has the Ostrowski property.

Proof. The conclusions follow from the Lemmas 4.5, 4.6 and Theorem 4.2. �
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