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On a generalization of the Wirtinger inequality
and some its applications

Latifa Agamalieva, Yusif S. Gasimov and Juan E. Napoles-Valdes

Abstract. In this paper, we present generalized versions of the Wirtinger inequal-
ity, which contains as particular cases many of the well-known versions of this
classic isoperimetric inequality. Some applications and open problems are also
presented in the work.

Mathematics Subject Classification (2010): 26A33, 26Dxx, 35A23.

Keywords: Integral operator, fractional calculus, Wirtinger inequality.

1. Introduction

It is known that Fractional Calculus has a history practically similar to that of
Ordinary Calculus, however only in the last 40 years has it become one of the most
dynamic areas of Mathematics. Not only the development of the ”classic” (global
to be more precise) Fractional Calculus has contributed to this, but since the 1960s
generalized differential operators, called local fractional ones, began to appear, which
have shown their usefulness in different problems of application. However, until 2014
(see [22]) it is that a formalization of these operators is not achieved with the appear-
ance of what is called Conformable Derivative, on the other hand, in 2018, a local
derivative of a new type is presented, called Non conformable [13, 34], which comes
to consolidate this area as one in constant development.

As we said, between the theoretical development and the multiplicity of applica-
tions, a multitude of operators, fractional and generalized, have appeared, making it
practically impossible to follow these new operators. In [5] suggests and justifies the
idea of a fairly complete classification of the known operators of the Fractional Cal-
culus (global or local), on the other hand, in the work [6] some reasons are presented
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why new operators linked to applications and developments theorists appear every
day. These operators had been developed by numerous mathematicians with a barely
specific formulation, for instance, the Riemann-Liouville (RL), the Weyl, Erdelyi-
Kober, Hadamard integrals, and the Liouville and Katugampola fractional operators
and many authors have introduced new fractional operators generated from general
classical local derivatives.

In addition, Chapter 1 of [2] presents a history of differential operators, both local
and global, from Newton to Caputo and presents a definition of local derivative with
new parameter, providing a large number of applications, with a difference qualitative
between both types of operators, local and global. Most importantly, Section 1.4
LIMITATIONS AND STRENGTH ..... concludes “We can therefore conclude that
both the Riemann-Liouville and Caputo operators are not derivatives, and then they
are not fractional derivatives, but fractional operators. We agree with the result [38]
that, the local fractional operator is not a fractional derivative” (p.24). As we said
before, they are new tools that have proved their usefulness and potential in the
modeling of different processes and phenomena.

Wirtinger’s inequality for real functions was an inequality used in Fourier anal-
ysis. It was named after Wilhelm Wirtinger. It was used in 1904 to prove the isoperi-
metric inequality, one of the versions of this inequality is the following

/|f |dw<b2/|f )P,

whenever f is a C! function such that f(0) = f(b) = 0. In this form, Wirtinger’s
inequality is seen as the one-dimensional version of Friedrichs’ inequality. If in the
proof of the previous result, the well-known Schwarz Inequality is used, it is reduced
to

b b
/0 f(@)Pdr < b / ()P, (L1)

where condition y(b) = 0 is not needed. It is worth noting that this inequality is
relevant because it gives an estimate of the function f through its derivative.

An interesting survey on Wirtinger’s and related inequalities can be found in
a recently published monograph [28], which represents numerous extensions, refine-
ments, variants, discrete analogues and applications of (1.1), and provides more than
200 references on this subject. Some interesting applications of this inequality can be
found in [4, 7, 14, 23, 24, 27, 35, 36, 39].

The word calculus comes from the Latin calculus, which means having stones.
The Integral Calculus is a branch of mathematics with so many ramifications and
applications, that the sole intention of enumerating them makes the task practically
impossible. It was used initially by, Aristoteles, Descartes, Newton and Barrow with
the contributions of Newton, if we refer only to the case of integral inequalities present
in the alliterature, there are different types of these, which involve certain properties
of the functions involved, from generalizations of the known Mean Value Theorem of
classical Integral Calculus, to varied inequalities in norm, going through the inequality
of Wirtinger presented above.
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In this article, a Wirtinger-type inequality is studied, in the context of the gen-
eralized derivative that we will define in the following section, some remarks will be
presented that will show the strength of our results, having as particular cases, sev-
eral of those reported in the literature. In particular we will deal with real integral
operators defined on R.

2. A general integral operator

We assume that the reader is familiar with the classic definition of the Rie-
mann Integral, so we will not present it. In [15] was presented an integral operator
generalized, whcih contain as particular cases, many of the well-known integral oper-
ators, both integer order and not. First we will present the definition of generalized
derivative (see [30]) which was defined in the following way.

Definition 2.1. Given a function f : [0, +00) — R. Then the N-derivative of f of order
« is defined by

N%f(l‘) _ Ehm f(fl? + €F(:TJ,O[)) — f(ll?) (21)

—0 £
for all z > 0, o € (0,1) being F(a,t) is some function. Here we will use some cases of
F defined in function of E, ;(.) the classic definition of Mittag-Leffler function with
Re(a), Re(b) > 0. Also we consider E, ,(z~%)y is the k-nth term of E, ;(.).
If f is a—differentiable in some (0,«), and tl_i>%1+NI‘%f(x) exists, then define

NZf(0) = lir(I)1+N§‘f(x). Note that if f is differentiable, then N&f(x) = F(z, a)f'(z),
t—
where f'(z) is the ordinary derivative.

The function E, ;(z) was defined and studied by Mittag-Leffler in the year 1903.
It is a direct generalization of the exponential function. This generalization was stud-
ied by Wiman in 1905, Agarwal in 1953 and Humbert and Agarwal in 1953, and
others. In this address the reader can check [3, 8, 9, 10, 12, 16-18, 20, 21] where
several fractional calculus operators have been introduced and investigated

We consider the following examples:

I) F(z,a) =1, in this case we have the ordinary derivative.

II) F(z,a) = E11(xz~). In this case we obtain, from Definition 2.1, the non
conformable derivative N{* f(z) defined in [13] (see also [29]).

) F(z,a) = E11((1—a)z) = e =7 this kernel satisfies that F(z,a) — 1 as
a — 1, a conformable derivative used in [11].

IV)F(z,a) = Ey1(2'™%), = '~ with this kernel we have F(z,a) — 0 as
a — 1 (see [22]), a conformable derivative.

V)F(z,a) = E11(27), = x* with this kernel we have F(z,a) = z as a — 1
(see [31]). It is clear that since it is a non-conformable derivative, the results will differ
from those obtained previously, which enhances the study of these cases.

VI) F(z,0) = Ey1(z™%), = 2~ with this kernel we have F(z,a) — 27! as
o — 1 This is the derivative N§ studied in [25]. As in the previous case, the results
obtained have not been reported in the literature.
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Now, we give the definition of a general fractional integral. Throughout the work
we will consider that the integral operator kernel T defined below is an absolutely
continuous function.

Let I be an interval I C R, a,z € I and a € R. The integral operator Jg ,, right
and left, is defined for every locally integrable function f on I as

ITar (@) = /f TJ(ZSL) ds,z > a, (2.2)
b s
J7 oy (f)(x) :/ TJ(Z L)ds,b< T. (2.3)

Sometimes the kernel of the integral operator is exactly the kernel of the gener-
alized derivative.

Remark 2.2. It is easy to see that the case of the Jf operator defined above con-
tains, as particular cases, the integral operators obtained from conformable and non-
conformable local derivatives. However, we will see that it goes much further by
containing the cases listed at the beginning of the work. So, we have

1) If F(z,a) = 2% T(z,a) =T(a)F(r — x,a), from (2.2) we have the right side
Riemann-Liouville fractional integrals (Rg, f)(x), similarly from (2.3) we obtain the
left derivative of Riemann-Liouville. Then its corresponding right differential operator
is

(LD, ) () = (R ) (@),

analogously we obtain the left.

2) With F(z,a) = 217, T(x —2,a) = I'(a)F(Int — Inz,a)t, we obtain the right
Hadamard integral from (2.2), the left Hadamard integral is obtained similarly from
(2.3). The right derivative is

(D5 )(w) = oo (L") o),
in a similar way we can obtain the left.
3) The right Katugampola integral is obtained from (2.2) making
[(e) F(e(x) —e(x),a)
F(p, ) e'(x) ’
analogously for the integral left fractional. In this case, the right derivative is

F(z,a) =2'"% e(zx) =22 T(z,a)=

)

o d . d 1
(D3 () = o LKL f (@) = Flo,p) 2 Ko £ (@),

and we can obtain the left derivative in the same way.
4) The solution of equation (—A)™ 2¢(u) = —f(u) called Riesz potential, is given by

the expression
6= cg/ S0y,
Rn [u — vl
where C¢ is a constant (see [7, 18, 27]). Obviously, this solution can be expressed in

terms of the operator (2.2) very easily.
5) Obviously, we can define the lateral derivative operators (right and left) in the
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case of our generalized derivative, for this it is sufficient to consider them from the
corresponding integral operator. To do this, just make use of the fact that if f is
differentiable, then Ngf(z) = F(z,a)f’(x) where f/'(z) is the ordinary derivative.
For the right derivative we have
« « (0% d (0%
(NF,a+f) (.T) = NF [JT,a—i-(f)(x)] = % [JT a+(f)(x)] F(x,a),

s

similarly to the left.

6) It is clear then, that from our definition, new extensions and generalizations of
known integral operators can be defined.

7) We can define the function space L2[a,b] as the set of functions over [a,b] such
that (Jz . [f(2)]P(b)) < +o0.

The following results are generalizations of the known results of the integer order
Calculus.

Proposition 2.3. Let I be an interval | CR, a € 1,0 < a <1 and f a a-differentiable
function on I such that f' is a locally integrable function on I. Then, we have for all
rel,

T ar (NE()) (@) = f(z) = f(a).

Proposition 2.4. Let I be an interval I CR, a € I and o € (0,1].

N%(J%,a+(f))<x) = f(.’L‘),
for every continuous function f on I and a,t € 1.

In [22] it is defined the integral operator Jg , for the choice of the function F'

given by F(z,a) = 2'~%, and [22, Theorem 3.1] shows

N® aottlfa,a(f)(x) = f($)7
for every continuous function f on I, a,z € I and « € (0, 1]. Hence, Proposition 2.4

extends to any F' this important equality.

Theorem 2.5. Let I be an interval I C R, a,b € I and o € R. Suppose that f,g are
locally integrable functions on I, and k1,ks € R. Then we have

(1) J§ (ki f + kog) (x) = k1 J§ , f(2) + ko JE 49(x),

(2) if f > g, then J¢ ,f(z) > J¢ ,g(x) for every t € I witht > a,

(3) |J¢  f(2)]| < J2 o | f| (x) for everyt € I witht > a,

(4) f; %ds = J f(x) = I fz) = J¢  f(2)(D) for every t € I.

Let C'[a, b] be the set of functions f with first ordinary derivative continuous on
[a, b], we consider the following norms on C[a, b]:

IFlle =mex £l 1Flex = {max )]+ max |7/ @)] |
Theorem 2.6. The fractional derivatives Ng . f(x) and Nz, f(z) are bounded op-
erators from Clla,b] to Cla,b] with

N o f@)] < K[Flclfllers (2.4)
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INgy_f(@)] < K[Fl el fllors (2.5)
where the constant K, may be depend of derivative frame considered.

Remark 2.7. From previous results we obtain that the derivatives Nz ,, f(z) and
Ng,_ f(x) are well defined.

Theorem 2.8. (Integration by parts) Let f,g : [a,b] — R be differentiable functions
and « € (0,1]. Then, the following property hold

T8 s () (N 0y 9(@) = [f(@)g(2)]s = T8 as (9)(NRar f (2))). (2.6)

3. The generalized Wirtinger inequality

In this section, we will state Wirtinger type inequalities using generalized integral
operator defined in the previous section.
First, we will give a generalized version of the inequality (1.1).

Theorem 3.1. For any function f, N-differentiable on [a,b] with a < b such that
f(a) =0, a € (0,1], we have

TRas (P (@)(0) < [FOF  Jfes (NEf(2)) (b) (3.1)
with F(b) = Jg . (1) (b) and F(z,a) > 0.

Proof. From Proposition 2.3 we have Jg | (Ng(f))(z) = f(z) — f(a), and using the
fact that f(a) = 0 we have f(z) = Jg ,, (N2(f))(z) and so, from Property (3) of
Theorem 2.5

[f(@)] = | T 0 NE()(@)] < TR ar INE()] (@) (3.2)
for every x € [a,b]. Applying Schwarz inequality to the right side of (3.2) we obtain

1

@) < (T D@)* (TR (N @)
< (F@)* (JEar (V) (@)
< (FO)* (Jar (NE)®)

3
From this last inequality, squaring and N-integrating between a and b, we obtain the
desired result. O

Nl

Remark 3.2. If in the previous result we have a = 0, the kernel F(x,«) = 1, that is,
the classic Riemann integral, we get the inequality (1.1).

Remark 3.3. Similarly, if we use the kernel F'(z,a) = 2=, that is, in the case of the
conformable derivative T, of [22], we obtain the inequality of Theorem 3.1 of [1].

Remark 3.4. It’s easy to get new versions of the classic Wirtinger Inequality using
other kernels, for example, if we take F'(z, ) = 2% we get, from (3.1) the following

(blfa _ alfac)2

Taef D0 <

Irar (NEf(2)) (). (3-3)
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4. Some applications

In [19] the authors gave a generalized Wirtinger type inequality using an auxil-
iary function. Thus, the following result is a generalization of this result.

Theorem 4.1. For any positive continuous funtion M (z) on [a,b] with NgM(xz) > 0
or NgM(z) <0 on [a,b], a € (0,1], we have

Ty (NEM@D) 60 < 4730, | (300 ) WEu@) | 0 @)
for all continuous function y(x) defined on [a,b] with y(a) = y(b) = 0.

Proof. We consider the case NgM () > 0 then, N-integrating by parts (see Theorem
2.8), we have

Ti = Jgar (NEM(2))) (4 () (b)
= M(b)y*(b) — M(a)y*(a) — 2J3 . (M (2))(Nfy(x))(y(2)) (b).
From here, using the Schwarz inequality we get
Ti = Jgas (NEM(2))) (°(2))(b)
= —2JF ot (M (2))(Npy(2))y())(b)

(M (x))*

<2Jp —
= e\ NEM(a)

<2/ 1)
5= s (s ) (VEu(a)?]

From the above inequality we have then J; = 21/J;1J2, where the desired conclusion
is reached. 0

[NEy(@)|\/ NpM(z) ly(2)|(b)

with

Remark 4.2. If in the previous result we have a = 0, the kernel F(x,«) = 1, that is,
the classic Riemann integral, we get the Lemma 1 of [19].

Remark 4.3. Similarly, if we use the kernel F(x, ) = 217, that is, in the case of the
conformable derivative T, of [22], we obtain the inequality of Theorem 3.2 of [1].

Remark 4.4. Of course we can also generate new generalizations considering other
kernels, a simple matter that we leave to the reader.

Theorem 4.5. For any function f, N-differentiable on [a,b] with a < b such that
fla)=0,p>1, ac(0,1], we have

I8 f@)Pe) < T

with F(b) = Jg . (1) (b) and F(z,a) > 0.

T ay (INEf(2)7) (D) (4.2)
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Proof. As before, from Proposition 2.3 we have Jg . (Ng()(z) = f(z) — f(a), and
using the fact that f(a) = 0 we have f(z) = Jg ., (Ng(f))(z) and so, from Property
(3) of Theorem 2.5

[f (@) = | T30t NE())(@)] < TR ar INE()] ()
for every x € [a,b]. Using the Holder inequality with p and 1% we obtain

p—1

F(@)] < (Joar ()@) T (Jgar (N ()7,
so we have
@) < (T3 s (D(@)" " (TRar (VR (2)),

N-integrating by parts (see Theorem 2.8), the conclusion of the Theorem is obtained.
O

Remark 4.6. If in the previous result we have a = 0, the kernel F(x,«) = 1, that is,
the classic Riemann integral, we get a light variant of result of [6].

Remark 4.7. Similarly, if we use the kernel F(z,a) = z17%, that is, in the case of
the conformable derivative T, of [22], we obtain the inequality of Theorem 6 of [34]
(see also Theorem 2.2 of [33]). Theorem 2.2 is obtained in a different way, and its
conclusion differs from that presented here, it is necessary that f(b) = 0, however the
interested reader can obtain it without any difficulty and have, instead of (4.2) the
following expression

T atr f@)]7(b) < o1, Far (INFf(@)[") ().

Remark 4.8. New inequalities of type Wirtinger, generalizations of (4.2), can be ob-
tained using other kernels.

Following the ideas of Theorem 3.1 we can obtain a weighted version of
Wirtinger’s Inequality as follows.

Theorem 4.9. Let f and g N-differentiables functions on [a,b] with f(a) = g(a) =0
and f,g € L2[a,b] then, we have the following inequality

Trar U71laD0) < T (NP + (v0)?)

Proof. From assumptions and proceeding as in Theorem 3.1 we get easily

1
2

T (F160)0) < P20 Iy (V217)] [T0r (0]

Applying the known inequality vVAB < # with A, B > 0, the desired conclusion
is obtained. O
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5. Conclusion

In this paper, some generalized extensions of classical Wirtinger type inequality
are obtained, using less restrictive conditions on the function f, for example, the
condition f(b) = 0 is not used. In addition, several known results in this topic are
obtained as particular cases of our results, in addition to raising several possibilities
of future work in this address.

Taking into account the ideas of [26] we can define generalized partial derivatives
as follows.

Definition 5.1. Given a real function f : R™ — R and q = (a1,...,a,) € R™ a point
whose i-th component is positive. Then the generalized partial N-derivative of order
o of f en el punto @ = (a1,-..,ay) is defined by
Ne tf(j) _ hn(l)f(al, @ FeFi(a, ), ... an) — flar, ..., a5, .ap))
1yl e— 6

(5.1)

if it exists, it is denoted by Ng. 4, f (7), and is called the i-th generalized partial

derivative of order o € (0,1] of f in @.

Remark 5.2. If a real function f multivariable, has all the partial derivatives of order
a € (0,1] in 7, with a; > 0, then the generalized a-gradient of f of order « € (0, 1]
in d is
NF(@) = (NG (@), NP f(@)) (5:2)
On this basis, the results of [32] can be generalized to a generalized context
without much difficulty.
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Sufficient conditions for univalence obtained
by using the Ruscheweyh-Bernardi
differential-integral operator

Georgia Irina Oros

Abstract. In this paper we introduce the Ruscheweyh-Bernardi differential-
integral operator T™ : A — A defined by

T"[f](z) = (L = NR"[f](z) + AB"[f](2), 2 €U,
where R™ is the Ruscheweyh differential operator (Definition 1.3) and B™ is the
Bernardi integral operator (Definition 1.1). By using the operator T, the class
of univalent functions denoted by T™(\,8), 0 < A < 1,0 < 8 < 1, is defined and
several differential subordinations are studied.
Mathematics Subject Classification (2010): 30C20, 30C45.
Keywords: Analytic function, differential operator, integral operator, convex func-
tion, univalent function, dominant, best dominant, differential subordination,
Briot-Bouquet differential subordination.

1. Introduction and preliminaries

The theory of differential subordinations was introduced by S.S. Miller and P.T.
Mocanu in two articles in 1978 [9] and 1981 [10]. This theory subsequently became
very popular and its development was broad and fast. Important contributions to this
theory can be found in older papers like [5] and newer publications like [13], [18], [4],
[14] and [15].

We use the well-known definitions and notations:

Denote by U the unit disc of the complex plane

U={zeC: |z| <1}
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Let H(U) be the space of holomorphic functions in U and let
Ay ={feHU): f(2) =2+ an 12" +an02"? +..., 2€ U},

Let S={f € A: f is univalent in U} be the class of holomorphic and univalent
functions in the open unit disc U with the conditions f(0) =0 and f’(0) = 1, that is
the holomorphic and univalent functions with the following power series development

f(z)=z4a2?+..., z€U.
For a € C and n € N* we denote by
Hla,n] = {f e HU): f(2) =a+anz" +an 12" +..., z€ U}
Denote by

"
K= {f € A: Re (z]}/((z)) + 1) >0, z € U} the class of normalized convex func-
zf'(z
tions in U and let
zf'(z)

S* = {f €A: Re >0, z € U} denote the class of starlike functions in U.

f(z)
The core of the theory of differential subordination is found in the monograph
published in 2000 by S.S. Miller and P.T. Mocanu [11].

Definition of subordination ([11, p. 4])

If f and ¢ are analytic functions in U, then we say that f is subordinate to g,
written f < g or f(2) < g(z), if there is a function w, analytic in U, with w(0) =0
and |w(z)| < 1 for all z € U such that f(z) = g(w(z)) for z € U. If g is univalent,
then f < g or f(z) < g(z) if and only if f(0) = ¢g(0) and f(U) C ¢g(U).

Definition of second-order differential subordination ([11, p. 7])

Let ¢ : C3 xU — C and let h be univalent in U. If p is analytic in U and satisfies
the second-order differential subordination

() D(p(2), 20/ (2), 220" (2); ) < h(z), 2 € U
then p is called a solution of the differential subordination.

The univalent function ¢ is called a dominant of the solutions of the differential
subordination, or more simply, a dominant if p < ¢ for all p satisfying (i).

A dominant g that satisfies ¢ < ¢ for all dominants ¢ of (i) is said to be the best
dominant of (i). (Note that the best dominant is unique up to a rotation of U).

If we require the more restrictive condition ¢ € Hla, n] then p is called an (a, n)-
solution, ¢ an (a,n)-dominant and g the best (a,n)-dominant.

Definition of Briot-Bouquet differential subordination [11, p.80] Let r,l € C, r # 0
and let h be a univalent function in U, with h(0) = a, and let p € H][a,n| satisfy

. zp'(2)

(ii) p(z) + () +1 < h(z), z€U.

The first-order differential subordination is called the Briot-Bouquet differential
subordination.

In 1969 Bernardi [3] introduced the operator
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z

(iii) F(2) = 77“:1/ FOO e, for v =1,2,3,...,
which generalizes the Liboera operator.

Studying subordination properties by using differential and integral operators is
a classic topic still of interest at this time, interesting results being currently obtained
in forms of criteria for univalence of functions. A recent approach in using operators
is to mix a differential and an integral operator as it the case in the very recent papers
[1], [16] and [19]. This idea is also used in the present paper for introducing a new
differential-integral operator mixing Ruscheweyh differential operator and Bernardi
integral operator and by using it, a new class of univalent functions. Some criteria for
univalence are derived from proving theorems containing subordination results related
to this newly introduced operator.

To prove our main results, we need the following:

Definition 1.1. [17] For f € A, m € N, v € N* = {1,2,...}, the integral operator
B™: A — A is defined by

B12) = 4()
1y = 2L o R e Y y—1
B | B T2 [ et

2

_7+1
=

B™[f](2)

/OZ B™ Y f(t) -7 dt. (1.1)

Remark 1.2. a) For m = 1, v € N*, we obtain Bernardi integral operator (iii) defined
in [3].

b) For m = 1, v = 1, we obtain Libera integral operator defined in [7].

¢) For m =1, v = 0 we obtain Alexander integral operator defined in [2].

A If feAand f(z) =2+ a22? +azz®+... :z—i—Zakzk, then
k=2
- ("
B™[fl(z) =z + —————apz". 1.2
) =2+ 2 s (1.2
e) For f € A, m € N, v € N*. we obtain

2(B™[fl(2)) = (v +1)B"[f1(2) = vB™[fl(2), z € U. (1.3)
Definition 1.3. [20] For f € A, m € N, the differential operator R™ : A — A is defined

by

(m +1)R™[f](2) = 2(R™[f](2)) + mR™[f)(2), z € U. (1.4)
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Remark 1.4. If f € A, f(2) = z+ a2 +azz® + ... :erZakzk, then
k=2
oo [ee]
R™fl(z) =z + ;C’m+k_1akz =z+ ; [ m ] apz”. (1.5)

Lemma A. [13, Th. 10.2.1] Let r,l € C, r # 0, and let h be a convex function that
satisfies

Re[r-h(z)+1] >0, z€ U.
If p € H[R(0),n], then

zp'(2)

implies
p(z) < h(z), z € U.
Lemma B. (Hallenbeck and Ruscheweyh [11, Th. 3.1.b, p. 71]) Let h be a convex
function in U, with h(0) = a, p# 0 and Rep > 0. If p € Hla,n] and
1
p(z) + ;Zp’(z) < h(2)
then
p(2) < q(z) < h(z), z €U,

where
7

g(z) = 1L / h(t) - t5-1dt, 2 e U
Zn Jo

The function q is convex and is the best dominant.

2. Main results

In this paper we define a differential-integral operator 7" : A — A, we define a
class of holomorphic univalent functions and study several Briot-Bouquet differential
subordinations obtained by using this operator.

Definition 2.1. Let m € N, 0 < A < 1. Denote by T™ : A — A,
T™[f1(2) = (L = NR™[fI(2) + AB™[f](2), z €U, (2.1)
where R™ is given by (1.4) and B™ is given by (1.1).

Remark 2.2. a) If f € A, f(z) =2+ Zakzk, and using (1.2) and (1.5), we have

k=2
m =(1- z [k -1 apz z OOMaz
™[f1(=) = A)<+k2_2[ o } k’“>+x<+;w+k)mkk>
_, = m+k—1 B v+1)™ -
= +k=2{{ m }(1 )\)+A(7+k)m} K2 (2.2)
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b) For A = 1, the differential-integral operator 7™ coincides with Bernardi inte-
gral operator (Definition 1.1).

¢) For A = 0, the differential-integral operator 7" coincides with R™, Ruschweyh
differential operator (Definition 1.3).

Definition 2.3. f 0 <8< 1,0 <A <1, m €N, we let B™(\, 3) stand for the class of
functions f € A, which satisfy the inequality

Re (T™[fl(2))" > B, z € U, (2.3)
where the differential-integral operator T"[f] is given by (2.1).
Remark 2.4. a) For m =0, =0, 0 < A < 1, the operator T™[f] becomes
To[f]1(2) = (1 = MR[f](2) + AB°[f](2)
=1 =Nf(2)+Af(z) =f(2), z €U,
then B™(\, 8) becomes
B°\0)=R={f€cA: Ref'(z) >0, zc U},

called the class of functions with bounded rotation.

This class of functions was studied by J.W. Alexander [2] and he proved that
R C S.J.Krzyz [6] and P.T. Mocanu [12] have proved that R ¢ S*. A more systematic
study of class R was done by Mac Gregor [8].

b) For m=0,0<<1,0<X<1, we have

B\ B) = M(B) = {f € A: Ref'() > B} C R.
Theorem 2.5. The set B™(\, 8) is convet.
Proof. Let the functions

fi(2) :z—i—Zakaj, i=12, z€eUl,
k=2

akj_akj{a_» {m:’jl] +AM},

be in the class B™(\, 8). It is sufficient to show that the function
h(z) = p1f1(2) + pafo(z), z € U,

with g1, pe > 0 and g + pg = 1 is in B™(A, 8).
Since h(z) = pa1f1(2) + pafo(z), z € U, we have

where

T™[h)(z) =z + kzzz {(1 -\ [m +:: - 1} + AM} (H1agy + poage)z". (2.4)

Differentiating (2.4), we have

1+ {(1 ~ ) ["H b= 1] + AW} (trapt + pioae)kz"~1.

(T b)) TET R
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Hence
e(T™[R)(2))" = eoo MR G+ aer k1
Re () =1+ Re {00 [ AT o

oo

+Re ];Z {(1 Y {m +n]i - 1} + /\M} ppapsk" L. (2.5)

Since f1, fo € B™(\, ), we have

u1Re kZ_Q{(l—)\)[m +ﬂlj B 1]4—)\ (zi;;: } ap k21> (B-1) (2.6)

oo

(
m+k—1 (y+1)™ 1
que;Q{a—A)[ - ]+)\(7+k)m}ak2kzk > pa(B—1) (2.7)

Using (2.6) and (2.7), we obtain
Re (T™[h](2))" > 14 p1 (B —1) + p2(8 - 1)
and since py + p2 = 1, we deduce
Re (T™[h](2))" > B,

i.e. B™(\, B) is convex.

Theorem 2.6. Let 0 < < 1,0<A<1, meN, feA.
If f € B™(\, B), then we have

Rew>26—1+2(1—5)ln2:5.

Proof. We prove that § € [0,1), 6§ =28(1 —In2) 4+ 2In2 — 1. For In2 =~ 0, 69,
0—28(1-0,69)+2-0,69—1
=2£-0,314+0,38=/-0,62+ 0, 38.
Hence 0 < 8 < 1. We have
0<4-0,62<0,62,
0,38 <3-0,62+0,38 < 0,62+ 0,38,
0,38</3-0,62+0,38 <1,
0,38<d <1, §€]0,38,1).
Let the convex function
1+ (28-1)z

h(z) T2

For z € U, we have Re h(z) >  and h(0) = 1.
From the hypothesis we have that f € B™(\, ), then from Definition 2.3 we have

Re (T™[f](2)) > 8, = € U. (2.9)

,0<8<1, zel. (2.8)

Let .
p(z) = %, zeU. (2.10)
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Using (2.3) in (2.10) we have
z—&—ki_zakzk{{erkl} (1—)\)+/\((Zj:1)m}

m )
p(z) = .
- _ +k—1 (y+1)™
—t S asr [T gy aZE 00
1;2 F m ( ) (k+~y)m
p(0) =1 and p € H[1,1].
From (2.10), we have
T™(f)(2) = 2p(2), 2 € U.
Differentiating (2.11), we obtain
(T™[£1(2))" = p(2) + 2p/ (2)-
Using (2.12) in (2.9), we have
Re[p(z) + 2p'(2)] > B, 2 € U.
Relation (2.13) can be written as a subordination of the form
1+(28-1)z
! h(z) = ————— U.
pe)+ 20/ (2) < h(z) = T e
Using Lemma B, for 4 =1, n = 1, we have
p(z) < q(2),
where 1 1+(26-1 In(1
z —1)t
q(z) = ,/ Mdt:25_1+2(1_5)u
z Jo t z
ie.,
™ In(1
%<26—1+2(1—6)w:q(z), zeU.
The function ¢ is convex and is the best dominant.
Since ¢ is convex function and
In(1
pe) <a() =28 1+20 -9 ey

we have
Rep(z) > Req(l) =28 —-1+4+2(1 - 5)In2 =0.
Using (2.10), the relation (2.14) becomes

L TT)

R >5=28-1+2(1-p)In2.

From Theorem 2.6 we deduce the following corollary:
Corollary 2.7. Let 0 <A <1, fe A,meN,6=28—-1+2(1-p5)In2.
If f € B™(\,0), then

Re%>5:2[371+2(lfﬂ)ln2.

255

(2.11)

(2.12)

(2.13)

(2.14)
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Proof. From the proof of Theorem 2.6, we can see that

T fl(= In(1+ 2z
1) _ (1+2)
Since ¢ is convex function, we have that

=28-1+2(1-5) ,z€U.

Rew >Req(l)=6=28-1+2(1-0)In2.

Theorem 2.8. Let h be a convex function, with h(0) =1 and
Reh(z) >0, z € U.
If fe A 0<A<1, méeN and satisfies the differential subordination

Ty M

then
(T™[f1(2)) < h(z), z € U.
Proof. We let

p(z) = (T™[f1(2)), z € U.
Using (2.2) in (2.16), we have

=14piz+p2+...
and p(0) =1, p € H[1,1].
Differentiating (2.16), we get

P(z) _ (T"fI(z)"  2p'(z) _ 2(T™[f1(2))"

pz) — (Tmf=)7 plz)  (Tf())

N E) iy 2T
PO+ VO Ty
Using (2.19), the differential subordination (2.15) becomes

and

zp'(2)
p(z) + 002 < h(z), z€ U.

Using Lemma A, for r = 1, [ = 0, we obtain

p(z) < h(z), z €U,

i.e.
(T™[f1(2)) < h(z), 2 € U.

(2.15)

(2.16)

(2.17)

(2.18)

(2.19)

From Theorem 2.8 we deduce the following sufficient conditions for univalent function.
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Criterion 2.9. Let

be convex function with h(0) =1 and Reh(z) > 8, z € U.
If fe A 0<A<1, méeN and satisfies the differential subordination

@iy + 2D 1H - 1)

(T™[f1(=)) I+z 7
then
(T™[f1(2))" < W zeU, (2.20)

where T™[f] is defined in (2.1). Hence f is an univalent function.

Proof. Since h is convex, with h(1) = 8, 0 < 8 < 1, Reh(z) > 3, relation (2.20) is
equivalent to

Re (T™[f](2))' > Reh(1) = 6.
From Definition 2.3, we have f € B™(\, 8), hence f is an univalent function.
Criterion 2.10. Let
11—z
142

h(z)

with h(0) =1, Reh(z) >0, z€ U.
If fe A, 0< X< 1, meN and satisfies the differential subordination

AT[f1(z)" 1=z

TGN + o < T
then
() = s €U, (2.21)

where T™[f] is defined in (2.1). Hence f is an univalent function.
Proof. Since h is convex, with h(1) =0, Reh(z) > 0, z € U, relation (2.21) becomes
Re (T™[f](2)) > Reh(1) >0, z € U.
From Definition 2.3, we have f € B"™(\,0), hence f is an univalent function.
Theorem 2.11. Let h be a convex function, h(0) = 1, with
Reh(z) >0, z € U.
If fe A, 0<X<1,meN and satisfies the differential subordination

(=) | (T f(=))'
z T f1(2)

—1<h(z), z€U, (2.22)

then
" [f](2)

h U.
p; < h(z), z €
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Proof. We let

and p(0) =1, p € H[1,1].
From (2.23), we have

() = T[f](2), 2 € U.
Differentiating (2.24), we get

p'(z) _ (T"[f](z)

e T
L) AT (R)
) Tmfl(=)
and
zp'(z) _ T"f](z) | 2(T™[f](2))"
PO E T e !
Using (2.25), the differential subordination (2.22) becomes
zp'(2)
p(z) + 002 < h(z), z€ U.
Using Lemma A, for r =1, [ = 0, we get
p(z) < h(z),
Tm[f](z) < h(z), z € U.
Example 2.12. Let
f(z)—z+£z m=2 k=2 ~v=1, /\—} B==
31 2’ ’
1
2 2 132 !
T[fl(z) = 24+ =27, h(z) = 55 h(0) =1, Reh(z) > 3’

(2.23)

(2.24)

(2.25)
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Using Theorem 2.8, we get:

1
L2, % {1—52
32 342z 142

)

implies
1 1
2 ~ 37
1+ = U
+ 3Z < T z e
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An upper bound of the Hankel determinant
of third order for the inverse of reciprocal of
bounded turning functions
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Abstract. The objective of this paper is to obtain an upper bound of the third
order Hankel determinant for the inverse of the function f, when f belongs to
the reciprocal of bounded turning functions with new approach.
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1. Introduction

Let A denote the class of all analytic functions f of the form

) =2+ anz" (1.1)

n>2

in the open unit disc Uy = {z € C : |z] < 1} standardized by f(0) =0, and f/(0) = 1.
Let S be the subclass of A, consisting of univalent functions. In 1985, Louis de Branges
de Bourcia proved the Bieberbach conjecture also called as Coefficient conjecture,
which states that for a univalent function its n'"-Taylor’s coefficient is bounded by
n (see [5]). The bounds of the coefficients for these functions give information about
their geometric properties. A typical problem in geometric function theory is to study
a functional made up of combination of the coefficients of the original function. The
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Hankel determinant of order ¢ for the regular mapping f, was defined by Pommerenke
[23], as follows.

a Q41 v At4q—1
at41 Aty - At 4q
Hou(f) =] . : : : : (1.2)
At4q—1  Qt4q " Gp42g-2

Here a; = 1, ¢ and ¢ are integers, positive in nature. The determinant given in (1.2) has
been investigated by many authors, a few of them are cited here. Ehrenborg [8] studied
the Hankel determinant of exponential polynomials. Noor [20] determined the rate of
growth of H,+ as t — oo for the functions in S with bounded boundary. The Hankel
transform of an integer sequence and some of its features were studied by Layman
(see [14]). For ¢ =2 and t = 1 in (1.2), we obtain Ha 1 (f), the Fekete-Szegé functional
is the classical problem settled by Fekete-Szego [9] is to find for each A € [0, 1], the
maximum value of the coefficient functional, defined by ¢x(f) := |az — Aa3| over the
class S and was proved by using Loewner method. Ali [1] found sharp bounds of the
first four coefficients and sharp estimate for the Fekete-Szego functional |tz — da3|,
where ¢ is real, for the inverse function of f defined as

fﬁl(w) =w+ Zann7

n>2

when f~! € ﬁ(a), the class of strongly starlike functions of order o with « € (0, 1].
In recent years, the research on Hankel determinants has focused on the estimation
of Hy 2(f), known as the second Hankel determinant obtained for ¢ = 2 = ¢ in (1.2),
given by

az as

2
= Q204 — Q4.
as ay 204 3

Hao(f) =
Many authors obtained results associated with estimation of an upper bound of the
functional Hyo(f) for various subclasses of univalent and multivalent analytic func-
tions. The exact (sharp) estimates of Ha o(f) for the subclasses of S namely, bounded
turning, starlike and convex functions denoted by R, S* and K respectively in Uy,
i.e., functions satisfying the conditions

/ 2f'(2) 2f"(2)
Ref'(z) > 0, Re{ ) } > 0 and Re{1+ 702 } >0
were proved by Janteng et al. [11, 12] and determined the bounds as 4/9, 1 and
1/8 respectively. For the class of Ma-Minda starlike functions, the sharp bound of
the second Hankel determinant was obtained by Lee et al. [16]. Choosing ¢ = 2 and
t=p+1in (1.2), we obtain the second Hankel determinant for the p-valent function
(see [26]), as follows.

ap+1  Ap42

H27p+1(f): Upia  Gpys

_ 2
= Ap+1Qp43 — Gy 9,

The case ¢ = 3 appears to be much more difficult than the case ¢ = 2. Very few
papers have been devoted for the study of third order Hankel determinant denoted
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by Hs 1(f), obtained for ¢ =3 and ¢ = 1 in (1.2), namely

al as as
Hsi(f)=|a2 az a4 |
az a4 0as

Expanding the determinant, we have
Hs1(f) = a1(asas — a3) + az(azas — azas) + as(azas — a3), (1.3)

& H31(f) = Ha3(f) + a2J2 + azHa2 2(f),

where Jo = (agay — asas) and Ha3(f) = (azas — aj).
The concept of estimation of an upper bound of Hs 1(f) was firstly introduced and
studied by Babalola [3], who tried to estimate for this functional to the classes R, S*
and IC, obtained as follows.

() f €5 = |Hyu(f)| < 16.

(i) fe K= |Hsa1(f)] <0.714.

(iii) f e R=|Hs1(f)| <0.742.
As a result of this paper, Raza and Malik [24] obtained an upper bound of the
third Hankel determinant for a class of analytic functions related with lemniscate
of Bernoulli. Sudharsan et al. [25] derived an upper bound of the third kind Hankel
determinant for a subclass of analytic functions, namely

RN CCERE TR
¢ f'(z)

where (0 < o < 1) and (0 < 8 < 1). Bansal et al. [4] improved the upper bound of
H31(f) for some of the classes estimated by Babalola [3] to some extent. Recently,
Zaprawa [29] improved all the results obtained by Babalola [3]. Further, Orhan and
Zaprawa [21] obtained an upper bound of the third kind Hankel determinant for the
classes S* and K functions of order a (0 < o < 1). Very recently, Kowalczyk et al.
[13] calculated sharp upper bound of Hs ;1 (f) for the class K of convex functions and
showed as |Hz 1(f)| < 13z, which is more refined bound than the bound derived by
Zaprawa [29]. Lecko et al. [15] determined sharp bound of the third order Hankel
determinant for starlike functions of order 1/2. Arif et al. [2] estimated an upper
bound of the Fourth Hankel determinant for the family of bounded turning functions.
Motivated by the results obtained by different authors mentioned above and who
are working in this direction (see [6,26]), in this paper, we are making an attempt
to introduce a new subclass of analytic functions and obtain an upper bound of the
functional Hs 1(f~'), where f~! is the inverse function for the function f belonging
to this class, defined as follows.

=N
Definition 1.1. A function f(z) € A is said to be in the class RT, consisting of
functions whose reciprocal derivative have a positive real part (also called reciprocal of
bounded turning functions) (for the properties of bounded turning functions (see [19]),
given by

Re { f%z) } >0, z € Uy. (1.4)
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In proving our result, we require a few sharp estimates in the form of lemmas valid
for functions with positive real part.
Let P denote the class of functions consisting of g, such that

g2)=1+ciz4coz? + 328 + ... = 1+chz", (1.5)
n>1
which are analytic in U; and Reg(z) > 0 for z € U,. Here g is called the Caratheodory

function [7].

Lemma 1.2. ([10]) If g € P, then the sharp estimate |cp, — pckcn—r| < 2, holds for
n,k e N=1{1,2,3..} ,with n > k and p € [0, 1].

Lemma 1.3. ([18]) If g € P, then the sharp estimate |c, — cxCn—i| < 2, holds for
n,k € Nywith n > k.

Lemma 1.4. ([22]) If g € P then |ck| < 2, for each k > 1 and the inequality is sharp

for the mobious transformation g(z) = %f’z, Z € Uy.

In order to obtain our result, we referred to the classical method devised by
Libera and Zlotkiewicz [17], used by several authors.

2. Main result

~~
Theorem 2.1. If f € RT and f~'(w) =w+ Y, <, quw™ near the origin i.c., w =0
is the inverse function of f, given in (1.1) then

|Hs 1 (f71)] < =

P
Proof. For the function f € RT, by virtue of Definition 1.1, there exists a holomor-
phic function g € P in Uy with g(0) = 1 and Reg(z) > 0 such that

1

w7 =9(2) & 1=g(=)f'(2). (21)
f'(2)
Replacing f’ and g with their series expressions in (2.1), upon simplification, we get
C1
ag = —5;
1
az = —z(e2 = c1);
1 3
ay = 71(63 —2c109 + ¢});
1
as = —3(04 —2c1c3 + 3cicy — c2 — cf). (2.2)

According to Koebe’s (%)th— theorem, also known as one-quarter theorem every holo-
morphic and univalent function w in U, possesses an inverse denoted by @ ™!, satis-
fying

z={w Hw(2))}, z €U
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and

@ w) =, (Jul <m0l = 7).

Consider

w=w {wil(w)} = {wil(w)} + Z Gn {wfl(w)}n

n>2

n

S w= w—i—anw" +Zan w—i—anw"

n>2 n>2 n>2
By simple computation, we get
[(QQ + az)w? + (g3 + 2a2q2 + az)w® + (qa + 20243 + a243 + 3azqz + as)w?
+ (Q5 + 2a2q4 + 2a2qsts + 3asqs + 3a3q§ + daqqo + a5)w5 + :| =0. (23)
Equating the coefficients of w?, w?, w* and w?® in (2.3), upon simplification, we obtain

@ =—as; g3 = {—as+2a3}; g1 = {—as + bazaz — 5a3 } ;

g5 = {—as + 6asas — 21a3az + 3a3 + 14a3}. (2.4)

Simplifying the expressions (2.2) and (2.4), we get

C1 1 1
go = 5; g3 = 6 {252 —|—C%} = 21 {663 + 8cico +C§} ;
1
@5 = 35 {240 + 420105 + 22¢}e; + 16 + ¢} . (2.5)

At this juncture, based on the determinant Hs1(f) given in (1.3), the third order
Hankel determinant for the inverse function of f, namely

f_l(w) =w+ Zann

n>2
near the origin i.e., w = 0, can be defined as
q1 42 g3
Hs (fY)=|a ¢ al|lga=1). (2.6)
q3 44 G5

Expanding the determinant, we get

Hs (f7Y) = q1(g305 — 43) + 020304 — 4205) + 3(q2q4 — G3)- (2.7)
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Putting the values of g2, g3, ¢4 and g5 from (2.5) in the functional given in (2.7), it
simplifies to

1 1 1 1 1
Hgﬁl(f_l) = 1502044- 135 3 Ecg 600104+ 30010203—70%02

1 1 1
+ %C%CQ — 56?63 — 76?} . (28)

Upon grouping the terms in the expression (2.8), we have

1 1 16 1 1

H3’1(f_1) = %04(02 — c?) — 1—663(03 — @6162) — ﬁCQ(Czl — cg) — @02(04 —c1c3)
1 2 1 1
A 2 “ _ -3 L 2.2
g ler T 1) gpeacs — pgcics - 1806162} (2.9)

Applying the triangle inequality in (2.9), we obtain

16 1
—c1Ca|+——|callea— Cz|+ |02\|C4 cicsl

#5257 < [Sleslles—cilgleslies— g

135

1
letlle3l]. (2.10)

b 2 1 2 ealleal +
aliez = 201 g7 2114 180

0 Sledlles] + 1o

120
Upon using the lemmas given in 1.2, 1.3 and 1.4 in the inequality (2.10), after sim-
plifying, we get

527
[Haa (7] <

<t (2.11)

O

Remark 2.2. The result, obtained in (2.11) is far better than the result obtained by
the authors (see [28]).

Acknowledgements. The authors would like to express sincere gratitude to the es-
teemed referee(s) for their valuable comments and constructive suggestions, which
have helped very much in improving the research paper.

References

[1] Ali, R.M., Coefficients of the inverse of strongly starlike functions, Bull. Malays. Math.
Sci. Soc., 26(2003), no. 1, 63-71.

[2] Arif, M., Lubna, R., Raza, M., Zaprawa, P., Fourth Hankel determinant for the family
of functions with bounded turning, Bull. Korean Math. Soc., 565(2018), no. 6, 1703-1711.
[3] Babalola, K.O., On H3(1) Hankel determinant for some classes of univalent functions,

Inequality Theory and Applications, (ed. Y.J. Cho) Nova Science Publishers, New York,
no. 6, 1-7.



An upper bound of the Hankel determinant 267

[4] Bansal, D., Maharana, S., Prajapat, J.K., Third order Hankel determinant for certain
univalent functions, J. Korean Math. Soc., 52(2015), no. 6, 1139-1148.

[5] De Branges de Bourcia, L., A proof of Bieberbach conjecture, Acta Math., 154(1985),
no. 1-2, 137-152.

[6] Cho, N.E., Kowalczyk, B., Kwon, O.S., Lecko, A., Sim, Y.J., The bounds of some deter-
minants for starlike functions of order alpha, Bull. Malays. Math. Sci. Soc., 41(2018),
no. 1, 523-535.

[7] Duren, P.L., Univalent Functions, Grundlehren der Mathematischen Wissenschaften,
Band 259, Springer-Verlag, New York, Berlin, Heidelberg and Tokyo, 1983.

[8] Ehrenborg, R., The Hankel determinant of exponential polynomials, Amer. Math.
Monthly, 107(2000), no. 6, 557-560.

[9] Fekete, M., Szegd, G., Eine bemerkung uber ungerade schlichte funktionen, J. Lond.
Math. Soc, 1-8(1933), no. 2, 85-89.

[10] Hayami, T., Owa, S., Generalized Hankel determinant for certain classes, Int. J. Math.
Anal., 4(2010), no. 49-52, 2573-2585.

[11] Janteng, A., Halim, S.A., Darus, M., Hankel Determinant for starlike and convez func-
tions, Int. J. Math. Anal., 1(2007), no. 13-16, 619-625.

[12] Janteng, A., Halim, S.A., Darus, M., Coefficient inequality for a function whose deriv-
ative has a positive real part, J. Inequal. Pure Appl. Math., 7(2006), no. 2, 1-5.

[13] Kowalczyk, B., Lecko, A., Sim, Y.J., The sharp bound for the Hankel determinant of the
third kind for convez functions, Bull. Aust. Math. Soc., 97(2018), no. 3, 435-445.

[14] Layman, J.W., The Hankel transform and some of its properties, J. Integer Seq., 4(2001),
no. 1, 1-11.

[15] Lecko, A., Sim, Y.J., Smiarowska, B., The sharp bound of the Hankel determinant of the
third kind for starlike functions of order 1/2, Complex Analysis and Operator Theory,
13(2019), no. 5, 2231-2238.

[16] Lee, S.K., Ravichandran, V., Supramaniam, S., Bounds for the second Hankel determi-
nant of certain univalent functions, J. Inequal. Appl., (2013). Art. 281. doi:10.1186,/1029-
242X-2013-281.

[17] Libera, R.J., Zlotkiewicz, E.J., Coefficient bounds for the inverse of a function with
derivative in P, Proc. Amer. Math. Soc., 87(1983), no. 2, 251-257.

[18] Livingston, A.E., The coefficients of multivalent close-to-convex functions, Proc. Amer.
Math. Soc., 21(1969), no. 3, 545-552.

[19] MacGregor, T.H., Functions whose derivative have a positive real part, Trans. Amer.
Math. Soc., 104(1962), no. 3, 532-537.

[20] Noor, K.I., Hankel determinant problem for the class of functions with bounded boundary
rotation, Rev. Roumaine Math. Pures Appl., 28(1983), no. 8, 731-739.

[21] Orhan, H., Zaprawa, P., Third Hankel determinants for starlike and convex functions of
order alpha, Bull. Korean Math. Soc., 55(2018), no. 1, 165-173.

[22] Pommerenke, Ch., Univalent Functions, Gottingen, Vandenhoeck and Ruprecht, 1975.

[23] Pommerenke, Ch., On the coefficients and Hankel determinants of univalent functions,
J. Lond. Math. Soc., 41(1966), no. 1, 111-122.

[24] Raza, M., Malik, S.N., Upper bound of third Hankel determinant for a class of ana-
lytic functions related with lemniscate of Bernoulli, J. Inequal. Appl., (2013), Art. 412.
doi:lO.1186/1029-242X-2013-412.



268 Deekonda Vamshee Krishna and Dasumahanthi Shalini

[25] Sudharsan, T.V., Vijayalakshmi, S.P., Stephen, B.A., Third Hankel determinant for a
subclass of analytic functions, Malaya J. Math., 2(2014), no. 4, 438-444.

[26] Vamshee Krishna, D., RamReddy, T., Coefficient inequality for certain p-valent analytic
functions, Rocky Mountain J. Math., 44(2014), no. 6, 1941-1959.

[27] Vamshee Krishna, D., Shalini, D., Bound on Hs(1) Hankel determinant for pre-starlike
functions of order a, Proyecciones, 37(2018), no. 2, 305-315.

[28] Venkateswarlu, B., Vamshee Krishna, D., Rani, N., Third Hankel determinant for the
inverse of reciprocal of bounded turning functions, Bul. Acad. Stiinte Repub. Mold. Mat.,
78(2015), no. 2, 50-59.

[29] Zaprawa, P., Third Hankel determinants for subclasses of univalent functions, Mediterr.
J. Math., 14(2017), no. 1, 1-10.

Deekonda Vamshee Krishna

“GITAM University”, Department of Mathematics,

Gitam Institute of Science, Visakhapatnam 530 045, A.P., India
e-mail: vamsheekrishnal972@gmail.com

Dasumahanthi Shalini

“Dr. B. R. Ambedkar University”, Department of Mathematics,
Srikakulam 532 410, A.P., India

e-mail: shaliniraj1005@gmail.com



Stud. Univ. Babes-Bolyai Math. 68(2023), No. 2, 269-278
DOI: 10.24193/subbmath.2023.2.04

On the order of convolution consistence
of certain classes of harmonic functions
with varying arguments

Grigore Stefan Siligean and Agnes Orsolya Pall-Szabé

Abstract. Making use of a modified Hadamard product or convolution of har-
monic functions with varying arguments, combined with an integral operator, we
study when these functions belong to a given class. Following an idea of U. Bed-
narz and J. Sokol we define the order of convolution consistence of three classes of
functions and determine it for certain classes of harmonic functions with varying
arguments defined using a convolution operator.

Mathematics Subject Classification (2010): 30C45, 30C50.

Keywords: Analytic functions with negative coefficients, univalent functions, ex-
treme points, order of convolution consistence, starlikeness, convexity.

A continuous function f = u + iv is a complex-valued harmonic function in a
complex domain G if both u and v are real and harmonic in G. In any simply-connected
domain D C G, we can write f = h + g, where h and ¢ are analytic in D. We call h
the analytic part and g the co-analytic part of f. A necessary and sufficient condition
for f to be locally univalent and orientation preserving in D is that |k’ (2)| > |¢’ (2)]
in D (see [5]).

Denote by H the family of functions

f=h+g (1)
which are harmonic, univalent and orientation preserving in the open unit disc ¢ =

{z:]2] <1} so that f is normalized by f(0) = h(0) = f.(0) — 1 = 0. Thus, for
f =h-+79 € H, the functions h and g analytic in U can be expressed in the following
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forms:
h(z) =z + Z amz™, g(z) = Z bnz™  (0<b <1),
m=2 m=1

and f(z) is then given by

f(z):z+iamzm+ibmzm (0<b; <1). (2)
m=2 m=1

For functions f € H given by (2) and F' € H given by

F(2)=H(2)+G(z) =2+ > Apz"+ Y Bmz™, (3)
m=2 m=1

we recall the Hadamard product (or convolution) of f and F by

(f*F)(z)=2z+ ZamAmzm—l— meBmzm (zel). (4)
m=2 m=1

In terms of the Hadamard product (or convolution), we choose F as a fixed function
in H such that (f = F')(z) exists for any f € H, and for various choices of F' we get
different linear operators which have been studied in recent past.

In [10] it is defined and studied a subclass of H denoted by Sy (F;7), for 0 <y < 1,
which involves the convolution (4) and consist of functions of the form (1) satisfying
the inequality:

0

79 (arg [(f * F)(2)]) >~ (5)
0<6<2rand z = re®?. Equivalently

Re 21 (2) «H(z) —2(g(2) G (2)) > -
h(z)xH(z)+g(z)*xG(2)

where z € U. We also let Vy(F;v) = Sy (F;v) )V where Vi is the class of har-

monic functions with varying arguments introduced by Jahangiri and Silverman [g],

consisting of functions f of the form (1) in #H for which there exists a real number ¢
such that

Nm + (m—1)¢ =7 (mod2w), 6+ (m+1)p=0(mod2r), m=>2  (7)

(6)

where 1, = arg (a,,) and 6, = arg (by,).

Some of the function classes emerge from the function class Sy (F';~y) defined above.
Indeed, if we specialize the function F(z) we can obtain, respectively, (see [10])
the class of functions defined using: the Wright’s generalized operator on harmonic
functions ([11], [16]), the Dziok-Srivastava operator on harmonic functions ([1]),
the Carlson-Shaffer operator ([4]), the Ruscheweyh derivative operator on harmonic
functions ([7], [9], [12]), the Srivastava-Owa fractional derivative operator ([15]), the
Sélagean derivative operator for harmonic functions ([6], [13]).
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In the following we suppose that F'(z) is of the form

F(z) = H(z) + G(z —z+z+ZC +27), (8)

where Cy, > 0(m > 2).
In [10] the following characterization theorem is proved

1—
Theorem 1. Let f = h + 7 be given by (2) with restrictions (7) and 0 < by < 1_’_77,
0 <~y <1. Then f € Vy(F,v) if and only if the inequality

= + 1+

Z(”f > ] + 7 7|bm|)c S1-i=h 9)

m=2
holds true.
Let consider the integral operator (for the analytic case see [3], [2], [13])

% f e Vyu(F,v) = Vu(F,y), s € R,
such that

°f(z) =T° (z + Z am 2™ + Z bmzm> =z+ Z mf";zm + Z #zm. (10)
m=2 m=1 m=2 m=1

Definition 1. The modified Hadamard product or ®-convolution of two functions f;
and fy in Vg of the form

fi(z —z+Za1mz —|—Zb1mzmandf2 —z—l—Zagmz +Zb2 zm (11)

m=2 m=1

is the function (f ® g) defined as

(fr® fo)(z —Z_Zalma2m2 +Zb1mb2mz

We note that (f ® g) also belongs to VH.

Definition 2. ([3], [14]) Let X', Y and Z be subsets of V¢ (F;~y). We say that the three
(X,),2) is Sg-closed under the convolution if there exists a number Sg(X,), Z)
such that

Se(X,V,Z)=min{seR:I°(f®g) € Z,Vf € X,Vge YV} (12)

The number Sg(X,Y, Z) is called the order of ®-convolution consistence of the
three (X,), Z)

U. Bednarz and J. Sokol in [3] obtained the order of convolution consistence
concerning certain classes of univalent functions (starlike, convex, uniform-starlike or
uniform-convex functions) and in [14] it is obtained the order of ®-convolution consis-
tence for certain classes of analytic functions with negative coefficients. In this paper
we obtain similar results, but concerning the class Vg (F';~y) and for ®-convolution.

Let denote by Vi, (F;v) the subset of Vy(F;~) consisting of functions of the
form (2) which satisfy |am,| < 1, |by| < 1,YVm > 2.
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Main results

Theorem 2. Let fy, fo be two functions in V3, (F;~) of the form (1); then (f1® f2)also
belongs to Vi, (F;v).

Proof. Since f1, f2 € V},(F;7), from Theorem 1 we have

— [(m— m+ 1+
Z( v|1m\+ 7|b1m|)0m§1—11b1’1

1-
m=2
and
o (M- m+ 1+
2(1 a2l + 5 7|b2m|)c <1- by,
m=2 -
and by the Cauchy-Schwarz mequahty we deduce
— m+ m — m +
> (= Y bl ) (=2 ozl + 5 Pl ) o
- 1-—- -7

m=2

1 1
11— 1—v "

In order to prove that f; ® fo € V},(F,~) we need to show that

= /m— m 4+ 1+
E ( |a1 m‘ |a2 m‘ + i ‘bl m| |b2 m> Cm S 1-— 7b1,1b2,1~
g 1— -~

1-—

m=2

But by using again Cauchy-Schwarz inequality we have
m—-" m+y | ?
1—7 ’ ’ 11—~ 7 ’

m—=r m+y m—-" m+y
<[ (322 o+ 52 ) (522 G+ 52 ()| 22
m—y 2 m + 'y m +
(B2 o + 32 |mn)H( 222 ) |
v

m—
< .
- (1 ) 1—7y lbW')

On the other hand
1+ 1+
< 751 1b2 1> (1 1 rybl,lbll)
-7

\/(1_ 1+’yb11> (1_”%21) _\/
11—~ 7 1
1

|a2m|+

<1- i_zbmbm, 0<b11 <1, 0<b; <1 O
1—
Remark. Let the function F' = F),,,, (mo > 2) be of the form (8) with C,,, = T
mo — 7
Then if
Zmo
f1(z) = fa(z) = T T mo—7v (13)

C
0 -~
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then the condition (9) for f; becomes Mo =7

(|a1,mo| + [01,mg|) Cme = 1 and similar

for f, and this shows that fi, fa belong to V},(Fy,,;7). For the function (fi ® f2) we
have

2
mo — mo—7 1 -~
ﬁ (|a1,m0‘ |a27m0‘ + |b17m0| |b27m0|) Cmo = 11—~ 07277,0 <m0 — '7) Cmo =1

and this imply that also (f1 ® f2) € V3,(Fpn,; 7). This shows that the result is Theorem
2 is sharp when F = F,,,,, (mg > 2).

Corollary 1. The order of ®-convolution consistence for the classes V}{ (Fing;y) s
Se (Vi (Finoi 7)s Vi (Fing: 7)s Vi (Fing 7)) = 0 (14)
Proof. From Theorem 2 we know that if fi, fo € V},(Finy;7), then
I°(fr ® fo) = (/1 ® f2) € Vi(Fing;v)-
This means that
Se (Vi(Finos 1) Vi (Fingi 7), Vi (Fing3 7)) <0

But the functions fi, fo given by (13) for which the coefficients of (f; ® fa2) satisfy
the inequalities with equality show that

Se (Vi (Frmo: ) Var(Fines ), Vi (Fing; 7)) = 0. O

Theorem 3. Let f1 € V},(F;y1), fa € Vi, (F;72) be two functions of the form (1) then
(f1 ® f2) belongs to Vi, (F;~*), where
o (247) C4+y2) (T =brabar) = 2[(1 =) (1 —v2) = (1 +71) (1 +72) by 1ba 1]

7f T @24 m) @+ 72) @+ biaben) + (L —71) (T —72) — L+ 71) (L +72) biabaa] |
1—b11ba1 — (1 +b1,1b21) (11 +72) >0
V= (2=71)2=72) (L =brab21) —2[(1—71) (1 —=72) = (1 4+71) (1 +7v2) bi1ba1]
(2=7)(2=72) (A +biabay) = [(1=71) (L =92) = (T +71) (1 +72) brabaa]
if

1-— b171b271 — (1 + b17lbg71) (’Y1 + 'YQ) < 0.
Proof. Since f1 € V},(F;y1) and fo € V},(F;72), from Theorem 1 we have

= m — m +
(1 o] + T bl,m|)cm
2 -Nn -MN

m= <1

_ 14y
S ST

and

= /m v: m + 7y
- )2 2
§ ( 1 ‘a2,m| + 1 b2,m|) Cm
e -2 - 72 1
1_1+’72b -
17,)/2 2,1
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and by the Cauchy-Schwarz inequality we deduce

m — m —+ m — m —+
5 (B2 vl + 552 ) (52 il + 522 )
m=2 2 2 <1

1 1 B
(1 tn b1 1) ( +7252,1)
1—m 11—

(15)
In order to prove that f; ® fo € V},(F;~*) we need to show that
= [/m o m+’y
22(1_7|mm|@m++1 mmuwm)om
m=2 s <1. (16)
1- bl 1b2.1
1_
We note that
= [m— m +
Z < /y |a’1m||a2m|+ 7 |b1m|b2m|>
m=2
1+~*
1- 1 7* b1,1b2,1
m — m+ m m+
EI (32 el 4 T2 ) (522 b+ 22 ) €
Y1 1 1-—
<T= (17)
1 1
(1 0 b1,1> <1 Lt ba 1)
1—m 1=
implies (16).
But by using again Cauchy-Schwarz inequality we have
2
m-—mm-—72 m+ym+y
(B8 ol a4 T2 ]
m-—m 2, m+m 20 |Mm— 72 2, m+ 72
_L%<m,n+1%<h,n}hwu@,n T ()
m — m + m — m +
< (T2 ol + T2 ) (522 ol + 2 )
- 1-—
and using in (17).
m — m +
" sl ]+ 2 o 2
1+
1- 1 ’y* b1,1b2,1
-7
m—y1m—="72 m+9y1m+2
[ g |a1,m| |az, |+177 T |1 | 162,
- 1 1
1_ +m7 +72b1’1b2’1

17’)/117’}/2
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It is sufficient to determine v* such that

*

m—71m-—"2

m—7
1= < l-m 1-—m%
T A I e L TN
L=y L=ml-m
or equivalently
"n=7"

(m =) (m—92) (1 =bi1b1) —m[(1 —7y1) (1 —v2) = (1 +71) (1 +72) br,1b21]
(m—=—m)(m—22) (1 +b11ba1) —[(1—71) (1 =) =1 +7)(1+) b1,1b2,(11]8)

and
m+9" m+ym+
1-7" < l—y 11—
-1t b1,1b21 - tmlt b1,1b21
1—v* I—-ml-=m
or equivalently
Y =7
(m+71) (m+72) (1 = biabay) —m[(1 =) (1 —y2) = (L+7) (1 +72) bi,1b2,]
(m+71) (m+72) (L+b1,1b21) + [(1—71) (1 —72) = (T +71) (1 +72) 51,152,3}195
1—m 1= I—y 1=
b1 < T+ 2.1 < T+ & biabag < T+ 1+
& (1=7)1=72) = @ +7) 1 +72)bi1b21 >0
& (L =0b1,1b2,1) (1 +7172) — (1 +b11b21) (71 +72) >0 (20)
From (18) and (19) we choose the smaller one:
(21)

1. If
1—b11ba1 — (1 +b11b21) (1 +72) >0

then 7§ > ~5 or
(m —71) (m—72) (1 =by1bg1) —m[(1 —71) (1 —92) = (14+71) (1 +72) b1 1b2 1]
L40b11b21) = [(1 =) (1 —72) = (1 +71) (1 +72) b1,1b2.1]

(
(m =) (m—72)(

(m+71) (m+72) (1 = biabo1) —m[(1 —y1) (1 —72) = (1 +71) (1 +72) bi,1b2.1]
(m+71) (m+72) (L +b11b21) + [(1T—71) (1 —72) — (1 +71) (1 +92) bi1b2 1]

or equivalently
m? [L—=by 1ba1 — (1+b1.1b21) (11 +72)] = m [(1=71) (1—=72) = (1 + 1) (1 +72) b1,1b2.1]

+ (1 — b1,1b271) Y17Y2 > 0.
We substitute m = 2, the smallest value and we make the calculations, we get:
(L —=b1,1b2,1) (2 =7172) =2 (1 + b11b21) (11 +72) > 0 (22)

which is true, because if we add (20) with (22) and we divide with 3, we get the (21)

condition.
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Let us consider the function E : [2;00) — R

Bz) = (4+71) (@ +7v2) (1 =biabz1) —2[(1 —71) (1 =92) = (1 +71) (1 +72) bi,1b2,1]
(+7) (x+72) (1 +b1,ab2a) + [(1 = 71) (1 = v2) = (L+ 1) (1 +72) brabza]

Then its derivative is:

A [(1 +b1,1b2,1) z? + (1 =b1,1b2,1) (22 — 1) + (L 4+ b1,1b2,1) (M1 + 72 + ’71’72)]

{(z+m) (@ +72) (1 +brabay) + A}

where A = [(1—=71) (1 —72) = (L4 71) (1 +72) b1,1b2.1].

E(z) is an increasing function. In our case we need v* < E (m),Vm > 2 and for this

reason we choose

E'(a:) = > 07

7= E(2)
(24+7)2+7) (1 =brab21) —2[(1 =) (I —r2) = (L +71) (1 +2) b1,1b2,1]
(2471) 2+72) (1 +biabz1) + [(1—71) (1 —72) = (T4+751) (1 +72) biabaa]

2. If
1-— b171b271 — (1 + b171b271) (’}/1 + ’YQ) <0 (23)
then v < 3 or
(m —71) (m—72) (L =by1bo1) —m[(1 —71) (1 —92) = (14+1) (1 +72) b1,1b2 1]
(m—71) (m—72) (L +b11b21) — [(1 —71) (1 =72) = (1 + 1) (1 +2) br,1b2.1]
(m—+71) (m+v2) (L =braba1) —m[(1 =) (1 =)= (1+7) 1 +2)b1,1b2,1]
(m+71) (m+72) (L +b11b21) + [(1—71) (1 —72) — (1 +71) (1 +92) br,1b2 1]
or equivalently
m? [1=b1,1by,1 — (14 b11b21) (11 +72)] = m [(1=71) (1=72) = (1+71) (1+72) b1,1b2,1]

+ (1 —b1,1b2,1) 1172 < 0.
We substitute m = 2, the smallest value and we make the calculations, we get:

(1 =b11b2,1) (2= 7172) —=2(1 +b11b21) (11 +72) <O (24)
which is true, because if we multiply (23) with 2 and add with —vy;y2 (1 — b1,1b2,1) <0,
we get the (24).

Let us consider the function F : [2;00) — R
(=) (®—72) (L —b1,1b2,1) —x[(1 —71) (1 —v2) — (L + 1) (1 +72) b1,1b2,1]
(=) (@ —72) (1 +b1,1b21) — [(1 —71) (1 —72) — (L + 1) (1 +72) biab2a]
Then its derivative is:
A [(1 —+ b1,1b2’1) (:E — 1)2 + 2b1,1b271 (:17 —Y1Y2 — 771 — ’YZ) + 2171,1172,1 (-’E - 1)]
{(z —m) (x—72) (1 +brabay) — A}

E(z) =

E'(z) = >0,
where

A=[1-7)1-9)— 1+7)1+72)b11b21].
E(z) is an increasing function. In our case we need v* < F (m),Vm > 2 and for this
reason we choose
(2=7)@2—=72) (A —b1ab21) —2[(1 —71) (1 —v2) = (L+71) (1 +72) b1,1b2,1]
(2=71) (2 =72) (L+brab21) = [(1=71) (1 —92) = (1 +71) (1 +72) brabza] -

T =EQ2) =

3. If
1—"b11b21 — (1 4+b11b21) (11 +72) =0
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or
1—0bi1b21 = (1 +b11b21) (11 +72) (25)

then v§ =35 or

(m —71) (m—72) (L =by1ba1) —m[(1 —71) (1 —92) = (14+1) (1 +72) b1 1b2 1]

(m —=m1) (m —72) (14 b1,1b21) = [(1 =91) (1 = 72) = (1 +91) (1 4 72) b1,1b2.1]
_ (m—+71) (m+v2) (L =braba1) —m[(1 =) (1 =)= (1+71) 1 +92)b1,1b2,1]
(m+71) (m—+72) (L +b11b21) + [(1—71) (1 —72) — (1 +71) (1 +92) br,1b21]

or equivalently

m? [L—=by 1ba1—(1+b1,1b21) (1 +72)] = m [(1—v1) (1—=72) — (1 +71) (1 +72) b1,1b2.1]
+ (1 —b1,1b2,1) 172 = 0.

If we use (25) we get
—m[(1 =) (1 =72) = (T +7) (L +92)bi,1b21] + (1 = b1,1b2.1) 1172 = 0.
—m[(1 = b1,1b2,1) (1 +71792) = (L +b11ba1) (71 +72)] + (1 = b11ba1) 1172 =0
& —m[(1 —=byab21) (1 4+7172) — (1 = b1,1b21)] + (1 = b1,1b21) 1172 = 0
& —m (1= bi1ba,1) v1y2] + (L = b11b21) 1172 = 0
& (1=m)[(1—b11b21)7172] =0

1
< m = 1(false) or by 1 = o orm= 0 or v2 = 0.
2,1

1
If we put b1 = . in (25) we get 72 = —v1. If we substitute this in (18) and (19)
2,1
we get 77 =5 = 0. O
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Certain sufficient conditions for ¢— like functions
in a parabolic region

Hardeep Kaur, Richa Brar and Sukhwinder Singh Billing

Abstract. To obtain the main result of the present paper we use the technique of
differential subordination. As special cases of our main result, we obtain sufficient
conditions for f € A to be ¢—like, starlike and close-to-convex in a parabolic
region.
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Keywords: Analytic function, differential subordination, parabolic ¢—like func-
tion, parabolic starlike function, close-to-convex function.

1. Introduction

Let us denote the class of analytic functions in the unit disk E = {z € C : |2| < 1}
by H. For a € C and n € N, let H[a, n] be the subclass of H consisting of the functions
of the form

fz)=a+a,z" + 12"+
Let A be the class of functions f, analytic in the unit disk E and normalized by the
conditions f(0) = f'(0) —1=0.
Let S denote the class of all analytic univalent functions f defined in the open unit
disk E which are normalized by the conditions f(0) = f/(0) —1 = 0. The Taylor series
expansion of any function f € S is

f(2) =24 a2 +az2® + ...

Let the functions f and g be analytic in [E. We say that f is subordinate to g written
as f < g in E, if there exists a Schwarz function ¢ in E (i.e. ¢ is regular in |z| < 1,
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¢(0) =0 and |p(2)| < |z| < 1) such that
f(z) = g(0(2)), |2] < 1.

Let ® : C2 x E — C be an analytic function, p an analytic function in E with
(p(2),2p'(2);2) € C2 x E for all z € E and h be univalent in E. Then the function p
is said to satisfy first order differential subordination if

O(p(2), 2p'(2); 2) < h(z), (p(0),0;0) = h(0). (1.1)
A univalent function ¢ is called dominant of the differential subordination (1.1) if
p(0) = ¢(0) and p < ¢ for all p satisfying (1.1). A dominant ¢ that satisfies ¢ < ¢ for
all dominants ¢ of (1.1), is said to be the best dominant of (1.1). The best dominant
is unique up to the rotation of E.

A function f € A is said to be starlike in the open unit disk E, if it is univalent in E
and f(E) is a starlike domain. The well known condition for the members of class A

to be starlike is that )
%(zf (Z)> >0, z € E.
f(2)
Let §* denote the subclass of S consisting of all univalent starlike functions with
respect to the origin.
A function f € A is said to be close-to-convex in E, if there exists a convex function
g (not necessarily normalized) such that

%(zf/(z)> >0, z € E.

9(2)
In addition, if g is normalized by the conditions g(0) = 0 = ¢’(0) — 1, then the class

of close-to-convex functions is denoted by C.
A function f € A is called parabolic starlike in E, if

Zf’(Z)) 2f'(2)

R > —1|, z € E, 1.2
(F) > 15 (2
and the class of such functions is denoted by Sp.
A function f € A is said to be uniformly close-to-convex in E, if

Zf’(2)> 2f'(z)
R ( > -1, z €E, 1.3
o) )7 o) )
for some g € Sp. Let UCC denote the class of all such functions. Note that the
function g(z) = z € Sp. Therefore, for g(z) = z, condition (1.3) becomes:

R(f'(2) > 1f'(z) 1], 2 €E. (1.4)

Ronning [6] and Ma and Minda [2] studied the domain € and the function ¢(z) defined
below:

Q:{u+iv:u> (u—1)2+v2}.

-1 (1)

Clearly the function
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maps the unit disk E onto the domain Q. Hence the conditions (1.2) and (1.4) are
equivalent to

2f'(2)
f(2)

<q(z), z €E,

and

f'(2) =< a(2).
Let ¢ be analytic in a domain containing f(E), ¢(0) = 0 and Re(¢'(0)) > 0. Then,
the function f € A is said to be ¢— like in E, if

* () > 2B

This concept was introduced by Brickman [1]. He proved that an analytic function
f € A is univalent if and only if f is ¢— like for some analytic function ¢. Later,
Ruscheweyh [7] investigated the following general class of ¢—like functions:

Let ¢ be analytic in a domain containing f(E), where ¢(0) = 0, ¢’(0) = 1 and
¢(w) # 0 for some w € f(E)\{0}, then the function f € A is called ¢—like with
respect to a univalent function ¢, ¢(0) = 1, if

2f'(z)
o(f(2))
A function f € A is said to be parabolic ¢— like in E, if

JE N |2 G)
" (¢<f<z>>> > 307

Equivalently, condition (1.5) can be written as:

2f'(z) 2 < 1+v2)\°
———— <q(z) =14+ — | log .
sy <M= s

In 2005, Ravichandran et al. [5] proved the following result for ¢-like functions:
Let o # 0 be a complex number and ¢(z) be a convex univalent function in E.

Suppose h(z) = ag®(z) + (1 — a)q(z) + azq'(z) and

m{laamq(zw <1+ Z;/;i”;))} >0, z €E.

<q(z), z€E.

1|, z € E. (1.5)

If f € A satisfies

2f'(2) azf"(z) | alf'(z) = (8(f(2))
o) (“ G R TIE) )‘h(z)’
then
S
Sy J Ak 2ER

and ¢(z) is best dominant. Later on, Shanmugam et al. [8] and Ibrahim [4] also
obtained the results for ¢-like functions similar to the above mentioned results of
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Ravichandran [5].
In this paper, we investigate the differential operator

( 2/'(2) ) l G L, (1 L) z<¢<g<z>>>’>r
) )

¢(9(2) $(9(2) f'(2) $(9(2))

where f, g € A and 3, v be complex numbers such that 5 # 0. Also ¢ is an analytic
function in a domain containing g(E) such that ¢(0) = 0 = ¢/(0) — 1 and ¢(w) # 0
for w € g(E)\{0}, for real numbers a,b (# 0). As consequences of our main results,
we obtain sufficient conditions for ¢-like, parabolic ¢-like, starlike, parabolic starlike,
close-to-convex and uniformly close-to-convex functions.

We shall need the following lemma to prove our main result.

Lemma 1.1. ([3], Theorem 3.4h, p. 132) Let q be univalent in E and let 6 and ¢ be
analytic in a domain D containing q(E), with o(w) # 0, when w € ¢(E). Set

Q1(2) = zq'(2)la(2)], h(z) = 0[q(2)] + Qu(2)

and suppose that either
(i) h is convez, or
(i) Q1 is starlike.
In addition, assume that
/!
(iii) R (;}18) >0 for all = € E.
If p is analytic in E, with p(0) = ¢(0), p(E) C D and

Olp(2)] + 20 (2)lp(2)] = Ola(2)] + 2¢' (2)¢la(2)], = € E,
then p(z) < q(z) and q(z) is the best dominant.

2. Main results

Theorem 2.1. Let 8 and v be complex numbers such that 8 # 0. Let q(z) # 0, be a
univalent function in E, such that

[ (5) L] e (3w}

where a and b(#£ 0) are real numbers. Let ¢ be analytic function in the domain con-
taining g(E) such that $(0) = 0 = ¢/(0) — 1 and ¢p(w) # 0 for w € g(E)\{0}. If

21(2)
fraeA o)

( 2'(2) ) l G L, (1 RGN z<¢><g<z>>>’>r
) )

#£0, z € E, satisfy the differential subordination

P(9(2) $(9(2) f'(2) $(9(2))

2q'(2)1°
<) |oa) + 0D (22
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then

2f'(2)
Hgey) “ Ak 2B
and q(z) is the best dominant.
iti (=) z) in we obtain:
Proof. On writing 29(2) =p(z) in (2.2), btain:
Y ap(z ()" 2N | ag(z ()’
0 () + 02 < gt (aate) 020

a(p(z)) 7 4+ b(p(2)) 7 12p'(2) < alq(2)) 7 +b(g(2)) 24 (2)

Let us define the functions # and ¢ as follows:

O(w) = aw? " and p(w) = bw? !
Obviously, the functions 6 and ¢ are analytic in domain D = C\{0} and ¢(w) # 0
in D.
Therefore,

and 3 i
h(z) = 0(q(2)) + Q(2) = a(a(2)) 7™ +b(q(2))7 "2/ (2)
On differentiating, we obtain

/ 1! /
00 (1)
Q(2) ¢(z) \p q(2)
e 2 (2) 2q"(2) | (v 2q'(z) | a v
=1+ +(2L-1 +- (142 ) q2).
a0 e () S s (e g) e
In view of the given condition (2.1), we see that @ is starlike and
!
R (Zg ((ZZ))) > 0. Therefore, the proof, now follows from the Lemma [1.1]. O

On taking g(z) = f(z) in Theorem 2.1, we have the following result:

Theorem 2.2. Let 8 and v be complex numbers such that 8 # 0 and q(z) # 0, be a
univalent function in E, satisfying the condition (2.1) of Theorem 2.1 for real numbers
a,b (#0). Let ¢ be analytic function in the domain containing f(E) such that $(0) =

0=¢'(0) —1 and ¢(w) #0 for w e f(E)\{0}. If f € A, ;(J;((j))) #0, z € E, satisfy
the differential subordination

, B
() \' [ 2r() 2f"(2)  2(0f(2)
(&) [aaﬁ(f(z))H(H 7@ e )]

2q(2)1°
<) foat) + 020
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then

and q(z) is the best dominant.
On taking ¢(z) = z, g(z) = f(#) in Theorem 2.1, we have the following result:

Theorem 2.3. Let 5 and 7 be complex numbers such that B # 0 and q(z) # 0, be
a univalent function in E, and satz’sﬁes the condition (2 1) of Theorem 2.1 for real

numbers a, b(#£ 0). If f € A, f'(z)

f(2)
(557) L= +( 70 )] <o e 035
then

q(z)

2f'(2)
f(2)

<q(z), z€E,
and q(z) is the best dominant.

On selecting a = 1 and b = « in Theorem 2.3, we get the following result for the class
of a-convex functions.

Theorem 2.4. Let § and v be complex numbers such that B # 0. Let a be a non-zero
real number and q(z) # 0, be a univalent function in E, and satisfies the condition

(2.1) of Theorem 2.1. If f € A, Zj:;ij) # 0 z € E, satisfies
N [ 2 ) ")) oy a a2 @]
() - ra (14 53] <o e +ai5]
then
ZJJ:(S) <q(z2), z €E,

and q(z) is the best dominant.
By defining ¢(z) = g(z) = z in Theorem 2.1, we obtain the following result:

Theorem 2.5. Let 5 and 7 be complex numbers such that B # 0 and q(z) # 0, be
a univalent function in E, and satisfies the condition (2.1) of Theorem 2.1 for real
numbers a, b(#0). If f € A, f'(z) #0, z € E, satisfies

! v ! Zf//(z) g v zq’(Z) ’
(f' () |af'(z) +b f,(z)} < (q(2)) (aq(z)+b q(z)>

then
f'(z) < q(2), z €E,
and q(z) is the best dominant.
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3. Applications

Remark 3.1. When we select the dominant

-1 (12"

we observed that the condition (2.1) of Theorem 2.1 holds, for real numbers a, b (£ 0)

such that % > 0 and real numbers 5(# 0), 7 such that %3 < % < 3 Consequently,
we get:

-3 ¥ 3
Theorem 3.2. Let B(#£ 0) and v be real numbers such that 7 <3533 and a,b

(#£ 0) be real numbers having same sign. Let ¢ be analytic function in the domain
containing g(E) such that ¢(0) = 0 = ¢'(0) — 1 and ¢(w) # 0 for w € g(E)\{0}. If

fi g€ A, (Z(J;/((;))#O, z € E, satisfy

, B
)\ [ =) () =0(9(2))
(7o) [‘%(g(z))”(” 7o) ole(=) ﬂ

B
4b\/Z 14z
() s
2 1 — —\\ 2
i vz 1+ 2 (log (12))
then
S m ()
<1+ — (log , z € E.
P(9(2)) U -z
On taking g(z) = f(z) in above theorem, we obtain:
-3 3
Corollary 3.3. Let B(#£ 0) and v be real numbers such that T <2< 3 and a,b

(#£ 0) be real numbers having same sign. Let ¢ be analytic function in the domain

containing f(E) such that ¢(0) = 0 = ¢'(0) — 1 and ¢(w) # 0 for w € f(E)\{0}. If

feA, ;(J;((ZZ))) #£0, z € K, satisfy

, B
£\ [ =F() 2f1(2) Ao (2)
(&) [%(f@))”(” 7E o) )]
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a+2a<log<1+ﬁ>)2+ Wfbffz 10g(1+f>
1+ 2 (1 (1

AUl =)
then
L A () e

and hence f(z) is parabolic ¢-like.
For ¢(z) = z and g(z) = f(z) in Theorem 3.2, we obtain the following result:

Corollary 3.4. Let B(# 0) and v be real numbers such that =3 <2< 3 and a,b

4 " p 2
ZJ]:(())#O z € E, satisfy

(R fe-ofi oo (o )] e (e (22 }

B

(£ 0) be real numbers having same sign. If f € A,

2 1+v2\) | o log(mﬁ)
a+7£(10g(1\/§)) +1+(:22 glog(lif»

O 14 2 (g (L)) e

and hence f(z) is parabolic starlike.

then

Selecting @ = 1 and b = « in above corollary, we get the following result for the class
of a-convex functions:

Corollary 3.5. Let 5(# 0) and v be real numbers such that %3 < % < g and o be a
non-zero real number. If f € A, 702) #0, z € E, satisfies
z

(F) [ oo (e T <o 2 (e ((22)) }
B

A (1)) s T
TN e (e (2))

79102 () en

and hence f(z) is parabolic starlike.

then

On taking ¢(z) = g(z) = z in Theorem 3.2, we have:
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Corollary 3.6. Let (£ 0) and v be real numbers such that =3 <2< 3 and a,b

4 S 52
(£ 0) be real numbers having same sign. If f € A, f'(z) #0, z € E, satisfies

v freaes (G {3 (= ()}
B

2 1+ vz\\ (f>1°g(1+ﬁ>
a+7£<10g(1—\/§)) +1+f2 <1°g(;+§))

f’(z)<1+;(log(ijé)>2, Z€E,

and hence f(z) is uniformly close-to-convex.

then

1
Remark 3.7. It is easy to verify that the dominant ¢(z) = 1—’—72, satisfies the condition
—z

(2.1) of Theorem 2.1, for real numbers a,b (# 0) having same sign and real numbers
~ and B(# 0) such that v = g or v = 0.
For v = 8, Theorem 2.1 yields:

Theorem 3.8. Let ¢ be analytic function in the domain containing g(E) such that
60) =0 = ¢/(0)-1L and () £0 forw € gENO}. 1, g€ A ZLEL 20,
and for real numbers a,b (# 0) having same sign, satisfies
2f'(2) ) ( 2f'(2) ) 2f"(2) _ 2(8l9(2) (1 +z>2
’ <¢><g<z>> o)) e T ey ) T
2bz
(1—-2)?

then
z2f'(2) 1+2

Sg(z) 1-2

On taking g(z) = f(z) in above theorem, we obtain:

z € E.

Corollary 3.9. Let ¢ be analytic function in the domain containing f(E) such that
H(0) = 0= ¢/(0) — 1 and é(w) £0 for w e FENO}. I f € A ¢(J;((Z))) 40,
and for real numbers a,b (#£ 0) having same sign, satisfies
2f(2) ) (26 (1420 A3/ (2) ( +z)2
(ay) + () U T - Sy ) <o (1
2bz
(1—2)?
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then

z2f'(2) { 142
P(f(z) 1-2
i.e. f(z) is ¢p—like function.

For ¢(z) = z and g(z) = f(z) in Theorem 3.8, we obtain the following result:

Corollary 3.10. Let a,b (# 0) be real numbers having same sign. If f € A,

2f'(2)
f(2)

@0 (75) (7)) o () v
') 1+
flz) 1-2

#£0, z€E,

z € E,

and hence f(z) is starlike.

Selecting @ = 1 and b = « in above corollary, we get the following result for the class
of a-convex functions:

Corollary 3.11. Let o be a non-zero real number. If f € A, Z},fgz) #0, z € E, satisfies
B zf’(z))2 <zf’(z)) < zf”(z)) (1+z)2 20z
a-a (75 +e(FF) (+ 5 3) < (15) o

then
zf'(z) 14z

) %1_2, z€E.

Hence f(z) is starlike.
On taking ¢(z) = g(z) = z in Theorem 3.8, we have:

Corollary 3.12. Let a,b (£ 0) are real numbers with same sign. If f € A, f'(z) # 0,
z € E, satisfies

2
b
(P ) <o (152) +
then
Fz) < ij) 2 €E,

and hence f(z) is close-to-conve.

For v = 0, Theorem 2.1 yields:
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Theorem 3.13. Let ¢ be analytic function in the domain containing g(E) such that

=0=¢'(0)—1 and p(w orw 72]8/(2) z
$(0) = 0= ¢'(0)—1 and p(w) # 0 forw € g(E)\{0}. If f, g € A, 502 #0, z € E,

and for real numbers a,b (# 0) with same sign, satisfies

2f(2) ()=o) ) L (12, %
a¢(g(Z))+b<1+ 7 #le) >< (i) a2

then
zf'(2) 1+2

Sg(z) 1-2

On taking g(z) = f(z) in above theorem, we obtain:

z€eE

Corollary 3.14. Let ¢ be analytic function in the domain containing f(E) such that
!/

6(0) = 0= ¢/(0) — 1 and $(w) £ 0 for w e FEN{O}. If f € A, qfé((j))) £0, 2 €E,

and for real numbers a,b (# 0) with same sign, satisfies

e, (1 EUON z(¢(f(Z)))'> <o)+ o2

o(f(2)) f'(z) o(f(2)) 1-2 1—2)?
then (2)
2f'(z 142
o) 1=z FE

i.e. f(z) is ¢p—like function.
For ¢(z) = z and g(z) = f(#) in Theorem 3.13, we obtain the following result:
Corollary 3.15. Let a,b (3 0) are real numbers with same sign. If f € A,

zf'(2)
e #£0, z€E,
satisfy
zf'(z) zf"(2) 14z 2bz
-0 5o (e 3) <o (1) + i
then ()
z2f'(z 1+ 2
) —<1—z7 z € K,

and hence f(z) is starlike.

Selecting @ = 1 and b = « in above corollary, we get the following result for the class
of a-convex functions:

Corollary 3.16. Let o be a mon-zero real number. If f € A, ZJJZ(S) # 0, z € E,
satisfies
=2 f(2) z2f"(2) 14z 20z
a-afF re(1+ L) <
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then
zf'(z) 14z

5 1_Z,ZEE.

Hence f(z) is starlike.
On taking ¢(z) = g(z) = z in Theorem 3.13, we have:
Corollary 3.17. Let a,b (# 0) are real numbers with same sign. If f € A, f'(z) # 0,

z € K, satisfies
z2f"(2) 142 2bz
s < (15)

af'(z) +

then )
' 1+z
Fle)=1—»

and hence f(z) is close-to-convez.

z€eE,

Remark 3.18. When we select the dominant ¢(z) = €*, then this dominant satisfies
the condition (2.1) of Theorem 2.1 for real numbers a,b (# 0) with same sign and

real numbers v, (% 0) such that 0 < % < 1. Consequently, we obtain the following
result:

Theorem 3.19. Let a,b (# 0) be real numbers with same sign and v, (# 0) such
that 0 < % < 1. Let ¢ be analytic function in the domain containing g(E) such that

2f'(z)
$(9(2))

$(0) = 0= ¢'(0)—1 and p(w) # 0 forw € g(E)\{0}. If f, g € A,
satisfy

, B
G\ [ e ) e\ e
() [ >“’<” 7 o) )] < rlae b

#£0, z€E,

<e*, zeR.

On choosing g(z) = f(z) in above theorem, we obtain:

Corollary 3.20. Let a,b (# 0) be real numbers with same sign and v, 3 (#£ 0) be real

numbers such that 0 < — < 1. Let ¢ be analytic function in the domain containing

f(B) such that $(0) =0 = ¢'(0) — 1 and ¢p(w) # 0 for w € fF(E)\{0}. If f € A,
2f'(z)
o(f(2))

#0, z€R,

/ B
G\ [ e @) _ U] e ey
(&) [(b(f(Z))er(H 7 o) )] el
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then

i.e. f(z) is ¢p—like.
On selecting ¢(z) = z and g(z) = f(z) in Theorem 3.19, we get:
Corollary 3.21. Let a,b (#£ 0) be real numbers with same sign and v, (# 0) be real

numbers such that 0 < % <1.Iff €A, Z;(/S) # 0, z € E, satisfy the differential
subordination
)\ 2f'(2) MO L
(F7) Lo o1+ 75| <o+
then

zj:;i;) <e*, z€E,

and hence f(z) is starlike.
On choosing a = 1 and b = « in above corollary, we obtain:

Corollary 3.22. Let o be a non-zero real number and real numbers v, (# 0) such

that 0 < % <1Iff €A, ZJ{;S) #0, z € E, satisfies
2f'(2)” 2f'(2) "NV el
( 0 ) {“ ~ ey T (” ) )] <l ol
then )
2f'2) < e, zeE.

f(2)
Therefore, f € S*.

For ¢(z) = g(z) = z in Theorem 3.19, we obtain the following result:

Corollary 3.23. Let a,b (# 0) be real numbers with same sign and vy, 3 (# 0) be real
numbers such that 0 < % <1.Iff €A fl(2)#0, z €E, satisfies

zf”(z) B
f'(2)

< % [ae® + bz)”

(f' ()" |af'(2) +b
then
f'(z) =<e* z€E,

and hence f(z) is close-to-convez.

Remark 3.24. By selecting the dominant ¢(z) = 1+ mz, 0 < m < 1, we observed
that the Condition (2.1) of Theorem 2.1 holds for all real numbers a,b (# 0) such

that % > 0, and v = 0. Thus from Theorem 2.1, we have the following result:
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Theorem 3.25. Let ¢ be analytic function in the domain containing g(E), where $(0) =
0=¢(0)—1 and ¢(w) # 0 for w € g(E)\{0}. Let real numbers a,b (# 0) be such
!

that%>0. If f, g € A, gf(‘i]((j)))#O, z € E, satisfy

2f'(2) 2f"(z) _ 2(0(9(2))) a1 + mz) 4 O
[a¢(g(z)) 0 <1 e o(9(2)) )1 A { (Ltme)

then
2f'(2)

——= < 14+mz, where0<m<1, z€E.

¢(9(2))
Taking g(z) = f(z) in above theorem, we get the following result:

Corollary 3.26. Let ¢ be analytic function in the domain containing f(E), where
$(0)=0=¢'(0) — 1 and ¢(w) # 0 for w € f(E)\{0}. Let real numbers a,b (# 0) be

2 72‘]”(2) z satis
such that b >0.If f €A, 5(7(2) #0, z € E, satisfy
2 2f"(2)  2(6(f(2) a1 s o M2
l s <1 TR ) )] 3 [ SR pa
then e
5(/(2)) <14+ mz, where0<m <1, z€E,

i.e. f(z) is p—like.
From Theorem 3.25, for ¢(z) = z and g(z) = f(z), we obtain:

Corollary 3.27. Let a,b (£ 0) are real numbers having same sign. If f € A,
2f'(z)

) #0, z€E,
satisfies
zf'(2) z2f"(z) bmz
(a—b) 5 +b (1+ 70 )] =< {a(lerz) + T me
then ,
2fz) <14+ mz, where 0 <m<1, z€E,
f(2)

and hence f(z) is starlike.

On selecting a = 1 and b = « in above corollary, we get the following result:

2f'(2)

Corollary 3.28. Let o > 0 be a real number. If f € A, )

#0, z € E, satisfies the
differential subordination

- o (10 )] [t smay 22
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then
zf'(2)
f(2)

and hence f(z) is starlike.

<14+mz, 0<m<1, z€E,

Selecting ¢(z) = g(z) = z, in Theorem 3.25, we have:

Corollary 3.29. Let a,b (# 0) be real numbers having same sign. If f € A, f'(2) #0,
z € E, satisfies
21"(2)

f'(z)

bmz
1+ mz

af'(z) +b ] < {a(lerz)Jr

then
f(z)<1+mz, 0<m<1, z€E,
and hence f(z) is close-to-conver.
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Growth properties of solutions of linear difference
equations with coefficients having (-order
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Abstract. In this paper, we investigate the relations between the growth of entire
coefficients and that of solutions of complex homogeneous and non-homogeneous
linear difference equations with entire coefficients of y-order by using a slow
growth scale, the p-order, where ¢ is a non-decreasing unbounded function. We
extend some precedent results due to Zheng and Tu (2011) [15] and others.
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1. Introduction and preliminaries

We assume that the readers are familiar with the fundamental results and stan-
dard notations of the Nevanlinna’s value distribution theory of entire and meromor-
phic functions. In addition, let us recall some notations such as m (r, f) and N (r, f)
(see [8, 10]). Let n (r, f) be the number of poles of a function f (counting multiplici-
ties) in |z| < 7. Then we define the integrated counting function N (r, f) by

N(T,f)Z/Tn(t“f);n(o’f)dt—&-n((),f)logr,
0

and we define the proximity function m (r, f) by

2m
m(rf) = 3= [ Tor* |1 (re")| do.

where log™ 2 = max {0, log 2} . We should think of m (r, f) as a measure of how close f
is to infinity on |z| = r. Nevertheless, within that context, we recall that T' (r, f) stands
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for the Nevanlinna characteristic function of the meromorphic function f defined on
each positive real value r by

T(r,f)=m(r, f)+N(rf).

And M (r, f) stands for the so called maximum modulus function defined for each
non-negative real value r by

M (r, f) = max [f (2)].

|z|=r

The applications of Nevanlinna’s value distribution theory has been developed since
1960’s. Recently, the properties of meromorphic solutions of complex linear difference
equations have become a subject of great interest from the viewpoint of Nevanlinna’s
theory and its difference analogues. Since then, many authors investigated the linear
difference equations for example, [3, 11, 12]. Moreover, we use notations o (f) for the
order of a meromorphic function f (z) and defined as

logT
o (f) = limsup 28 L)
r—00 logr

We denote the linear measure for a set E C [0,00), by m (E) = |,  dt and logarithmic

dt

+ - The upper density of a set E C

measure for a set £ C (1,00), by m; (E) = [,
[0,00) is defined as
-— E
dens E = limsup ™ E010T]),
r—00 r

and the upper logarithmic density of a set £ C (1,00) is defined as

logdens (E) = limsupiml (EN [l,r]).
r—00 logr
Proposition 1.1. [1]For all H C [1,00) the following statements hold:
(i) If m; (H) = oo, then m (H) = oo;
(i) If densH > 0, then m (H) = oo;
(i) If logdensH > 0, then my (H) = oo.

In 2008, Chiang and Feng [3] investigated the proximity function and point wise
estimates of ﬂ%;"), which are discrete versions of the classical logarithmic deriva-
tive estimates of f (z). They also applied their results to obtain growth estimates
of meromorphic solutions to higher order homogeneous and non-homogeneous linear

difference equations
An(2)f(z+n)+ -+ A(2) f(z +1) + Ao(2) f(2) = 0 (1.1)
and
An(2)f(z+ )+ + A(2)f(z +1) + Ao(2) f(2) = F (2), (1.2)

where the coefficients Ay (2) , ..., Ay () and F' (z) (# 0) are entire functions and they
obtained the following result.
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Theorem 1.2. [3] Let Ao (%), ..., An (2) be entire functions such that there exists an
integer I (0 <1 <n) such that
max {0 (4;):j # 1} <o (A),

0<j<n
then every meromorphic solution of equation (1.1) satisfies o (f) > o (A1) + 1.

Above results occur when there exists only one dominant coefficient. In the case
that there are more than one dominant coefficients, Laine and Yang [11] obtained the
following result.

Theorem 1.3. [11] Let A (2),..., A, (2) be entire functions of finite order such that

among those having the maximal order o = Orél]agna (A;), exactly one has its type

strictly greater than the others. Then for any meromorphic solution f (£ 0) of equation
(1.1), we have o (f) > o + 1.

Recently, In 2011, Zheng and Tu [15], studied the growth of meromorphic solu-
tions of homogeneous or non-homogeneous linear difference equations and improved
the previous results due to Chiang and Feng [3] and Laine and Yang [11]. In the case
there are more than one coefficients of equation (1.1) which have the maximal orders
Zheng and Tu [15] obtained the following results.

Theorem 1.4. [15] Let H be a set of complex mnumbers satisfying
logdens{|z| : z€ H} > 0 and let A;(z) (j=0,1,...,n) be entire functions sat-
isfying max{o (4,),7=0,1,....,n} < aq. If there exists an integer I (0 <1 <mn) and
a positive constant as (g < «ay) such that for any given € (0 <e < ag — ay), we
have
|A; (2)] > exp {ral*’s}
and
145 (z)] exp{r*?}, (i #1),

as |z| = r — +oo for z € H, then every meromorphic solution f(#0) of equation
(1.1) satisfies o (f) > o (4;) + 1.

Recently, Chyzhykov et al. [4] introduced the definition of y-order of f(z) in a
unit disc, where ¢ : [0,1) — (0, 00) is a non-decreasing unbounded function and f(z) is
a meromorphic function in the unit disc and Shen et al. [14], introduced [p, g] — ¢ order
of entire and meromorphic functions in the complex plane C where ¢ : [0, 00) — (0, c0)
is a non-decreasing unbounded function. Since then many researchers investigated
the growth oscillation of solutions of linear differential equations and linear difference
equations {cf. [2, 5, 6, 13]}. Revisiting their ideas of g-order we would like to prove
some results using the concepts of slow growth scale, the ¢-order in the complex plane.
To investigate the growth of meromorphic solutions of equations (1.1) and (1.2) more
precisely, we recall the following definitions.

Definition 1.5. ([14, 4]) Let ¢ : [0, +00) — (0,400) be a non-decreasing unbounded

function, the p-order of a meromorphic function f is defined as

1
o (f,¢) = hgs;}p(m'
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If f is an entire function, then

log log M
g (fa QO) - hmsupw
r—o0 log ¢ (7”)

Definition 1.6. ([4]) If f be a meromorphic function satisfying 0 < o (f,¢) = 0 < o0.
Then ¢-type of f is defined as

iy T(rf)
TUM%JggpMﬂw

If f is an entire function, then
log M (r, f)

0
7(f, ) = limsup =
i) =l o (r)

Remark 1.7. If ¢ (r) = r in the Definitions 1.5 and 1.6, then we obtain the standard
definition of the order and type of a function f respectively.

Remark 1.8. Throughout this paper, we assume that ¢ : [0,00) — (0,00) is a non-
decreasing unbounded function and always satisfies the following two conditions with-
out special instruction:

N logl
(Z) rilglmﬁi:g«; =0.
(i) lim 220 — 1 for some o > 1.

r——+o0 log ‘P(T) -

Thus, a natural problem arises that: how to express the growth of solutions of
homogeneous and non-homogeneous linear difference equations (1.1) and (1.2) when
the coefficients A; (z) (j = 0,1,...,n) and F (z) (# 0) be entire functions of y-order
in a slow growth scale g-order. The main purpose of this paper is to make use of the
concept of p-order due to Chyzhykov et al. [4] to extend previous results for solutions
to equations (1.1) and (1.2) in the complex plane C.

2. Main results

The main purpose of this paper is to used the concept of ¢-order in the complex
plane C to investigate the growth of solutions of homogeneous and non-homogeneous
linear difference equations (1.1) and (1.2). In this direction we obtain the following
results.

The Theorem 2.1 investigate the order of meromorphic solutions of homogeneous
linear difference equation (1.1) in the case when there are more than one coefficients
which have the maximal orders.

Theorem 2.1. Let H be a set of complex numbers satisfying log dens {|z|: z€ H} >0
and let A; (z) (j =0,1,...,n) be entire functions satisfying

max {0 (A4;,¢),j=0,1,...,n} <o.
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If there exists an integer | (0 <1< mn) such that for some constants a and [ with
0<p<aande (0 <e <o) sufficiently small, we have

T (r,A) = exp{a(p ()"} (2.1)
and
T(rA5) <exp{Ble ) "}, GAD), (2.2)

as z — oo for z € H, then every meromorphic solution f (#0) of equation (1.1)
satisfies o (f,¢) > o (A, ) + 1.

Remark 2.2. By the assumptions of Theorem 2.1, we obtain that o (4;,¢) = o.
Indeed, we have o (A}, ¢) < o, suppose that o (4;,¢) = n < 0. Then by Definition
1.5 of g-order and (2.1), we have for any given ¢ (0 <e< ”T_")

exp {a (o (1)} T (r, A) < exp {0 ()™} (2.3)

as [z| =r — oo for z € H. So by € (0 < & < ;) we get a contradiction from (2.3)
as 7 — oo. Hence o (4;,¢) = 0.

The following example illustrate the sharpness of Theorem 2.1.

Example 2.3. The function f (z) = e*" =37 satisfies the equation
e f(z4+2) +eff(z4+1) =27 2f (2) = 0.
Here Ay (2) = e7%, Ay (2) = €%, Ag(z) = —2e*72, we take ¢ (z) = z, then we
obtain that o (As, ) = 0 (A1,p) = 0 (Ao, ) = 1. Now set H = {z: argz =} and
I = 2, then it is clear that dens{|z| =r:z € H} =1 > 0. Moreover, Ay (z), Aj(z)
and Ay (z) satisfy the assumptions (2.1) and (2.2) of Theorem 2.1. Therefore, we get
o(fip) =2=0(A2,¢)+1.
Secondly, we consider the growth of entire solutions of non-homogeneous linear
difference equation (1.2). Note that the above result may not be applicable to the
equation (1.2) to which equation (1.1) is the corresponding homogeneous equation (see

the following Example 2.5). But we can obtain similar results with some additional
conditions.

Theorem 2.4. Let A;(z) (j =0,1,...,n) and F (z) (# 0) be entire functions such that
there exists an integer | (0 <1 < n) satisfying

b=max {0 (4;,9),0 (Fg).§ 1} <o (A19) < 5, (2.4)

then every nontrivial entire solution f (£ 0) of equation (1.2) satisfies o (f,¢) >
o (A, )+ 1.

Example 2.5. Take ¢ (z) = 2z and the function f (z) = e? satisfies the equation
fz42) —ef(z+ D)+ f(2) =€

and

fE+2)—ef(z+1)+e7f(2) =1
Though there is only one dominant coefficient such that the assumptions in Theorems
2.1 hold, we cannot get similar results in the non-homogeneous equation case.
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Theorem 2.6. Let A;(z) (i =
there exists an integer (0 <1 <

b =max {o (4,

0,1,...,n) and F(z) (£ 0) entire functions such that

1
n) satzsfymg
) ( )’]#l>}<U(Al,<P)<OO.

Also suppose that A;(z) = Y07, Cy, 2™ satisfies that the sequence of exponents

{A\n} satisfies the Fabry gap condition )‘7” — 00 as n — 0o, then every nontrivial
entire solution f (£ 0) of equation (1.2) satisfies o (f, ) > o (A, ) + 1.

3. Preliminary lemmas
To prove the above theorems, we need some lemmas as follows.

Lemma 3.1. [3] Let f be a meromorphic function, n be a non-zero complex number and
let v > 1 and e > 0 be given real constants. Then there exist a subset By C (1,400)
of finite logarithmic measure and a constant A depending only on v and 7, such that
for all |z| =r ¢ E1 U0,1], we have

fern)| < y(T0nD) , nm)

r

log

log” rlogt n (fyr)) ,

where n (t) =n (t,00, f) +n (t,oo, %) .

Lemma 3.2. [7] Let f be a transcendental meromorphic function and let j be a non-
negative integer, let a be a value in the extended complex plane and let o > 1 be a real
constant. Then there exists a constant R > 0 such that for all v > R, we have

(7’ a, f J)) < ii;raGT(ozr, .

Lemma 3.3. Let f be a meromorphic function and n be a non-zero complexr number
and let € > 0 be given real constants. Then there exists a subset Eo C (1,400) of
finite logarithmic measure, such that if f has finite p-order o, then for all |z| =1 ¢
E,U[0,1], we have

()t f(z+m) (p(r)7'"
exp{ : }<‘f(2)’<eXp{ " }

Proof. By Lemma 3.1, there exist a subset there exist a subset Ea C (1, +00) of finite
logarithmic measure and a constant A depending only on « and 7, such that for all
|z| =r ¢ Ep U[0,1], we have
fz+n)

f(z)
where n (t) =n(t,00, f) +n (t7 00, %) .

Using (3.1) and Lemma 3.2, we obtain that
T 12T 12

f(Z+77) SA (WTaf) + (OZ’YI"?f) IOg’YTlOg_‘— T(OZ’YF, f)

f(2) log

r log v r

log
r

<A (T o J) 4+ (:T) log” rlog™ n (77“)) , (3.1)

log
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T ’BT
<B (T(ﬁr S O (g g T (o, f)) , (32)

for all |z] = r & [0,1] U Ey with m; (E2) < 400, where B > 0 is some constant and
8 =ay>1

Again, since f has finite p-order o (f, @) = 0 < 400, so given € (0 < € < 2), for
sufficiently large r, we have

T(r,f) < (p(r)" 2. (33)
Then by substituting (3.3) into (3.2), we get that

(¢ (Br))7F % log (¢ (ﬂr))”;)

o+e
G »
From (3.4), we obtain that
ex {_(so (r))"“} . ‘f(ern)’ “ exp { (p ()7 }
T 72 r
This proves the lemma. O

Lemma 3.4. Let 11,12 be two arbitrary complex numbers such that n; # ny and let f be
a meromorphic function of finite p-order o and let € > 0 be given. Then there ezists a
subset B3 C (1,400) of finite logarithmic measure such that for all |z| = r ¢ [0,1]UE3,

we have
CIG)A WVICETN (p ()7
exp{— . }S FGexm) Sexp{r}.
Proof. We can write
fe+m)| |[fz+n+n—mn)
f(z+m2) ‘ f(z+m)  (m #m2).

Then by using Lemma 3.3, there exists a subset E3 C (1,400) such that for any € > 0
and all |z 4+ 2] = R ¢ E3U [0, 1], with m; (E5) < oo, we get

o+e a+%
exp{_«o@)} S exp{_<so<|z|+|n2>> }

r [+ 1]
_ exp{uo (R)"** } . ‘;mm)

R (z+1m2)
fz+n+m—mp) (p(R)7*2
’ f(2+772) = exp{ }

(¢ (2] + )" (@ (r)7**
exp{ Iz + | }Sexp{r},

IA
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where |z| =7 ¢ [0,1] U E3.
This proves the lemma. O

Lemma 3.5. [5]Let n1,m2 be two arbitrary complex numbers such that ny # 12, and let
f be a meromorphic function of finite p-order. Let o be the p-order of f(z). Then for

each € > 0, we have
() o)

Lemma 3.6. [9] Let f(z) = Y o2 Oy, 2 be an entire function and the sequence of
exponents {\,} satisfies the Fabry gap condition % — 00 as n — 0o. Then for any
gwen € > 0
logL(r, f) > (1 —¢)log M (r, f),
holds outside a set Ey of finite logarithmic measure, where M (r, f) = sup |f ()| and
|z|=r
L(r,f) = inf [f(2)].

|z|=r

Lemma 3.7. Let f (z) be an entire function of finite p-order satisfying 0 < o (f, @) <
i lozear)
rStoo logw(r)

B <o(f,), there exists a set E5 C (1,00) having infinite logarithmic measure such
that for all |z| = r € Es we have

M (r, f) > exp { (¢ (1)}
Proof. By the Definition 1.5 of the y-order, there exists an increasing sequence {r,}
(rn, — 00) satisfying (1 + %) Ty < Tp+1 and
log log M (7,
o (frg) = lim 28108 M (. f)
AT Tog g ()

Then, there exists a positive integer ng such that for all n > ng and for any given
€ > 0, we have

oo, where ¢ (1) only satisfies =1 for some a > 1. Then for any given

M (1, f) > exp { (¢ (r))"09 7} (3:5)
Now we have )
g g (L4 5)7)
n—oo log o (r)
Since 8 < o (f,¢), then we can choose sufficiently small ¢ > 0 to satisfy 0 < ¢ <
o (f,¢) — B, so there exists a positive integer n; such that for all n > ny, we have

logp((L+3)r) B
log ¢ (r) o(fip) =€

=1.

which implies that

(0 (f,p) —€)loge ((H 711) r> > Blogp(r)

= (g@ ((1 + i) r))wwm) > (). (3.6)
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Taking n > ny = max{ng,n1} and E5 = |J I, where I,, = [rn, (1 + %) rn] . Then

n=ns

by (3.5) and (3.6), we get for r € [ry, (1+ 1) r,] that

M (r,f) > M (ryn, f) > exp {@ (rn))a(f,so)—s}

> exp { (s@ ((1 + i) r))o(f’w)s} > exp {go (r)ﬁ} .

Now we obtain that

00 0 1
mi(Bs) = 3 [, %= 3 (logrk) = Y log ™ = oo,

n=nsq n=ns Tn n=nso

This proves the lemma. O

Lemma 3.8. Let f(z) = Y .o, Cy, 2 be an entire function with 0 < o (f,¢) < oo

} . log (ar)
where @ (r) only satisfies 7314{100 Tog o (r)

exponents {\,} satisfies the Fabry gap condition % — o0 as n — o0o. Then for any
given B < o (f,p), there exists a set Eg C (1,00) having infinite logarithmic measure
such that for all |z| =r € Eg we have

£ ) > exp {1}

Proof. By Lemma 3.6, for any € > 0, there exists a set F4 of finite logarithmic measure
such that for all |z| = r & E4, we have

logL(r,f) > (1—¢)logM (r, f),

= 1 for some a > 1. If the sequence of

which implies that
L(r.f)> M (r, )"
For any given 8 < o (f,¢), we can choose 6 > 0 such that 8 < 0 < o (f,¢) and

sufficiently small € satisfying 0 < ¢ < #. Then by Lemma 3.7, there exists a set E5
of infinite logarithmic measure such that for all |z| = r € E5, we have

> L0 > )0 > (o0 {o )’ > e o)),

where Eg = E5\F4 is a set with infinite logarithmic measure.
Thus the lemma is established. O

4. Proof of main results

Proof of Theorem 2.1. By Remark 2.2, we know that o (4;,¢) = 0. Let f Z 0 be a
meromorphic solution of equation (1.1) . Now let us suppose that o (f, ¢) < o (A, )+
1 =041 < oco. From the conditions of Theorem 2.1, there is a set H of complex
numbers satisfying log dens {|z| : z € H} > 0 such that for z € H, we have (2.1) and
(2.2) as |z] =7 — 0. Set Hy = {|z| =r:2 € H}, since logdens {|z|: z € H} > 0,
then by Proposition 1.1, Hy is a set with [, 4" = ococ.
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We divide equation (1.1) by f (2 +1) to get

—A(z Z A ( )) (4.1)
gt

Since A; (z) ( =0,1,...,n) are entire functions, then by equation (4.1), we get that

m(r,A;) =T (r, A;) <ZmrA +Z ( z+])))+0(1)

l#l l;ﬁl
(z4+17)
= T (r, A, 1). 4.2
=3+ 2w (7 ) 00 42
'L;él z;ﬁl
Now by Lemma 3.5, for any & (0 <e< %’W) , we have
f(Z+]) o(f,p)—1+4e
LS A ’ . 4.
m (R ) <0 (1) ) (43)

Substituting (2.1), (2.2) and (4.3) into (4.2), we get for |z| =r — 00, z € H that
exp {a (¢ (T))Jie} < nexp {5 (¢ (7"))078} +0 ((gp (r))”(f"p)71+5)
= exp {(p ()7 {exp (@) —exp (B)} < O (1) ( (r) 7.

Since, (exp (o) —exp (5)) > 0, so it follows that

1<0() (o) P27 0 asr — o0, (4.4)
which is a contradiction since 0 < & < %‘W.
Hence, we get o (f, ) > o (A, ) + 1.
This completes the proof of the theorem. O

Proof of Theorem 2.2. If o (f,p) = oo, then the result is trivial. Now let us suppose
that o (f, ) < o (4, ¢) +1 < co. We divide equation (1.2) by f (z +1) to get
(z+4) F(z) [f(®)
— A ( A; ( — . ,
2 Z z+1> Fz) Flz+1)

z;él
which implies that

s 2o 7+ [

et (45

;e

o(A,p)t+l—o(f,e)
2

By Lemma 3.4, for any given ¢ (0 <e< ) , there exists a subset F5 C

(1, 00) of finite logarithmic measure such that for all » ¢ [0,1] U E3, we have

’f ) ‘ ~ e { (p ()"

s . } (G=0,1,.,nj#1). (4.6)
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Now by the assumption (2.4), we have that for sufficiently large r,

45 () < exp {(p )7L (G =0,1,0m 1), (4.7)
and

IF ()] < exp { (i ()P}

Since M (r, f) > 1 for sufficiently large r, we have that

|F(z)‘ o(Ar,p)t+e
< < ’ . .
2 SIF @I e {0 () } (4.8)
Now by the Definition 1.5 of y-order and for above £ > 0, we get that
40 ()] = exp { ( ()79 (4.9)

Substituting (4.6)-(4.9) into (4.5) for all » ¢ [0,1]UE5 and |f (2)| = M (r, f), we have

exp { (p ()DL <[4 (2)]

r

o(f.p)te
<(n+ l)exp{(cp(?"))g(AMOHE} - exp {W} (4.10)

Since € (O <e< w) , 50 we obtain a contradiction from (4.10) by apply-

ing the same procedure we applied in (4.4) . Hence we get that o >o0(A +1.
g p PP g y P LY
This proves the theorem. O

Proof of Theorem 2.3. If o (f,p) = oo, then the result is trivial. Now let us suppose
that o (f,¢) < o (A;,¢) + 1 < 0o. Now by Lemma 3.8, there exists a set Eg C (1,00)
having infinite logarithmic measure such that for all |z| = r € Eg we have

41 (2)] > exp { (0 (1)} (4.11)

Substituting (4.6)-(4.8) and (4.11) into (4.5) for all r € Eg\ [0,1] U E5 and |f ()| =
M (r, ), we have

(p (r) Tt

exp { (¢ ()"} < 141 (2)] < (n+ exp {(p ()74 ¥} -exp{

(4.12)

We we get a contradiction from (4.12) by applying the same procedure we applied in
(4.4) . Hence we get that o (f,¢) > o (4;,¢) + 1.

This proves the theorem. O
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Extension operators and Janowski starlikeness
with complex coefficients

Andra Manu

Abstract. In this paper, we obtain certain generalizations of some results from
[13] and [14]. Let @, 4,5 be the extension operator introduced in [7] and let
®,, o be the extension operator introduced in [16]. Let a € C, b € R be such
that |1 —a] < b < Re a. We consider the Janowski classes S*(a,b,B") and
AS*(a,b,B™) with complex coefficients introduced in [4]. In the case n = 1, we
denote S*(a,b,B') by S*(a,b) and AS*(a, b, B') by AS*(a, b). We shall prove that
the following preservation properties concerning the extension operator ®, . s
hold: ®,,,0,5(5%(a,b)) C S*(a,b,B"), ®pn,a,(AS*(a,b)) C AS*(a,b,B"). Also,
we prove similar results for the extension operator ®, q:

©5,0(57(a,0)) € 57(a,b,B"), ©5,q(AS™(a,b)) C AS"(a,b,B").
Mathematics Subject Classification (2010): 32H02, 30C45.

Keywords: g-Loewner chain, g-parametric representation, g-starlikeness,
Janowski starlikeness, Janowski almost starlikeness, extension operator.

1. Preliminaries

Let C™ be the space of n complex variables equipped with the Euclidean inner
product (-,-) and the Euclidean norm || - ||. Let B™ be the open unit ball in C™ and let
U be the unit disc in C. Also, let H(B™) be the set of holomorphic mappings from B"
into C". A mapping f € H(B") is said to be normalized if f(0) = 0 and D f(0) = I,,.
Let Jy(z) be the complex Jacobian determinant of the Fréchet derivative Df(z),
ie. Jp(z) = detDf(z). A mapping f € H(B") is locally biholomorphic mapping on
B™ if J¢(z) # 0 for all = € B". We denote by LS, the set of normalized locally
biholomorphic mappings on the unit ball B”. In the case n = 1, we use the notation
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LS instead of £S;. Let S(B™) be the set of normalized biholomorphic mappings on
B" and let S be the set of normalized univalent functions on U. Also, let S*(B™) be
the set of normalized starlike mappings on B™.

Let f,g € H(B™). Then we say that f < g if there exists a Schwarz mapping
¢ (ie. p € HB"), |le(2)] < ||Izll, # € B™) such that f = g o ¢ on B™. Moreover, if
g is biholomorphic on B™, then the subordination condition f < g is equivalent with
£(0) = 9(0) and f(B") C g(B™).

We recall that f : B™ x [0,00) — C™ is a Loewner chain if f(-,¢) is biholo-
morphic on B", f(0,t) = 0, Df(0,t) = €'I,, for t > 0 and f(-,s) < f(-,t) with
0 <s <t < oo (see [17], [8]). The subordination condition f(-,s) < f(:,t) is equiv-
alent to the following statement: there is a unique biholomorphic Schwarz mapping
v = v(z,s,t) such that f(z,s) = f(v(z,s,t),t), 2z € B", 0 < s < t. The mapping
v = v(z,s,t) is called the transition mapping associated to f(z,t¢) and satisfies the
semigroup property: v(z, s,u) = v(v(z,s,t),t,u), for all z € B", 0 < s <t < wu. In
addition, Dv(0,s,t) = e*~'I,, 0 < s <t (see [17], [8]).

We recall that the following class of holomorphic mappings (see [17], [20]; see
also [8]):

M ={he€ HB"): h(0) =0,Dh(0) = I,,Re (h(2),z) >0,z € B"\{0}}

is the generalization to higher dimensions (n > 2) of the Carathédory class of functions
with positive real part on U.

We next give the definition of parametric representation on the unit ball in C"
(see [5], [8]).

Definition 1.1. We say that a mapping f € S(B") has parametric representation if
there exists a Loewner chain f(z,t) such that f can be embedded as the first element
of f(z,t) and the family {e~*f(-,¢)};>0 is normal on B".

Let S°(B™) be the family of mappings with parametric representation. This set
has been introduced by Graham, Hamada and Kohr in [5]. Various results regarding
this class can be found in [5], [9], [10] and the references therein.

In the following we consider a function g : U — C which satisfies the following
conditions (see [6]):

Assumption 1.2. Let g : U — C be such that g is a univalent (i.e. holomorphic and
injective) function on U, g(0) = 1 and ¢ has positive real part on U.

For example, the function g : U — C given by ¢(¢) = %, ¢ € U, satisfies the
requirements of Assumption 1.2.

In the following, let ¢ : U — C be an arbitrary function which satisfies the
conditions of Assumption 1.2.

Let M, be the following nonempty subset of M introduced by Graham, Hamada,
Kohr and Kohr in [6] (see also [5], where the function g satisfies in addition the relation
g(¢) = 9({), z € U, and other conditions):

M, = {h € H(B") : h(0) = 0, Dh(0) = I, <h(z)7 HzZ||2> € g(U),z € IB%”\{O}} .
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For g(¢) = %27 ¢ € U, we have that M, = M.
Next, we recall the definition of a g-Loewner chain (see [6]; see also [5] and [9],
for g(C) = 1+<7 ¢ e U)

Definition 1.3. Let f(z,t) : B" x [0, 00) — C™. We say that f(z,t) is a g- Loewner chain
if f(z,t) is a Loewner chain such that the family {e~*f(-,¢)}:>0 is normal on B" and
the mapping h(z,t) which occurs in the following Loewner differential equation:

of
ot
has the property h(-,t) € Mg, for a.e. t > 0.

= Df(z,t)h(z,t), a.e. t >0, Vz € B",

We remark that a normalized holomorphic mapping f : B" — C" has g-
parametric representation if and only if there exists a g-Loewner chain f(z,t) such
that f can be embedded as the first element of the g-Loewner chain (see [6]; see also

5]).
ol Let SS (B™) be the set of mappings with g-parametric representation on B". Then
S(B) € B (see [6).

If g(¢) = 1+<, ¢ € U, then any g-Loewner chain is a Loewner chain and the set
S9(B") becomes S°(B") (see [6]; see also [5]). In the case n > 2, there exists Loewner
chains that are not g-Loewner chains when g(¢) = 1 +C’ ¢ € U. For example, when
n = 2, the mapping p(z,t) : B? x [0,00) — C" given by

etz etzy e?t2?
7t - b b - b e ]B27 t > O’
p(z,t) ((1 2 =) + = 21)4) z = (21, 22) 2

is a Loewner chain, but the family {e_ p(,t)}+>0 is not normal on B2. Thus, p(-,t) is
not a g-Loewner chain for g(¢) = 1+C’ ¢ €U (see [5]).

In the next part, we shall refer to the following univalent function g on U with
¢(0) = 1 and positive real part on U:

Assumption 1.4. Let g : U — C be a holomorphic function on U given by

1+ A4
96) = Trge: CEU. (11

where A, B € C, A # B and g has positive real part on U.

This function was considered in [4].

Imposing the condition that the function g given by Assumption 1.4 to have
positive real part implies certain conditions on the complex parameters A and B.
These conditions are illustrated in the following remark due to Curt [4].

Remark 1.5. [4] Let g : U — C be a function described by Assumption 1.4. Then one
of the following two conditions holds:
|B| <1, |A| <1 and Re(1 — AB) > |A — B, (1.2)

or
|IB|=1, |[A|<land —1< AB < 1. (1.3)
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In this context, we remark that the function g maps the unit disc onto the
open disc of center a := 11:‘%?2 and radius b := %, for |B|] < 1. Tt is immediate

that [l —al < b < Re a. If |[B| = 1 then g maps the unit disc onto the half-plane
{z € C:Rez > LB}
Moreover, we have that g is convex on U.

Next, we present the following subclasses of starlike mappings on B™ introduced
by Curt [4]:

Definition 1.6. Let a € C, b € R be such that |1 —a| < b < Re a. Let

* a n e N ||Z||2 _a
S*(a,b,B") {fewn ' ’<[Df(z)]1f(z)72>

be the set of Janowski starlike mappings on B™ and let

AS*(a,b,B") = {f € LS, : ‘ <[Df(z)]z_|12f(z)’z> - a‘ <b ze IB%"\{O}} ,

<b ze IB%”\{O}} :

be the set of Janowski almost starlike mappings on B".

For a € R (which is equivalent to Re a = a), the above sets become the classes
mentioned in [3]. In the case n = 1, we denote S*(a,b,B') by S*(a,b), respectively
AS*(a,b,B') by AS*(a,b).

The following remark provides a connection between Janowski starlikeness, re-
spectively Janowski almost starlikeness with complex coefficients and g-starlikeness
on B” (see [4]).

Remark 1.7. Let a € C, b € R be such that |1 —a| < b < Re a.

(i) If g(¢) = %, ¢ € U, then S;(B") becomes S*(a, b, B").
(ii) If g(¢) = e lelAbC ¢ ¢ 1, then S;(B") becomes AS*(a,b,B").
111 =ac =a > 0), then we have that

iii) If b R 0), th h h

AS* (a,a,B") = S (B") and S* (a,a,B"™) = AS™ (B").

Note that the functions mentioned in Remark 1.7(i), (ii) satisfy the conditions
of Assumption 1.4.

Next, we consider the following extension operator introduced by Graham,
Hamada, Kohr and Suffridge in [7].

Definition 1.8. Let @ >0, 8 > 0 and n > 2. Let ®, o 3 : LS — LS,, be given by
f(z1)

21

Pna,8(f)(2) = (f(zl),é ( >a (f’(zl))ﬂ) , z=(21,%) €B",  (1.4)

where
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For a = 0 and 5 = 1/2, the extension operator ®,, g reduces to Roper-Suffridge
extension operator ®,, : LS — LS, given by (see [19])

eu(f)(=) = (F(2) 2V/F ) 2= (21,7) € B,

where the branch of the square root is chosen such that +/f’(z1)],,=0 = 1.

The extension operator ®,, o 3 satisfies important preservation properties for

€10,1], 8 € [0,1/2], a+ B < 1. In [7], it was shown that ®, . 5(f)(S) C S°(B")

and @, o 5(f)(S*) € S*(B™). In the same paper, the authors proved that @, . s
conserves convexity only if («,8) = (0,1/2). Also, ®, g conserves starlikeness of
order v € (0,1) (see [11]), spirallikeness of type v € (—7/2,7/2) and order ¢ € (0,1)
(see [12]; see also [1]) and almost starlikeness of type v € (0,1) and order § € [0,1)
(see [1]). More recent preservation results regarding this extension operator and Bloch
mappings, in the case of complex Banach spaces, are obtained in [6].

We next present the definition of the Muir extension operator ®,, o (see [16]).

Definition 1.9. Assume that Q : C*~! — C is a homogeneous polynomial of degree 2
and n > 2. Let @, ¢ : LS — LS, be such that

D50 (f)(2) = (f(21) + Q) f'(21), 2V [/ (21)), 2 = (21,%) € B, (1.5)
where \/f"(21)]z1=0 = 1.

For @ = 0, the extension operator ®,, g reduces to the extension operator ®,,.

The extension operator ®,, o preserves parametric representation and starlike-
ness if ||Q| < 1/4 (see [10]), convexity if ||Q| < 1/2 ( see [16]) and starlikeness of
order o € (0,1) if |Q| < % (see [21]; see also [2]). In a recent study, there
has been investigated results concerning extended Loewner chains and this extension
operator, as well as other preservation results (see [15]). Also, modifications of the
Muir extension operator were considered in [6].

Assume that a € C, b € R such that |1 —a| < b < Re a. In the next part, we aim
to show that the extension operators ®,, o g and ®, o map a function f € 5*(a, b) into
a mapping from S*(a,b,B"). Also, ®,, o g and ®,, ¢ map a function f € AS*(a,b) into
a mapping from AS*(a,b,B™). Therefore, the extension operators ®, o g and ®, ¢
preserve the Janowski starlikeness and Janowski almost starlikeness with complex
coefficients from the case of one complex variable to several complex variables.

2. Main results

In [6], I. Graham, H. Hamada, G. Kohr and M. Kohr proved that g-parametric
presentation and g-starlikeness is preserved through the extension operators ®,, . g
and ®,, o, when the function g is convex on U and satisfies the conditions of Assump-
tion 1.2. This result was obtained in a more general case, namely on the unit ball of
a complex Banach space.

All along this section we assume that n > 2.

We state in the next two results the preservation of g-starlikeness under ®,, o g
and ®,, o, when the function g is convex on U satisfying Assumption 1.2.
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Theorem 2.1. [6] Let g : U — C be a univalent holomorphic function on U, with
g(0) =1, Reg(¢) >0, ¢ € U, and g is convex on U. Also, let « € [0,1], f € [0,1/2],
a+B <1 If feS; then F' =&, ,5(f) € S;(B").

In the next result, let be the distance from 1 to dg(U), denoted by d(1,dg(U)),
and equal to infecogy [¢ — 1]

Theorem 2.2. [6] Let g : U — C be a univalent function on U, with g(0) = 1,
Reg(¢) > 0, ¢ € U, and g is convex on U. Also, let ||Q| < d(1,09(U))/4, where Q is
a homogeneous polynomial of degree 2 from C*"~! to C. If f € S, then

F=3,q(f) € S3(B").

It is clear that, for the function g defined by Assumption 1.4, the above state-
ments hold.
In addition, we have the following result.

Remark 2.3. Let g be a function satisfying the conditions from Assumption 1.4. Then
_|A- B
- 1+ |B|’

d(1,09(U))

Proof. Since the function g satisfies the requirements of Assumption 1.4, then, in view
of Remark 1.5, the complex coefficients A and B satisfy one of the following two
relations:

|B] <1, |A| <1 and Re(1 — AB) > |A - B|,
or
|B|=1, |[A|<land —1< AB < 1.
We shall analyze the above two cases.
e Assume that |B| = 1, |A| < 1 and Re(1 — AB) > |A — B|. In this case, we
have g(U) ={z € C:Re z > #}. Thus,

1+ AB

OgU)={z€C:z= +iy, y € R}.

Let ¢ € 9g(U). Then ¢ = @ + iy, where y € R. We have that
-1+ AB
2

1+ AB

IC—1I=‘ +iy—1‘:' +z’y’.

Using the above relation and the fact that —1 < AB < 1, we have that

- 1—A§2+ , 1-AB
= yeR 2 ey

Note that, for |B| = 1 and since —1 < AB < 1, we have the following equivalence:

-1+ AB
2

inf |¢—1| = inf + iy
yeR

¢eog(U)

|- AB |1-AB| "BlQ—AE\ _|B|-|A-B| |A-B|
2 2 1+ |Bl  1+|B]  1+|B|
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e Assume that [B| =1, |A] <1and —1< AB < 1. Then

_ [1-AB |A-B
9“”U<L4MT1—BP>

Thus,

1-AB |A— B|
= : = )\ )\ :]. .
Ag(U) {zEC’ z 1—|B|2+ 1—\B\Q’| | }
Let ¢ € 9g(U). Then there exists A € C with |A\| = 1 such that

1—-AB |A — B|
= A .
C=1T7BE TMoiBe
Further, an elementary computation implies that:

_|1-AB _ |A-B

—1] = A -1
C === T M T BR
BP—A§+MA—BM
- L-[BP
Am—m—ﬁm—Bﬂ
- L-1BP
A~ B| - Bl |A- B
>
B 1—[BJ?
_|A=B|-1-[B|
1—|BJ?
_|A-B|-]1-|B|
1—|BJ?
_A- B
- 1+4|B|’
Note that the equality is attained in the above inequality when
B(A-B)
)\ - = )\ == 1 .
o= gy P =
In this case, we get
. ) 1—-AB |A — B| |A — B|
f —1| = inf A -1 = .
et le == It e M e 11 |B]
Taking into account the both cases analyzed above, we conclude that
_ A= B

d(1,09(U)) = inf |¢~1] O

cedg(U) 1+ |B|’

In view of Theorem 2.1 and Remark 1.7, we deduce the following consequence.

Theorem 2.4. Let a € C, b € R be such that |1 —a| < b < Re a. Also, let « € [0,1],
B €[0,1/2], a+ B < 1. Then the following properties hold:
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(i) if f € S*(a,b) then @y a5(f) € S*(a,b,B"),
(ii) 4f f € AS*(a,b) then @, o p(f) € AS*(a,b,B™).

Proof. (i) If we take the function g as in Remark 1.7 (i), then S; = S*(a,b) and
S;(B") = S*(a,b,B"). Therefore, in view of Theorem 2.1, we deduce that

®p0,8(5"(a, b)) € S*(a,b,B").

(ii) Let the function g be given as in Remark 1.7 (ii). In this case, we have that
S; = AS*(a,b) and S;(B") = AS*(a,b,B"). From Theorem 2.1, we obtain that

Dy0,5(AS™(a, b)) € AS*(a,b,B").
This completes the proof. 0

In the case a,b € R with |1 — a| < b < a = Re a, the above result was obtained
in [13].
The next two results are consequences of Theorem 2.2 and Remark 1.7.

Theorem 2.5. Let a € C, b € R be such that [1 —a| <b<Rea. Let Q : C" 1 — C be
a homogeneous polynomial of degree 2, such that

¥ —(1-a)(1—a)

(b+la® — b —al)

If f € S*(a,b), then @, o(f) € S*(a,b,B").

QI <

Proof. Let g be the function from Remark 1.7 (i). Thus, we get that S becomes
S*(a,b) and Sj(B") becomes S*(a,b,B"). Then the asserted property of the Muir
extension operator ®,, ¢ follows from Theorem 2.1, i.e.

®,,,0(S™(a,b)) € S*(a,b,B"). (2.1)
The function g has the form from Assumption 1.4, where

a—1 2y -
A:Lb andB:7|a| 5 ¢

Moreover, we have that:

|A— B| ‘6—1—|a\2—|—b2+a’

41+ |B|) 4‘b—|—|\a|2—b2—a|‘

b2 — (Ja|* — 2Re a + 1)|
A(b + [lal* = b* — al)
_ P -(-a0-a)
A(b + [lal* = b* — al)
_ b —(1-a)(l-a)
Ab+ |la? = b* —al)’

since |al? —2Rea+1=(1—-a)(1—a) ERand b > |1 —a| = |1 —al.




Extension operators and Janowski starlikeness 315

Therefore, the assumption

b —(1-a)(1-7a)

b+ llal* = b* — al)

shows that the relation (2.1) holds, as asserted. O

QI <

If we assume that a € R in the hypothesis of the above result, then we deduce the
preservation property concerning the extension operator ®,, o and the class S*(a,b)
with real coefficients obtained in [14].

Let us now refer to the Muir extension operator ®,, o and state the following
property.

Theorem 2.6. Let a € C, b € R be such that |1 —a| <b<Rea. Let Q : C" 1 — C be
a homogeneous polynomial of degree 2, such that
b2 —(1—a)(1—a)
QI < ——
4(b+|1—al)
If f € AS*(a,b) then ®, o(f) € AS*(a,b,B™).

Proof. We consider the function g as in Remark 1.7 (ii). It is clear that S; = AS*(a,b)
and S;(B") = AS*(a,b,B"). Taking into account Theorem 2.1, we deduce that the
following relation is true:

@, (AS*(a,b)) € AS*(a,b,B"). (2.2)
The function g can be also written in the form given in Assumption (1.4), where
112 B2 =
A:%andB:lba.

Next, we evaluate the following quantity:

|A*B| a—\a|2+b2—1+d
41+ |B|) 41+ |1 —a|
_[p? —(Ja|* —2Re a +1)|
B 4(b+ 1|1 —1al)
_ = (1-a)1—a)
4(b+ |1 —1al)
V¥ —(1-a)(l-7a)
4b+ N1 —al)

using the fact that |a|? —2Rea+1=(1—a)(1—-a) €Rand b > |1 —a| = |1 —a.
Consequently, the condition
b —(1-a)(1—a)
lQll < )
4(b+11—al)
implies that the relation (2.2) holds, as asserted. O

For a,b € R where |1 — a] < b < a = Re a, the above property was obtained in [14].
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Question 2.7. Assume that n > 2. Let ¥,, : £S,, — L£S,,1+1 be the Pfaltzgraff-Suffridge
extension operator given by (see [18]):

\Ijn(f)(z) = (f(é)aznqu[Jf(g)}ﬁ) , &= (éaszrl) S BnJrl,

were [Jf(Z)] )

= 1. We wonder if it is possible that Janowski (almost) starlike-
5=

ness with complex coefficients to be preserved under the extension operator ¥,, from
the unit ball B” to the unit ball B»1. If it is true, under which conditions does this

property hold?

Conclusions. In this paper, we have considered g-parametric representation and g-
starlikeness on the Euclidean unit ball B”, when the function g : U — C is univalent
on U, g(0) = 1 and has positive real part on U (see [6]). Then we have referred to
the property of preservation of g-starlikeness under the extension operator @, 3,
when ¢ is convex on U and a € [0,1], € [0,1/2], a + 8 < 1 (see [6]). For the
same conditions imposed on g, we have stated that the Muir extension operator ®,, o
preserves g-starlikeness when ||Q|| < d(1,9g(U))/4 (see [6]).

Assume a € C, b € R such that |1 —a| < b < Re a. Using the connection between
the Janowski classes S*(a,b), AS*(,b) and g-starlikeness, for a particular choice of g
depending on the parameters a, b, we have proved that ®,, , g preserves these classes
for a € [0,1], B € [0,1/2], &+ 8 < 1. By making use of the same idea, we also prove
that ®@,, g conserves these classes when [|Q|| < M(a,b), where M (a,b) is a constant
depending on the parameters a and b. These results generalize the properties obtained
in [13, 14], for the Janowski classes with real parameters.
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Necessary and sufficient conditions for oscillation
of second-order differential equation with several
delays

Shyam Sundar Santra

Abstract. In this paper, necessary and sufficient conditions are establish of the
solutions to second-order delay differential equations of the form

(r(t) (x/(t))wy + Y at)fi(a(oun) =0 for t > to,

We consider two cases when f;(u)/u” is non-increasing for 8 < =, and non-
decreasing for § > v where 8 and v are the quotient of two positive odd integers.
Our main tool is Lebesgue’s Dominated Convergence theorem. Examples illus-
trating the applicability of the results are also given, and state an open problem.
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1. Introduction

In this article we consider the differential equation

m

(vt (xf(t))”)' £ D afi(ale®) =0, fort >, (1.1)

where « is the quotient of two positive odd integers, and the functions f;,p,q;,r, 0;
are continuous that satisfy the conditions stated below;

(A1) o; € C(]0,0),R), 0;(t) < t, lims 00 04(t) = 0.
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(A2) r € CY([0,0),R), ¢; € C([0,00),R); 0 < r(t), 0 < gi(t), for all t > 0 and
i=1,2,...,m; > ¢g(t) is not identically zero in any interval [b, 00).
(A3) fi € C(R,R) is non-decreasing and f;(z)x > 0for z #0,i=1,2,...,m.
(A4) fooo =7 (n) dn = oo; let R(t) = fot =7 (n) dn.
The main feature of this article is having conditions that are both necessary and
sufficient for the oscillation of all solutions to (1.1).
In 1978, Brands [9] has proved that for bounded delays, the solutions of

2(t) + q(t)a(t — o(t)) =0

are oscillatory if and only if the solutions of =" (t) + ¢(t)z(t) = 0 are oscillatory. In
[10, 12] Chatzarakis et al. have considered a more general second-order half-linear
differential equation of the form

(r(@))' () + a(t)2* (o (1)) = 0, (1.2)
and established new oscillation criteria for (1.2) when
lim II(¢) = oo and lim II(¢) < oco.
t—o0 t—o0

Wong [32] has obtained the necessary and sufficient conditions for oscillation of
solutions of

(x(t) + pe(t — )" +q(t)f(z(t —0)) =0, —1<p<O.

in which the neutral coefficient and delays are constants. However, we have seen in
[5, 13] that the authors Baculikova and Dzurina have studied

(rOE0)7) + a0 (0(0) =0, () = a(t) + pO2(r), 210, (13)

and established sufficient conditions for oscillation of solutions of (1.3) using com-
parison techniques when v = o = 1, 0 < p(t) < oo and limy_,o II(t) = co. In same
technique, Baculikova and Dzurina [6] have considered (1.3) and obtained sufficient
conditions for oscillation of the solutions of (1.3) by considering the assumptions
0 < p(t) < oo and lim; 00 I(t) = oo. In [31], Tripathy et al. have studied (1.3)
and established several sufficient conditions for oscillations of the solutions of (1.3)
by considering the assumptions lim; o, II(¢) = co and lim;—, o II(¢) < oo for differ-
ent ranges of the neutral coefficient p. In [8], Bohner et al. have obtained sufficient
conditions for oscillation of solutions of (1.3) when v = «, lim;_,o II(t) < oo and
0 < p(t) < 1. Grace et al. [16] have established sufficient conditions for the oscil-
lation of the solutions of (1.3) when v = « and by considering the assumptions
limg o0 II(2) < 00, limy oo II(t) = 00 and 0 < p(¢) < 1. In [19], Li et al. have es-
tablished sufficient conditions for the oscillation of the solutions of (1.3), under the
assumptions lim; . II(¢) < oo and p(t) > 0. Karpuz and Santra [18] have obtained
several sufficient conditions for the oscillatory and asymptotic behavior of the solu-

tions of
/

(r®)(2(t) + p(H)2(r(t))))
by considering the assumptions lim_, o II(¢)
ranges of p.

+q(t)f(2(a(t)) =0,
<

oo and lim;—, o II(t) = oo for different
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For further work on the oscillation of the solutions to this type of equations, we
refer the readers to [1, 2, 3, 4, 7, 11, 14, 16, 21, 22, 23, 20, 24, 25, 26, 27, 28, 35].
Note that the majority of publications consider only sufficient conditions, and and
merely a few consider necessary and sufficient conditions. Hence, the objective in
this work is to establish both necessary and sufficient conditions for the oscillatory
and asymptotic behavior of solutions of (1.1) without using the comparison and the
Riccati techniques.

Delay differential equations have several applications in the natural sciences and
engineering. For example, they often appear in the study of distributed networks
containing lossless transmission lines (see for e.g. [17]). In this paper, we restrict
our attention to the study (1.1), which includes the class of functional differential
equations of neutral type.

By a solution to equation (1.1), we mean a function z € C([T},00),R), where
T, > to, such that ra’ € C([T,, ), R), satisfying (1.1) on the interval [T}, c0). A
solution = of (1.1) is said to be proper if x is not identically zero eventually, i.e.,
sup{|z(t)| : t > T} > 0for all T > T,. We assume that (1.1) possesses such solutions.
A solution of (1.1) is called oscillatory if it has arbitrarily large zeros on [T}, 00);
otherwise, it is said to be non-oscillatory. (1.1) itself is said to be oscillatory if all of
its solutions are oscillatory.

Remark 1.1. When the domain is not specified explicitly, all functional inequalities
considered in this paper are assumed to hold eventually, i.e., they are satisfied for all
t large enough.

2. Main Results
Lemma 2.1. Assume (A1)—(A4), and that z is an eventually positive solution of (1.1).
Then there exist t1 >ty and § > 0 such that

0 < z(t) < IR(1), (2.1)

(7o) - re)[ [~ Y a0 fiGetoston a]

< x(t), (2.2)

fort >tq.

Proof. Let x be an eventually positive solution. Then by (A1) there exists a t* such
that z(t) > 0, z(7(t)) > 0 and x(0;(t)) > 0 for all t > t* and ¢ = 1,2,...,m. From
(1.1) it follows that

(rt@@)) =~ > () fi(aloi®) <o0. (2.3)

Therefore, 7(t)(z'(t))” is non-increasing for ¢ > ¢*. Next we show the r(t)(z'(t))" is
positive. By contradiction assume that r(t) (m’(t))’y < 0 at a certain time ¢t > t*. Using
that > ¢; is not identically zero on any interval [b, c0), and that f(z) > 0 for z > 0,

by (2.3), there exist ¢t > ¢t* such that
r(t)(2' ()" < r(t2)(2(t2))” <0 for all t > t.



322 Shyam Sundar Santra

Recall that ~ is the quotient of two positive odd integers. Then
to)\ 1/
2(t) < (TT((E))) ' (ts) fort>ts.

Integrating from ¢, to ¢, we have

2(t) < (ta) + (r(t2))" 72 (t2) (R() — R(ts)) . (2.4)
By (A4), the right-hand side approaches —oo; then lim;_, o (t) = —oo. This is a
contradiction to the fact that () > 0. Therefore r(t)(2'(t))” > 0 for all ¢ > ¢*. From
r(t) (x’(t))’y being non-increasing, we have

a'(t) < (Tr%) ) 1Mﬂf’(tl) for t > t;.

Integrating this inequality from ¢; to ¢, and using that x is continuous,

1
2(t) < 2(ty) + (r(t1) "2 (02) (R(£) = R(t)) -
Since lim;_, o R(t) = oo, there exists a positive constant ¢ such that (2.1) holds.
Since r(t) (:v’(t))7 is positive and non-increasing, lim; oo r(t) (:c'(t))ﬂ/ exists and is
non-negative. Integrating (1.1) from ¢ to a, we have

H@) @ @) = O @)+ [ S afi(eom) d =0
ti=

Computing the limit as a — oo,

06 0) = [ Y atielo:n) do (2.5)
Then

(1) > [ / Zqz i) dn]1/7~

Since x(t1) > 0, integrating the above 1nequa11ty yields

o> [ /Zqz filatoutcn) ac] " dn

Since the integrand is positive, we can 1ncrease the lower limit of integration from 7
to t, and then use the definition of R(t), to obtain

#(t) > (R(t) — R(t) / Zqz icnyac]”.

which yields (2.2). O

For the next theorem we assume that there exists a constant 3, the quotient of
two positive odd integers, with 8 < «, such that
Ji(u)
uB
For example f;(u) = |u|* sgn(u), with 0 < o < 3 satisfies this condition.

is non-increasing for 0 < u, i =1,2,...,m. (2.6)
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Theorem 2.2. Under assumptions (A1)-(A4) and (2.6), each solution of (1.1) is os-
cillatory if and only if

/O qu Vfi(6R(05(n))) dn = 0o V6 > 0. (2.7)

Proof. We prove sufficiency by contradiction. Initially we assume that a solution z is
eventually positive. So, Lemma 2.1 holds, and then there exists ¢; > tg such that

z(t) > (R(t) — R(t))w () >0 V>t

where

w(t) = / Y Qi rlone) de.

Since lim¢_,oo R(t) = oo, there exists t; > t;, such that R(t) — R(t1) > 1R(t) for
t > ty. Then
1
z(t) > iR(t)wl/”(t). (2.8)

Computing the derivative of w, we have

- Z%’(t)fi(x(o'i(t)))'

Thus w is non-negative and non-increasing. Since x > 0, by (A3), f;(xz(04(t))) > 0,
and by (A2), it follows that -1, q;(t)fi(x(0i(t))) cannot be identically zero in any
interval [b, c0); thus w’ cannot be identically zero, and w can not be constant on any
interval [b, 00). Therefore w(t) > 0 for ¢ > ¢;. Computing the derivative,

WY = (1 BB (' (1) .
(@1 0) = (1= 2 )u ') (2.9)

Integrating (2.9) from ¢, to t, and using that w > 0, we have

w2 (1= 2)[ - [Cwraut dn}

Y ta

- (1- g) [/ ~8/7( (Zqz o:(n))) ) dn]

Next we find a lower bound for the right-hand side of (2.10), independent of the
solution z. By (A3), (2.1), (2.6), and (2.8), we have

zP i
ia) = o) 50 > HERO) o
_ fi(0R() (R<t>w1/v<t>)ﬂ _ fil6R(®) 4/,
~ (6R(1))° 2 (2008
Since w is non-increasing, 5/v > 0, and o;(n) < 7, it follows that

fi(z(oi(n))) > Wwﬁm(ai(n)) > fl((sg(;)l()))wﬁ/”(n). (2.11)

(2.10)

(t) fort>ty.
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Going back to (2.10), we have

w' P (ty) > ( [/ qu )V fi(6R(os(n )))dn]. (2.12)

Since (1 — §/7) > 0, by (2.7) the right-hand side approaches co as t — co. This con-
tradicts (2.12) and completes the proof of sufficiency for eventually positive solutions.

For an eventually negative solution z, we introduce the variables y = —x and
9i(y) = —fi(y). Then y is an eventually positive solution of (1.1) with g; instead of f;.
Note that g; satisfies (A3) and (2.6) so can apply the above process for the solution y.

Next we show the necessity part by a contrapositive argument. When (2.7) does
not hold we find a eventually positive solution that does not converge to zero. If (2.7)
does not hold for some ¢ > 0, then for each € > 0 there exists ¢; > ¢y such that

[ Zqz ) FOR(:(0)) dC < ¢/2 (2.13)

for all n > t1. Note that ¢; depends on §. We define the set of continuous functions
M = {z € C([0,00)) : (¢/2)M7 (R() - R(tr)) < 2(t) < /7 (R() — R(t1)), £ > 1}
We define an operator ® on M by

0 ift<ty

5 [ e+ g s s s o)) an it

Note that when x is continuous, ®x is also continuous on [0, 00). If z is a fixed point
of @, i.e. dx = z, then z is a solution of (1.1).

(@) (1) =

First we estimate (®x)(t) from below. For € M, we have
0 < eV(R(t) — R(t1)) < x(t).
y (A3), we have 0 < f;(x(0:(n))) and by (A2) we have

(Dz)(t) > 0+ / [L[e/Q F0+ O]} Yy = (e/2)M7 (R(t) — R(t1)).

t tr(n)

Now we estimate (®x)(¢) from above. For x in M, by (A2) and (A3), we have

fila(0i(C))) < fi(0R(0:(C)))-
Then by (2.13),

(@2)(t) < /

<€1/FY( tl))

Therefore, ® maps M to M.

/ “ S w0 tRE0) ]| dn

i=1
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Next we find a fixed point for ® in M. Let us define a sequence of functions in
M by the recurrence relation

Uo(t) =0 fort > to,

0 ift <ty
uy(t) = (Pug)(t) = ,
Upt1(t) = (Puy)(t) form>1,t>1¢.
Note that for each fixed ¢, we have u;(t) > uo(t). Using that f is non-decreasing and
mathematical induction, we can show that w,y1(t) > u,(t). Therefore, the sequence
{un} converges pointwise to a function u. Using the Lebesgue Dominated Convergence
Theorem, we can show that w is a fixed point of ® in M. This shows under assumption

(2.13), there a non-oscillatory solution that does not converge to zero. This completes
the proof. O

In the next theorem, we assume the existence of a differentiable function og such that
0<oo(t) <oi(t), Ja>0:a<oi(t), fort>ty, i=1,2,...,m. (2.14)

Also we assume that there exists a constant 3, the quotient of two positive odd
integers, with v < /3, such that

fi(u)
uB

For example f;(u) = |u|*sgn(u), with 8 < « satisfies this condition.

Theorem 2.3. Under assumptions (Al)-(A4), (2.14), (2.15), and r(t) is non-
decreasing, every solution of (1.1) is oscillatory if and only if

[l [ a0ad] i = o .10
1 =1

Proof. We prove sufficiency by contradiction. Initially assume that x is an eventually
positive solution that does not converge to zero. Using the same argument as in
Lemma 2.1, there exists t; > to such that: z(o;(¢)) > 0, x(7(¢)) > 0, and r(¢) (ﬂ:’(t))ﬂY
is positive and non-increasing. Since 7(t) > 0 so x(t) is increasing for ¢ > t;. From
(A3), z(t) > x(t1) and (2.15), we have

ila(t) = LG 200y > LD .

v (A1) there exists a to > t; such that o
fi(wtoie)) = 10

Using this inequality, (2.5), that o;(t)
that z is increasing, we have

oy o i)
o) = S50 (7S i) an,

is non-decreasing for 0 < u, i =1,2,...,m. (2.15)

(t) >t for t > to. Then
(( 1)))335(01-(0) V>t (2.17)
> oy

(t) which is an increasing function, and
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for t > to. From r(t) (z’(t))v being non-increasing and o (¢) < ¢, we have

r(o0(t)) (2 (00(1)))" = () (2 (1))
We use this in the left-hand side of the above inequality. Then dividing by r(oo(t)) > 0,
raising both sides to the 1/ power, and dividing by 2%/7(ao(t)) > 0, we have

2 (0 ((1) S
2 i ) d , for t > to.
o) > a0 Zq ] o>
Multiplying the left-hand side by o{,(t)/a > 1, and integrating from ¢ to ¢,
1 (oolm)oh(n) i w
- dn > y Ndc] " dn.
a /m 2817 (a0(n)) = 2P (ty) / r(oo(n / Zq C} g
(2.18)

On the left-hand side, since v < [, integrating, we have

S S POV _ L sk,
a(l—B/v) [ ( 0(77))] s=to = a(B/y—1) (oo(t2)) -

On the right-hand side of (2.18), we use that mini<;<, fi(2(t1)) > 0 and that
r(oo(s)) < r(s), to conclude that (2.16) implies the right-hand side approaching oo, as
t — oo. This contradiction implies that the solution x cannot be eventually positive.

For eventually negative solutions, we use the same change of variables as in
Theorem 2.2, and proceed as above.

To prove the necessity part we assume that (2.16) does not hold, and obtain an
eventually positive solution that does not converge to zero. If (2.16) does not hold,
then for each € > 0 there exists t; > ty such that

/ /oo qu M dip < ¢/2(fi(e))'/7 Vet (2.19)

Let us consider the set of continuous functions
M={z e C(]0,0)) :¢/2 < x(t) <efort >t}
Then we define the operator

0 if ¢ < t,

t 1 [e s} m 1/ .
€/2+ ftl r(n) [fn Zi:l 2:(¢) fi(z(0:(C))) d¢ dn ift>t;.

Note that if = is continuous, ®x is also continuous at ¢t = t;. Also note that if ®x = z,
then z is solution of (1.1).

First we estimate (®z)(t) from below. Let x € M. By 0 < ¢/2 < x, we have
(®x)(t) > €/24+0+0, on [t1,00).

Now we estimate (®x)(t) from above. Let € M. Then x < € and by (2.19), w
have

(Pz)(t) < €/2+ (file) 1/7/ %/ Z(Iz /‘Yd’ﬂSG/Q-FG/Q:E.

(®x)(t) =
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Therefore ® maps M to M. To find a fixed point for ® in M, we define a sequence of
functions by the recurrence relation

up(t) =0 for ¢t > to,
up(t) = (Puo)(t) =1 fort > tq,
Unt1(t) = (Puy)(t) forn>1,t>14.

Note that for each fixed ¢, we have u;(t) > wug(t). Using that f is non-decreasing and
mathematical induction, we can prove that w,+1(¢t) > u,(t). Therefore {u, } converges
pointwise to a function w in M. Then u is a fixed point of ® and a positive solution
o (1.1). This completes the proof. O

Example 2.4. Consider the delay differential equations

(@ O)"°) + gyt =2)" +

ot (z(t—1))°3 =0. (2.20)

t42
Here
y=11/3, r(t) = e, o1(t) =t —2, o2(t) =t — 1,

t
3
R(t) = / e ds = (M 1),

0
fi(z) = 2" and fo(x) = /3.
For = 7/3, we have 0 < max{ay,a2} < 8 < 7, and
fi(z)/2P = 272 and fo(x) /2" = 23

which both are decreasing functions. To check (2.7) we have

s Zqz iR dn = [ Zqz ) £:(6R(ai(n))) di
> / L () F2 (6R(o1(1))) dny

R e B O T C e S S
7/0 77-1-1(55(6 1)) dn=o00 VY6 >0,

since the integral approaches +o0o as n — +00. So, all the conditions of Theorem 2.2
hold, and therefore, each solution of (2.20) is oscillatory or converges to zero.

Example 2.5. Consider the neutral differential equations

(@ @)7°) + = 2)7 + (¢ + 1) (alt — 1) =0, (2.21)
Here
y=1/3, r(t) =1, o1(t) =t =2, o2(t) =t —1,
fi(v) =03 and fo(v) = /3.

For = 5/3, we have min{a, a3} > 8 > v, and

fi(z)/a? = 2¥? and fo(x)/2® =
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which both are increasing functions. To check (2.16) we have
> 1/Oom 1 2l (& 1/7
o [ w©d] Tan= [ [ a ] an
/to {T(n)n;()} o -r(n)n;()]
<r 1 /°° 1/
> —— [ «aQ)d¢l dn
»/t() 'T<n) n 1( ) :|

z/:o :/nwwc]?’dn—oo.

So, all the conditions of of Theorem 2.3 hold. Thus, each solution of (2.21) is oscillatory
or converges to zero.

Open Problem

Based on this work and [5, 6, 8, 13, 16, 18, 20, 19, 26, 31] an open problem
that arises is to establish necessary and sufficient conditions for the oscillation of the
solutions of the second-order nonlinear neutral differential equation

m

(rOE®)) + Y a®fi(aloit) =0, for t > to,

where z(t) = z(t) + p(t)z(7(t)) for p € C(R,R).
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for Kolmogorov systems
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Abstract. In this paper, a numerical algorithm is used for solving control prob-
lems related to Kolmogorov systems. It is proved the convergence of the algorithm
and by this it is re-obtained, by a numerical approach, the controllability of the
investigated problems.
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1. Introduction

Many real processes must be controlled to drive their evolution completion ac-
cording to a desired plan. Mathematically, a control problem returns to determination
of one or several parameters of the equation or system of equations so that the solution
satisfies certain conditions, others than initial or boundary conditions.

The Kolmogorov system was introduced as a generalization of a model given by
the mathematician Volterra from population dynamics. It operates at the general per
capita rate of two species that interact with each other and has the following form:

x' = xf(o:,y)
Y =yg(x,y).

Here, the rates f and g are given in terms of parameters that cannot be changed, and
others that can be modified in order to control the evolution. Kolmogorov systems
arises in many areas, such as population dynamics, ecological balance and the spread
of epidemics (for such models see [1], [3], [8]).
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The Lotka-Volterra system, also known as prey-predator system, consists in a
pair of nonlinear differential equations dynamically describing the interaction between
two species. Populations change over time according to the system of equations

d
—f = ax — By
Y
AN
dt Y — Y,
. . dx dy
where x(t) represents the prey population, y(¢) predator population, T dt represents

the growth rates of the two populations, ¢ time variable and «, /3, §, v are real positive
parameters that describe the interaction of the two species.

In mathematical epidemiology, the SIR model (1.1) is well known. Here, S(t)
represented the number of susceptible population, I(¢) the number of population
infected and R(t) this number of recovered. Significant advances have been made by
Kermack and McKendrick, where they studied those circumstances (represented by
values of certain parameters) when behaviour of susceptible population falls below a
threshold value.

The equations governing the SIR model are as follows:

S'(t) = —aS(t)I(t)
I'(t) = aS(t)I(t) — bI(t) (1.1)
R/(t) = bI(t).
The purpose of this paper is to present a numerical algorithm for solving control
problems related to Kolmogorov systems. It is proved the convergence of the algo-

rithm and by this it is reobtained, by a numerical approach, the controllability of the
problems.

2. Main results

In what follows, we study the dynamics of the growth rates (not the per capita
one) in order for certain conditions to be fulfilled. Consider the problem

a'(t) = x(t) f(x(t),y(t)) — A
y'(t) = y()g(x(t), y(t)) (2.1)
z(0) = zo, y(0) = yo,

where X is constant.

Here, the controllability condition is ¢(x,y) = 0, where ¢ : C([0,T],R?) — R

represents a continuous function (for example, p(z,y) = ax(T) + By(T) — v with
a,B,7 €R).
The initial value problem (2.1) has a unique solution (S1()\), S2(\)), for any fixed
A, which is continuous with respect to A.
Assume the following conditions hold:
(i) ¢(z,y) <0 for A =0;
(i) ¢(z,y) >0 for A =1.
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The following iterative algorithm is aimed to bring us as close as possible to a
value of A that corresponds to a solution of the control problem.

The algorithm:
Step 1. Initialize A\, := 0, A\g := 1

Ak71 + kal

Step 2. At any iteration k > 1, define Ay := 3

A := Ag. Obtain the numerical solution
(r, yr) = (S1(Ax), S2(Ax))-

If p(zk,yx) < 0, then put A, = A\, Ay = A\p_1, otherwise, take A\, = A\, _1, A\x = A, we
make k = k + 1 and we repeat Step 2.

and solve system (2.1) for

Step 3. The algorithm stops if
lo(zk, yi)| < 9,
where 0 < § < 1 is the admitted error.
To demonstrate convergence we need the following two lemmas of continuous
dependence on parameter.

Lemma 2.1. Assume that f,g:R? — R are Lipschitz continuous on R? and |f| < Cy,
lg| < Cy. Then for any X € R, the Cauchy problem (2.1) has a unique solution that
depends continuously on the parameter \.

Proof. Problem (2.1) is equivalent to the Volterra integral system
w(t) = wo + [y w(s)f(w(s), y(s))ds — Mt
t
y(t) = o + Jy y(s)g(x(s), y(s))ds,
which is a fixed point equation in (z,y), on the space C([0, T]; R?).
For the proof we first show the boundedness of solutions.
1. Boundedness of solutions
We have to prove that there exist two constants Ci,Cy > 0 such that
151 (M) (1)] < Cr and [S2(A)(1)] < Co,
for every A €[0,1] and t € [0, T]. Since |f| < Cy, |g| < Cy, the first equation in (2.2)
yields

|(8)] < Jol +/O |(s)[1f (2(s),y(s))|ds + T

¢
< |zo| +T—|—Cf/ |z(s)|ds.
0
From Gronwall‘s inequality(see [2]), we obtain
l2(t)| < (Jzo| + )T = C1,  t€0,T).

Under a similar reasoning we find Cy := (|yo| + T)e“T such that |y(t)| < Oy for
tel0,1].
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II. Existence and uniqueness

Let ;j,4,j = 1,2 be the Lipschitz constants for f(z,y) and g(x,y) with respect z
and y.

Denote

Al y)(®) m+Ax@ﬂﬂ$MW%—M7

Blo,y)(t) = %+Ay@ﬂﬂ%MW®.

We prove that the operator N := (A, B) is a contraction on C ([O, T] ;]RQ) with respect

to the Bielecki norm ||(z,y)ll, := ||z|l, + |lylly, where
- —0 L -0
lolly o= pmass (12 @]e™), il = max (i (O]e™).
We have

Next
[ Az, y)(t) — Az, 9)(t)]
t
< Cl/ (ani|z(s) = 2(s)|e™"e” + arzly(s) — y(s)le™"*e")ds
0
t
—|—Cf/ |z(s) — Z(s)|e e’ ds
0
t t
< (Cran +Cp) ||z - f||9/ ¢9ds + Crans ly — yng/ 95 ds
0 0
Cia; +C _ Ciare _
< e =g + =5 ly — gl
0 0
Now, multipling the above relation with e~? and taking the supremum over ¢, we
obtain
_ Crag; +C _ Crais _
1A(z,9) =A@, g)llo < ==L e =Ty + =52y ~7lly-  (23)
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Similarly

Coan Craz + Cy

1B(z,y) — B(z,9)llo < lle = zlo + ——7—1ly — 7lle- (2.4)
Further, adding relations (2.3) and (2.4), we deduce

I(A(z, y), B(z,y)) — (A (@,7), B@9)lly < Cillz — zllo + C2lly — 5o,

where
— Ciaq1 + Cf Caagy
Ci{ =
1 9 + 9 )
—  Ciara  Caany +C
Cy= 9.
2 0 0
Therefore,

IN(z,y) = N(Z, 9)llo < L(llz — llo + [ly — gllo) = Ll|(z,y) — (Z,9)llo,

where L := max{Cy,Cs}.

If we now take a sufficiently large number 6, then L < 1, and thus the operator
N = (A, B) is a contraction on the space C([0,T];R?) endowed with the Bielecki
norm || - ||s. Therefore, Banach contraction principle applies and gives the result.

II1. Continuous dependence of parameter A\
Using (2.2), where, first © = S1(A) and y = S2()), and next x = S1(p) and y = Sa(p),
we have

1S1(A)(E) = S1(p) (2)]
(W) ($)F(S1(A)(5), S2(A)(5)) = S1(p) () f(S1(p)(s), S2(p)(s))lds

+A = u|T
¢

IA
o

< o [S1(A)(8) F(S1(A)(8), S2(M)(5)) — S1(A)(8)f(S1(1)(5), S2(p)(s))|ds
+ [S1(A)(8) F(S1()(5), S2(p)(5)) — S1(p) () f(S1(p)(s), S2(p)(s))|ds
+A = u|T

< /0 IS1(A) ()£ (S1(A)(s), S2(A) () — f(S1(k)(s), S2(p)(s))|ds

+/O £ (S1(p)(s), S2 (1) (s))]|S1(A)(s) = S1(p)(s)lds + [A = pIT.
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Furthermore, using the Lipschitz property of f, g, and their boundedness, we obtain
1S1(A)(E) = S1(p) (1)
t
G / (a11|S1(A)(s) = S1(p)(s)] + an2[S2(A)(s) — Sa(p)(s)])ds
0

IN

ey / 1S (\)(s) — S1(u)(s)[ds + [ — T

IA

C1 /0 (11|S1(N)(s) = S1(u)(s)|e™"e” + ara] Sa(A)(s) — Sa(p)(s)]e™"*e”)ds

+Cf/0 [S1(N) () = Sa(p)(s)le™"*eds + |\ — u|T

IA

CulIS10) = S1()llo e + Crl[S2(0) = Sa(p)lla =5

C
+5 1810 = S1 ) lloe” + A — wIT.
Thus
S1 (1) = S1() ()]
_ Cion+Cy
- 0
+ A= plT.

Chia
[1S1(A) = S1(p)]loe” + %HSQ()\) — So()|loe”

Multiply by e=%, go to the maximum and introduce the Bielecki norm, to obtain

Cia1 +C
ST 1800 — Sh(w)lo

[[S1(N) = Sy (u)lo < ;
+ = [152(%) = Sz(u)lle + [A — plT.

Ciaia

Similarly
Coag

[[S2(A) — S2(1)l[e < 2 [[S1(A) = S1(1)lle

C +C,
+ T |55(0) = Sa(10)lo

Summing up, gives

11S1(A) = S1(1)llo + 11S2(A) — ()]s
C +Cr+C
< AT T 16, (0) — i (u) [

- 0
C + C. +C,
4 AR TR T 0116, (0) — Sa()llo + A — ulT,

0

whence

1(S1(A), S2(A)) = (S1(), Sa(u))lle < Ma||(S1(N), S2(A)) = (S1(), S2(1))lla
+ A = w7,
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where

{C1a11 +Cf 4+ Coanr Cragg + Coana + Cy }
My = max 5 , 0 .

Notice that My — 0, as 8 — +00, so if 4 is large enough, one has My < 1. Then
(1= Mp)[|(S1(A), S2(N) = (S1(k), S2(w))llo < |A = plT,
where since 1 — My > 0 we get that
1
[1651(2), 52(X) = (Sa(w), Sz(w)lle < 77
0

So, if u — A, then (S1(p), S2(1)) = (S1(A), S2(A)), which means that the solution
depends continuously on the parameter . O

A= plT.

Alternatively, we have

Lemma 2.2. Let f,g : R? — R be such that the functions xf(z,y) and yg(z,y) are
Lipschitz continuous on the entire R%. Then for any A € R, the Cauchy problem (2.2)
has a unique solution that depends continuously on the parameter \.

Proof. 1. Existence and uniqueness. Let o;;,7,j = 1,2 be the Lipschitz constants of
the functions z f(z,y) and yg(z,y). Hence

lzf(z,y) —2f(Z,9)] < anle—2|+anly-1yl,

lg(x,y) —99(z,9)| < axle -2+ aznly -y
Using the notations from the proof of Lemma 2.1, we have that the operator N =

(A, B) is a contraction on the space C ([O, T] ;Rz) with respect to a suitable Bielecki
norm. Indeed, one has

Az, y)(t) — Az, 9)(1)]

< | () f(2(s),y(s)) — 2(s) f(2(5), y(s))|ds

0

< /O (aurfz(s) = z(s)| + araly(s) — 4(s)[)ds

S/Vmﬂﬂﬁ—ﬂﬁk*%%+amm5—g@w*%%ms
0

a11 _ @12 _
< —=lz — Z||oe” + —=Ily — glloe”".
0 0
0

¢ and taking the maximum, we obtain

an
0

Qs
0

Multiplying by e~
|A(z, y) — Az, 9)lle <

1B(z,y) = B(z,9)llp <

Summing up gives

_ 12 _
|z — Z[lo + 7”3/ —9llo,

_ 22 _
|z — Z[lo + 7”3/ —9llo-

[[A(x,y) — A(Z,9)llo + | B(x,y) — B(Z,9)]lo
< a1 + Qo1 Q12 + Q2

< ST g g+ 22y - g
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So
IN(z,y) = N(@,9)[lo < L(|lz — 2|0 + ||y — llo).

where

(]
11 + a21 Q12 + Qog
7 .
It turns out that

IN(z,y) = N(Z, 9)llo < Lll(z,y) = (Z,9)llo-
Here again if 6 is chosen large enough, then L < 1, and so N = (A, B) is a contraction
on C([0,T);R?) endowed with the Bielecki norm ||.||,. It follows that the Cauchy
problem has a unique solution.
I1. Continuous dependence of parameter . Using (2.2) where x = S;()\) and
y = S2()), we have

[S1(A) () = S1(p) (D))

< / 1S1(A)(5) £ (S1(N)(5), Sa(A)(5)) — S (1) () (S1 (1) (5), Sa(s2)(5))|ds
+A—p|T
< / (@l (0)(5) — S1 () ()] + aual S (A)(5) — Sali) () s + A — T
< / (011N (5) — Su(1)(5)]e=" e + aral Sa(A)(5) — Sa(1)(s)]e="e?)ds
A — plT.
Then
S1 ) = S1(w)(B)] < HIS1N) = S () lloe” + 2 152(3) = Sa (1) loe”
+|)\ p|T.
It follows that
1513 = S1()llo < ZHIS10) = Sa(wllo + 52 11S2(3) = Sa ()l
+|>\ w|T.

Similarly
! o)
[152(A) — Sz )H9<ﬁ\|51( A) = Si(p )||e+£\|52( A) = Sa(m)lle-
Summing up gives
151(X) = Su(p)lle + [[52(A) = Sa(w)]lo
a1 + Qo1 12 + 22

< 7”51( ) = S1()]le +
+ A - y|T.

[152(A) = S2(w)llo

Thus

[1(S1(A), S2(A) — (S1(k), S2(p))lle
< mal|(S1(N), S2(N)) — (S1(), S2(1))lle + A — T,
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where

a1+ Qo1 Q2+ Qo2 }

me := max{ 7 , 7

Then we have

(1 =mp)[|(S1(A), 52(X)) = (S1(w), S2(m))lle < [A — p|T

Here again, if 8 — +o00, then mg — 0 and thus one can choose 6 > 0 sufficiently large
that mg < 1. Then

[1(51(A), S2(A)) = (S1(n), S2(k))lle < 7

So, if p — A, then (S1(p),S2(p)) — (S1(A),S2(N)), which proves the continuous
dependence of the solution of A. O

|A =T
e,

Using Lemmas 2.1 and 2.2 we obtain two convergence results regarding the above
algorithm.

Theorem 2.3. Assume that f,g : R? — R are Lipschitz continuous on R? and |f] <
Cy, gl < Cy. Then the algorithm is convergent to a solution of the control problem.

Proof. For k > 1 we have the solution (xg, yx) corresponding to A = \g. In addition,
the algorithm gives an increasing sequence (\;) and a decreasing sequence (\g) with
the following properties

@(S1(Ak), S2( M) <0, @(S1(Ak), S2(Xx)) > 0, (2.5)
and B )
Ak — A = ok (2.6)

The two sequences being monotone and bounded are convergent. Moreover, from (2.6)
they have the same limit A*. Using the continuity of ¢ and of Sy, Sy with respect to
A, and (2.5) we deduce that

p(S1(A7), 52(X7)) = 0. (2.7)
Finally, denote z* := S1(A\*) and y* := S3(A\*). The (2.7) shows that (z*,y*, A*) is a
solution the control problem. O

Similarly, using Lemma 2.2, one can prove the follwoing result.

Theorem 2.4. Let f,g: R? — R be such that the functions xf(z,y) and yg(x,y) are
Lipschitz continuous on the entire R%. Then the algorithm is convergent to a solution
of the control problem.
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Strongly quasilinear parabolic systems

Farah Balaadich and Elhoussine Azroul

Abstract. Using the theory of Young measures, we prove the existence of solutions
to a strongly quasilinear parabolic system

ou
— + A(u) =
O Aw) = .
where A(u) = —divo(z,t,u,Du) + oo(z,t,u,Du), o(z,t,u,Du) and

oo(x,t,u, Du) are satisfy some conditions and f € ) (0, T Wﬁl’p/(Q;Rm)).
Mathematics Subject Classification (2010): 35K55, 35D30, 46E30.
Keywords: Quasilinear parabolic systems, weak solutions, Young measures.

1. Introduction

Let n > 2 be an integer and {2 be a bounded open subset of R™. Let @ be
Q x (0,T) where T > 0 is given. In this work we are concerned with the problem of
existence of a weak solution for a class of quasilinear parabolic systems of the form

@—I—A(u) =f inQx(0,7),

5 (1.
u(z,t) =0 on o x (0,T), (1.
u(z,0) =up(x) in (1.

—_

)

2)
3)
where f € LP' (0, T; W=7 (Q; R™)), ug(x) is a given function in L2(Q; R™) and A(u) :
LP(0,T; Wy P (S R™)) — LP (0, T; W~ (Q;R™)) is a Leray-Lions operator of the
form A(u) = —divo(z,t,u, Du) + ooz, t,u, Du).

The solvability of (1.1)-(1.3) has been discussed in various papers for m = 1 and

m > 1. Brezis and Browder [11] proved the existence and uniqueness of a solution
of (1.1)-(1.3) when oy is independent of Vu. Landes and Mustonen [24, 25] provided
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structure conditions on a strongly nonlinear operator A(u), under which (1.1) has
weak solutions.

S. Demoulini [13] studied the nonlinear parabolic evolution of forward-backward
type us = V.q(Vu) on Qo = Q x RT. The author used the concept of Young mea-
sures as solutions to this kind of problems. Hungerbiihler [22] considered the problem
(1.1) with o9 = 0 and proved the existence of a weak solution under classical regu-
larity, growth, and coercivity conditions for o, but with only very mild monotonicity
assumptions for some p € (2n/(n + 2),00). See [6, 7, 15, 17] for the utilization of
Young’s measure theory in elliptic case with dual or measure-valued right hand side,
and [4, 16] for some kind of p-Laplacian systems.

Misawa [27] studied partial regularity results for evolutional p-Laplacian systems

o' — 3" Da(1Duly 26" (5, u) Dy ) = iz, Du), i =1,
a,f=1

with natural growth on the gradient. Dreyfuss and Hungerbiihler [18] investigated a
class of Navier-Stokes systems

Opu — divo(z,t,u, Du) + u.Vu = f — grad P

and obtained an existence result for a weak solution by the same theory as in [22].
Furthermore, the authors discussed the general case of the external force f.

In the setting of weighted Sobolev spaces, Aharouch et al. [2] studied the exis-
tence of weak solutions for (1.1) via pseudo-monotonicity, when m = 1. Di Nardo et
al. [14] proved the existence of a renormalized solution for

ug — diva(z, t,u, Vu) + div K (z, t,u) + H(z,t,Vu) = f —divyg,

where the data belongs to L*(Q) + L?' (0, 7; W~1#'(Q)). For more results, the reader
can see [10, 9, 12, 19].

In [5], we have investigated the problem (1.1)-(1.3) and prove the existence of
weak solutions for every f € L¥' (0,T; W~ (Q; R™)), by using the theory of Young
measures and weak monotonicity assumptions. Furthermore, we have considered the
following coercivity condition

O'(I,t, Saé) : §+ 0'0(17,t,S,§).5 > ﬂ|£‘p - dQ(I7t)a

with 3 > 0 and do € L'(Q). The purpose of this paper, is to prove the existence of
weak solutions for (1.1) by considering the coercivity condition only over o, and the
nonlinear term og(z, t,u, Du) satisfy

loo(@.t, 5, ) < b(|s]) (da(=, 1) + €[F),

oo(z,t,s,£).s >0,

with dy € L'(Q) and b: Rt — RT is a continuous and increasing function. It should
be noted here, in the above first condition, that there is no growth restriction on the
perturbation og as a function of the unknown. This makes the resolution of (1.1) more
complicate.
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This paper is organized as follows: in Section 2 we recall the definition of Young
measure and some its properties. Section 3 contains basic assumptions and the main
result, while Section 4 is devoted to the proof of the main result.

2. Necessary facts about Young measures

In [20] it is claimed that weak convergence is a basic tool of nonlinear analysis,
because it has the same compactness properties as the convergence in finite dimen-
sional spaces. Moreover, this convergence sometimes does not behave as one desire
with respect to nonlinear functionals and operators. In this situation one can use the
technics of Young measures.

Consider

CoR™) ={p e CR™): lim ¢(\) =0}
[A|—o0
Its dual is the well known signed Radon measures M(R™) with finite mass. The

duality of (M(R™), Co(R™)) is given by the following integrand
(v, ) = / e(N)dv(N), where v : Q — M(R™).

Lemma 2.1 ([20]). Let (z)r be a bounded sequence in L>°(2;R™). Then there exist
a subsequence (still denoted (zx)) and a Borel probability measure v, on R™ for a.e.
x € Q, such that for almost each p € C(R™) we have

p(zx) =" () = (va, )  weakly in L™ (;R™)
for a.e. x € QL.

Definition 2.2. The family v = {v,},cq is called Young measures associated with
(generated by) the subsequence (2 ).

In [8], it is shown that if for all R > 0
limsup|{x € QN Bgr(0) : |zx(x)| > L}} =0,

L—oo

then for any measurable Q' C Q, we have

pla) = (o)) = [l () i (@)

for every Carathéodory function ¢ : Q@ x R™ — R such that (¢(z, zk(x)))x is equiin-
tegrable.
The following lemmas are useful for us.

Lemma 2.3 ([21]). (i) If |Q| < oo and v, is the Young measure generated by the
(whole) sequence (zy), then there holds

2k — 2 in measure < Vy = 0, for a.e.x € Q.

1) If the sequence (vi) generates the Young measure 0,5, then (zp,vx) generates
€))
the Young measure vy @ Oy (y)-
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It should be noted that the above properties remain true when z; = Dwy, with
wy : © — R™ and Q can be repalced by the cylinder ). We denote by M *™ the set
of m x n matrices equipped with the inner product £ : n = Z” &ijMij-

Lemma 2.4 ([23]). Let ¢ : @ X R™ xM™*™ — R be a Carathéodory function and (wy)
be a sequence of measurable functions, where wy : Q — R™, such that wy, — w in
measure and such that Dwy generates the Young measure v(, ). Then

liminf/ gp(x,t,wk,Dwk)d:EdtZ// o(x,t,w, \)dv(z 4 (A)dxdt
Q Q Jumn

k—o00
provided that the negative part ¢~ (x,t, wg, Dwy) is equiintegrable.

We conclude this section by recalling the following lemma which describes limits
points of gradients sequences by means of the Young measures.

Lemma 2.5 ([5]). The Young measure v(yy generated by Dwy in LP(0,T; LP(S2))
satisfy the following properties:

(i) V(e is a probability measure, i.e., |[V(g o) || pum=ny = 1 for a.e. (z,t) € Q.
(ii) The weak L*-limit of Dwy, is given by (v, id).
(ili) For a.e. (z,t) € Q, (V(z,1),1d) = Dw(z,1).

3. Basic assumptions and the main result

Let @ = Q% (0,T), where  is a bounded open subset of R™ and T' > 0. Consider
the problem (1.1)-(1.3) with f € L? (0,7; W=7 (Q; R™)), p’ = p/(p — 1). To study
this problem we assume the following hypothesis.

(HO) 0 : @ xR™ xM™*™ — M™*" and ¢ : Q@ x R™ x M™*™ — R™ are Carathéodory
functions (i.e., continuous with respect to (¢, s,&) € (0,T) x R™ x M™*™ for a.e. z €
and measurable with respect to x for all (¢,s,&) € (0,7) x R™ x M™*™). Moreover,
the mapping & — oo(z,t, s,£) is linear.
(H1) There exist o > 0, d; € L' (Q) and dy € L'(Q) such that

|o(z,t,5,6)| < dia,t)+ [s]P~L +[€[P,

o(z,t,s,§) : & = algl”,
|oo(@,t,5,6)] < b(|s])(d2(x, 1) + [€]7),
oo(x,t,8,&).s >0,

where b : RT — RT is a continuous and increasing function.
(H2) o satisfies one of the following (monotonicity) conditions:

(i) for all (x,t) € Q and all u € R™, the map & — o(x,t,u,§) is a C*-function and
is monotone, i.e.,
(a(x,t,u,ﬁ) — U(z,t,u,n)) (E—n) >0 V&npeM™ .
(ii) there exists a function b : Q x R™ x M™*™ — R such that
oz, t,u,&) = (5‘b/5‘§) (z,t,u,€) := Deb(z,t,u,§),
and & — b(z,t,u,€) is convex and a C-function for all (x,t) € Q and all u € R™.
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(iii) o is strictly monotone, i.e., o is monotone and

(J(x,t,u,f) - U(x,t,u,n)) :(E—=n)=0 implies £ =r.

(iv) o is strictly p-quasimonotone, i.e.,
/ / (o(z,t,u, A) — oz, t,u, X)) + (A = N)dvg(z, t)(N)dedt > 0,
Q Mm X n

where \ = (V(@,)»id), v = {V(z.4) } (z.t)cq is any family of Young measures gen-

erated by a sequence in LP(Q) which are not a single Dirac mass.

In what follows, (.,.) denotes the duality pairing between L?(0,T; VVO1 PQ; R™))
and LP (0, T; W12 (Q; R™)), Q, = Q x (0,7) for 7 € (0, 7).

Definition 3.1. A function u € LP(0,T; W, (€ R™)) N L>=(0,T; L2(;R™)) is a
weak solution of problem (1.1)-(1.3) if og(x,t,u, Du) € L*(Q;R™), oo(z,t,u, Du)u €
LY(Q;R™) and

—/ uaidxdt+/ u<pdx|T—|-/ o(z,t,u, Du) : Dodzdt
o Ot Q 0 Q

+ / o0(z, t,u, Du)pdzdt = (f, )
Q

holds for all ¢ € LP(0,T; Wy P (Q; R™)) N L>®(Q; R™).
Our main result is the following
Theorem 3.2. Let f € LP (0,T; W12 ((;R™)) and ug € L*(Q;R™). Assume that

(HO)-(H2) are fulfilled. Then there exists a weak solution u € LP(0,T; Wy P(Q; R™))N
C(0,T; L?(;R™)) of the problem (1.1)-(1.3) in the sense of Definition 3.1.

4. Proof of the main result

We divide the proof into several steps.
Step 1 Galerkin solutions. We choose a sequence of functions

{wiiz1 € Cg° (5 R™)
orthonormal with respect to L?(Q;R™) such that U;>1V;, where

V; = span{wi, ...,w;}
is dense in H(;R™) with s large enough such as s > n/2 41, so that H§(; R™) is
continuously embedded in C*(€) (see [1]). We define W; = C*(0,T;V;). Therefore,

1 M

we have C3°(Q;R™) C szleC (@E™) Note that there exists uk C Uj>1V; such
that uf — ug in L2(Q;R™).
Definition 4.1. A function uy € Wy is called Galerkin solution of (1.1)-(1.3) if and
only if

0
ﬂvdac—l—/ a(m,t,uk,Duk):Dvdx—i—/
Q

ao(aj,t,uk,Duk).vdm:/f(t)vdm
o Ot Q Q

(4.1)
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for all v € Vj, and all t € [0, T with ug(x,0) = uf(z).

Setting
k

wrle,1) = 3 di(twi (@),

i=1
we then try to look for the coefficients d; € C1([0,T]). To do this, we define a vector
valued function yy, : [0, 7] x R*¥ — R for d = (di, ..., dx) by

(yk(t,d))i z/sza(x,t,zk:dj(t Zd )Dw;(z ) : Dw;(z)dx
k

+ /Q 0 (:r,t, 3 dj(tyw; (), zk:dj(t)ij(x)).wi(x)dx,
j=1 j=1

for ¢ = 1,..,k. Note that yi(¢,d) is continuous because o and oy are both
Carathéodory functions. Therefore, we obtain the following system of ordinary differ-
ential equations

d +yi(t,d) =F,
d(O) = Vg,

where

))Z = / fWw;dz and (vg); = / ulgwidL fori=1,..k.
Q Q

Multiplying the first equation by d(t) and using (H1) (coercivity of o and sign condi-
tion of o) one gets yi(t,d)d > 0. By virtue of the Young inequality, it yields

1d

Lol < Fwllao] < (PO + o).
Then, Gronwall’s lemma, allows to deduce that
|d(t)| <Cc(D).

Thus, we get, |d(t)—d(0)| < 2C(T). Now, let us define Ay, = max;e(o.7) |F —yr(t, d(t))|
2C(T)
A

and ¢ = min {7, }. By the Cauchy-Peano theorem (cf. [3]) we obtain a local
solution in [0, g]. Starting with the initial value g, we obtain a local solution in [g, 2q]
and so on we get a local solution dj, in C'*([0, T]). Therefore, by construction, we know
that the function ug(z,t) = Zle di; (t)w;(z), which belongs to Wy, is a Galerkin

solution for (1.1)-(1.3) satisfying

0
/ % vdx dt+/ o(x,t,ug, Duy) : Dvdzdt
QT T (4.2)
+/ ooz, t, ug, Dug). vdxdt = fodxdt,
. Q-

for all v € Wy, and all 7 € (0, T] with ug(x,0) = uf(z).
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Step 2 A priori estimates. In the sequel, C will denotes a positive constant which may
change values from line to line and which depends on the parameters of our problem.
Let ug, be a Galerkin solution of (1.1)-(1.3). Choosing uy, as test function in (4.2), we
get
3uk
Wukdxdt—i—/ o(x,t, ug, Duy) : Dugdzdt
@r T (4.3)

+ / ooz, t, ug, Dug). urdrdt = Sfupdxdt,

. Q-

for every T € (0, T]. By virtue of (H1) (coercivity condition) and Hélder’s inequality,
we can write

1
Sluk(r) 32y + /Q | Dug[Pdadt

(4.4)
1 2
< ”f”LP'(O,T;W*l‘P'(Q))||uk||Lp(07T;W01'P(Q)) + §HUO||L2(Q)’
which implies that
1
al| Dully < 1l o o 0wy 1kl Lo o, mwm 2y + §||U0||2L2(Q)-
Therefore
HukHLP((LT;WOl’T’(Q)) <C. (4.5)

By virtue of (4.4), the sequence (ug) is bounded in LP(0,T;WyP(Q;R™)) N
L>(0,T; L2(£;R™)). Since

/ |J(x,t7uk,Duk)|p/dxdt < / (dl(x,t)p/ + |ug|P + [Dug[P)dzdt < C,

T T

then
||0(x,t,uk,Duk C.

Going back to (4.3), we obtain

)HLP/(Q;M”X") s

0< / oo(x,t,ur, Dug).updzdt < C. (4.6)

T

Let N > 0 be fixed. By the condition (H1) and above inequality we can write

/ |00(a:,t, uk,Duk)|dxdt

T

:/ |ao(a:,t,uk,Duk)‘dxdt+/ |Uo(m,t,uk,Duk)‘dxdt
QrN{|uk|<N} QrN{|uk|>N}

1
§/ |Jo($,t7uk,Duk)‘dmdt+—/ ooz, t,ug, Dug). updzdt
Q-N{jur|<N} N Jq,
C
§/ b(|ukl) (ds(z, t) + |Dug|?)dzdt + —
Q-N{lux| <N} N

c
<) (2l 2@y + DUl ) + = < C. (4.7)
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Hence, the sequence og(z,t,ux, Du) is uniformly bounded in L'(Q;R™). There-
fore, for a subsequence still indexed by k and for a measurable functions
w € LP(0, T;WhP(QR™)) N L0, T; LA R™)), & € L (Q;M™*") and %, €
LY(Q;R™)

up —u  weakly in LP (0, T; WHP(Q; R™)),

up —* u  weakly in L>°(0, T; L*(Q; R™)),
o(x,t,up, Duy) = X weakly in L (Q; M™*™), (4.8)

oo(z,t, up, Duy) — Bg  weakly in L'(Q; R™),

)-

ur — u  strongly in L'(Q; R™
The last property in (4.8) comes from the fact that,

Guk

rr = f+divo(x,t, ug, Duy) — oo(x, t, up, Duy)

is bounded in LP (0, T; W12 (Q; R™)) + L1 (Q; R™).

Lemma 4.2. The sequence (uy) constructed above satisfy ux(.,T) — wu(.,T) in
L2(Q;R™) and u(.,0) = ug(.).

Proof. Since (uy) is bounded in L>(0,T; L?(£;R™)), up to a subsequence, we have
up(,T) = z in L*(Q;R™) as k — oo.

Let us denote u(.,T") as u(T") and u(.,0) as u(0) (for simplicity).
Let v € V; N L>®(Q;R™), j < k and ¢ € C°°([0,T]), then we have (take 7 =T)

/ Ok sl dt+/ o(x,t,up, Duy,) : Duipdzdt
Q Ot Q
—|—/ oo(x,t, ug, Dug).vipdadt = / fudzdt.
Q Q
The integration of the first term allows to write
/ ug(T)Y(T)vdx — / ug(0)(0)vdx +/ o(x,t, ug, Dug) : Dvipdadt
Q Q Q
+/ ooz, t, u, Duy).vpdzdt = / fodxdt —|—/ upvy ddt.
Q Q Q
By virtue to (4.8), we obtain in passing to the limit as k — oo

/dez(T)vdx/Quow(())vda:qL/QE:DvwdxdtJr/QEo.m/)dxdt

:/ fm/)dxdt—l—/ uvy)’ dadt.
Q Q
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Let ¢(T) = ¢(0) = 0, then

/E:Dm/)dxdi—k/ Eo.m/)d:ﬁdtz/ fmﬁda:dt—k/ uvpdzdt
Q Q Q Q

= / fopdxdt — / ' vipdxdt.
Q Q
Going back to (4.9), one has

/sz(T)vdx/Quow(O)vd:c/Qu/vwd:ndtJr/Qum//dxdt
_ /Q w(T)(T)vds — / w(0)(0)vdz.

Q

Now, tending j to oo, if we take ¥(T') = 0 and ¥(0) = 1, then we obtain u(0) = uy,
if we take ¥(T) = 1 and ¥(0) = 0, then u(T) = z. Therefore ug(.,T) — u(.,T) in
L2(;R™). O

Step 3 div-curl inequality. As stated in the introduction we will use the tool of
Young measures to pass to the limit. To this purpose, since (u) is bounded in
Lr(0,T; VV&”’(Q;]R"”))7 there exists a Young measure v, ;) generated by Duy in
LP(0,T; LP(R2)), by Lemma 2.1. Moreover, v(, ;) satisfy the properties of Lemma 2.5.

The crucial point in the proof of this Section is the following lemma, namely div-
curl inequality, which allows the passage to the limit in the approximating equations.

Lemma 4.3. Assume that (H0)-(H2) hold. Then the Young measure v(y ) generated
by Duy, satisfies
/ / (a(m,t, U, A) — U(x,t,u,Du)) : (A = Du)dv(y 4y (N)dzdt < 0.
MmXn

Proof. Let us consider the sequence
I = (U(I,t,uk,Duk) — J(x,t,u,Du)) : (Duy, — Du),

and let us prove that its negative part I, is equiintegrable on (). To do this, we write
I” in the form

I, = o(x, t,up, Dug) : (Dup — Du) — o(x,t,u, Du) : (Dug, — Du)
=: I 1 + Ig2.

Since d; € L¥' (Q), it follows by (H1) that

/ | T t,u,Du)’p/dzdt <C.

Thus, o(.,.,u, Du) € LP (Q;M™ ™) for arbitrary u € LP(0,T; W, " (€ R™)), and
Lemma 2.5 allows to write

liminf | Iy odvdt = / o(z,t,u, Du) : ( / Adv(y ) (N) — Du)dxdt = 0. (4.10)
Q Q M xn

k—o0
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Let @' be a measurable subset of @, by the Hélder inequality and (H1) it follows that

‘a(m,t,uk,Duk) : Du‘dxdt

Q/
, N 1
< (/ o (2, t, uk, Dug)|” dmdt)p (/ \Du|pdxdt)p
< (/ ]dl(x,t)| + JugP + |Duk|p)dxdt / \Du|dedt)
Ql

The first integral on the right hand side of the above inequality is uniformly bounded,
by the boundedness of (ug)x. The second integral is arbitrary small if the measure of
Q' is chosen small enough. Hence, (O’(.T, t, ug, Dug) : Du) is equiintegrable. A similar
argument gives the equiintegrability of (o(x, t,ug, Dug) : Duk). Therefore Iy 1 is
equiintegrable, and by virtue of Lemma 2.4

k—o0

I:= hminf/ Iy dzdt > / / (w,t,u, \) : (A = Du)dv(g 4 (N)dxdt.
M’VTLX’VL
To deduce the needed inequality, it is sufficient to show that I < 0. We have

0
/ ﬂukdmdt—i—/ o(x,t, up, Duy) : Dugdzdt
Q Ot Q

—|—/ ao(x,t,uk,Duk).ukdIdtz/ Sfurdzdt,
Q Q
then

I= 1iminf/ o(z,t,ug, Dug) : (Dup — Du)dxdt
Q

k—o0

k—o0

—hmmf(/ o(x,t,ug, Duyg) : Dukdacdt—/ o(x,t, ug, Dug) : Dudxdt)
@ (4.11)
—hmlnf /fukdxdt /a—ukdxdt—/Uo(m,t,uk7Duk).ukdxdt
Q
—/ o(x,t, ug, Duyg) : Duda:dt).
Q

Remark first that fQ f(ur —u)dzdt tends to zero as k tends to co. By Lemma 4.2 we
have

llue (-, 0) [ 2() = llu(,0)||L2) and  [lu(., T)|120) < likfgg.}ﬂwk(wT)HL?(Q)v

which imply

(9’U,k

. 1
hmlnf(— /Q Wukdmdt) f||u(.,0)||%2(9) - §||u(.,T)H%2(Q).

k—o0
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Now, take 1 € C1(0,T;V;) N L=(Q; R™), j < k, we have
Buk wd dt—|—/ o(x,t,ug, Duyg) : Dwdxdt—k/ ooz, tug, Dug).pdadt
Q Q Q

= /Q Fpdzdt.

The first integral (after integration) is equal to

¢
/Quk(.,T)d)(.,T)dx/Quk(.,())d)(.,O)d:c/Qukatdxdt.

By tending & to infinity, one has

/Qu(.,T)w(T)dx—/ dx—/ u—dmdt
+ /Q S Dydadt + / S bdadt — /Q Fopdadt.

Passing j to oo, it result for all v € C1(0,T;C*(Q)) that

/Qu(.,T)w(T)dac—/ dx—/ u—d:cdt
+ /Q S : Dypdadt + /Q So.pdadt = /Q frpdzdt,

ie.,

— u—wd:cdtJr / S : Dopdadt + / Yo bdadt = / fabdzdt,
ot Q Q Q

for all ¢ € C§° (Q) C CH0,T;C5°(Q; R™)). Consequently
Ou .
a—leEJrEo = f.

Hence, for u € LP(0, T} W&’p(Q;Rm)) N L>(Q;R™)
—/ Y Dudxdt — / Yo-udrdt = —/ fudxdt —|—/ u@daxdt.
Q Q Q Q@ Ot

Gathering the above results in the Eq. (4.11), it result that I < 0. O

Step 4 Passage to the limit. The passage to the limit will be concern the four cases
listed in assumption (H2). Remark first that from Lemma 4.3 and monotonicity of
the function o, it follows that

/ / (0(:10, t,u,\) — o(x,t,u, Du)) t (A= Du)dv(y (N @ dr @ dt =0
MmXn

implies
(a(a:,t,u, A) —o(x,t, u,Du)) :(A=Du) =0 on supp V() (4.12)

Now, we have all ingredients to pass to the limit in the approximating equations.
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Case (i): Let V denotes the derivative of o with respect to its last variable. We prove
that

o(x,t,u,\) : € =o(x,t,u, Du) : £ + (Vo(a:,t,u, Du)f) : (Du— M)

holds on supp v, ), for all § € M™*". Let 7 € R, from the monotonicity of o we infer
that

(o(z,t,u,A) — oz, t,u, Du+ 7€) : (A — Du— 7€) > 0.
The above inequality together with (4.12) imply
—o(z,t,u,\) 1 7
> —o(z,t,u,N\) : (A —Du) +o(x,t,u, Du+ 7€) : (A — Du — 78)
= —o(x,t,u,Du) : (A — Du) + o(z,t,u, Du+ 7€) : (A — Du — 78).
Since o(z,t,u, Du+ 7€) = o(x,t,u, Du) + Vo (z,t,u, Du)TE + o(T), we get
—o(z,t,u,\) : 7€ > T((Vo(a:,t, u,Du)){ : (A= Du) — o(z,t,u, Du) : §>.
The choice of 7 to be arbitrary in R implies the needed equality
o(z,t,u,A): & =o(x,t,u, Du) : £ + (Va(x,t, u,Du)ﬁ) : (Du — \).

Using the equiintegrability of o(z,t, uy, Dug) and above equality to deduce that its
weak L'-limit is

i ;:/ o(x,t,u, N)dvig ¢)(A)
M"'LX"’L
= / o(x,t,u, N)dv g 4 (N)
SUPD V(x,¢)
— / o(z,t,u, Du) + (Vo(z,t,u, Du)) : (Du — )‘))dV(ac,t)(A)
SUPD V(1)

= o(z,t,u, Du)/ dv(z,)(A)

SUpp V(g ,t)

=:1

+ (Vo(z, t,u, Du))’ / (Du — N)dv(z 1) (A)

SUPD V(1)

=0
= o(z,t,u, Du).

We have o(z,t, ug, Dug) is bounded in Lp,(Q;MmX") reflexive, then o(z,t, uy, Dug)
is weakly convergent in L?’ (Q; M™*™) and its weak LP'limit is also o(x,t,u, Du).
Case (ii): In this case we prove that, if A € supp v, ) then

b(z,t,u, \) = bz, t,u, Du) + o(x,t,u, Du) : (A — Du).
Suppose that A\ € supp v(, ), from (4.12) it follows for 7 € [0, 1]
(1—7)(o(z,t,u, Du) — o(z,t,u,A)) : (Du—A) =0.
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The above expression together with monotonicity of o allow to write

0<(1-7) (0(3:, t,u, Du+71(\ — Du)) — o(,t,u, )\)) s (Du— M)
(4.13)
=(1-71) (U(x,t, u, Du+ 7(A — Du)) — o(,t,u, Du)) : (Du — \).

Since o is monotone, we have
(J(x,tu, Du+ 7(\ — Du)) — o(z, t,u, Du)) :T(A=Du) >0
which implies since 7 € [0, 1]
(o—(:@ t,u, Du+ 7(A — Du)) — o(x, t,u, Du)) (1 —7)(\— Du) > 0.
From this inequality and (4.13) we can infer that
(a(az,t,u, Du+ 7(\ — Du)) — o(z,t,u, Du)) :(A=Du)=0 Vrel0,1],

ie.,
o(z,t,u, Du+7(A— Du)) : (A = Du) = o(x,t,u, Du) : (A — Du).
We know that (by hypothesis)

o(x,t,u, Du+7(X\— Du)) : (A= Du) = ?(m,t, u, Du+ 7(A — Du)) : (A — Du)
T

for 7 € [0,1]. By integration of the above equation over [0, 1], it follows that

b(x,t,u,\) = b(z,t,u, Du) + /1 o(z,t,u, Du+71(A— Du)) : (A — Du)dr
= b(z,t,u, Du) + U(Z:C,t,u, Du) : (A= Du)
as we desired. Let us denotes
Ky = {Ae M™": b(z,t,u,\) = b(z,t,u, Du) + o(z,t,u, Du) : (A — Du)}.
From the above results, A € K, 4). Since b is convex, we can write
b(x,t,u, N) > b(x,t,u, Du) + o(x,t,u, Du) : (A — Du).
=:B1(\) =:Bs ()
Since A — B1()) is C'-function, then for £ € M™*™ and 7 € R
BiA+78) = Bi(A) | Ba(A+ 7€) — Ba(A)

for 7 >0,
T T
B - B B - B
1(A+78) — Bi(\) < 2A+78) = Bo(N)
T T
Consequently DyB; = D) Bs, i.e.,
o(x,t,u,\) = o(x,t,u, Du) on supp iy C K- (4.14)

Consdier the function g(z,t,s,A) = |o(x,t,8,A) —7(z,t)|. Then g is a Carathéodoroy
function by that of o. Moreover, since o(x,t,ug, Duy) is equiintegrable, thus
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gr(z,t) == g(z,t,ux, Duy) is also equiintegrable, hence g, — 7 in L*(Q) (in fact,
this convergence is strong since g > 0), where

g(ﬂf, t) = / ‘0’(33, t,s, )‘) - E(l‘v t) ’déu(z,t) (S) ® dy(a:,t)(/\)
R”". XM””.X”L
= / |a(gc,t,u7 A) — E(aat){du(zyt)()\)
MmXxXn
= / ’U(x,t,w A) —o(z,t,u, Du)‘dz/(z’t)()\) =0
SUPP V(x,¢)

by (4.14).
Case (iii): On the one hand, by Eq. (4.12) we deduce that v(y ) = dpy(as) for a.e.
(z,t) € Q. By virtue of the first property in Lemma 2.3, one gets

Duy, — Du in measure as k — oo.

On the other hand, since (ug) is bounded in L?(0, T} VVOL”(Q;R””L))7 up to a subse-
quence, uy — u in measure. Therefore (for a subsequence) uy — w and Duy — Du
almost everywhere for k — co. The continuity of the function ¢ implies

o(x,t,ug, Dug) — o(z,t,u, Du) almost everywhere as k — oc.

The Vitali convergence theorem implies o (x, t, uy, Dug) — o(x,t,u, Du) in L'(Q), by
the boundedness and equiintegrability of o(z, ¢, ug, Dug).

Case (iv): Assume that v(, ;) is not a Dirac measure on a set (z,t) € Q" of positive
measure. We have A = (v, 4),id) = Du(z, t), thus

/ / oz, t,u,\) (A —X)du(m7t)()\)dxdt
Q M‘an

:/ / o(x, t,u,\) AdV (5 4)(A)dxdt

Q M’NLX’!L

7// oz, t,u, A) : Ady(g 4 (N)dzdt
Q Mm xXn

:/ o (z,t,u, ) : (/ )\dy(z’t)(k))dmdt
Q men

—/ o(x,t,u,\) X(/ dl/(w,t)()\))dxdt
Q Mm Xn
=0.

It follows by the strict p-quasimonotonicity of o that

// o(x,t,u, \) JAdy(g 4y (N)dxdt
Q M’VTLX’H.
>/ / o(x,t,u,\) :Xdy(m,t)()\)dxdt.
Q Mm X n
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By virtue of Lemma 4.3 (i.e., I < 0), it result that
/ / o(x,t,u, \) JAdv(g 4y (N)dzdt
Q M‘NLX‘VL
>/ / oz, t,u, A) : Ady(g 4 (N)dodt
Q MmXn

2/ / oz, t,u, N) : Xy 4)(A)dadt,
Q MmXn

and this is a contradiction. Hence v, ;) is a Dirac measure, i.e., v, ) = Op(s1) for a.e.
(z,t) € Q, thus

h(:L',t) = / Addh(m) ()\) = / )‘dl/(x,t)(/\) = Du(x,t).
MT’YIXTL MMXTL

Thus v(z4) = Opu(a,r)- Owing to Lemma 2.3, we get Duy, — Du in measure. The
remainder of the proof of this case is similar to that in Case (iii).

To complete the proof of the main result, it remains to pass to the limit on the
nonlinearity term og(x, t, ug, Dug). From the convergence in measure of uy to u and
of Duy to Du, it then follows by the continuity of g, that

ooz, t,ug, Dug) — oo(x,t,u, Du) almost everywhere in @,

(for a subsequence). Let @ be a subset of @ and let N > 0. We can write

/ loo(z, t,ug, Dug)|dzx

= / |00(x,t,uk,Duk)|dxdt+/ loo(x, t, ug, Dug)|dzdt.
Q'N{Jur|<N} Q' {Jur|>N}

By the third condition in (H1) together with (4.6), we obtain

/ |O-0(‘r7t7uk;Duk)|d$dt
Q/

< b(N)/ do(z, t)dxdt + b(N)/ | Duy|Pdzdt + % <k,

for some € > 0. Applying Vitali’s theorem, we obtain
oo(x,t, up, Dug) — og(x,t,u, Du) strongly in L'(Q).

In addition, by Fatou’s Lemma, we get oq(x,t,u, Du)u € L(Q).
Now, since g is linear with respect to its last variable, then

00($7tauk7 DUk) - <V(m,t)700(x7t7u7 >>

= / Jo(xgt7u7)\)dy(zvt) (>\)
Man

oo(x, t, u, .)0/ AdV (1) (N)
Man

== Uo(mytau’a DU),

in L1(Q), by the equiintegrability of oy.
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Taking € C'(0, 75 V;) N L=(Q;R™), j < k
/ Gu pdxdt +/ o(x,t, ug, Duy) : Dodxdt +/ oo(x, t,ug, Dug).pdxdt
Q

Q
= / fodzdt.
Q

By integrating the first term and letting j — oo, it follows from the above results,
that for ¢ € CH(0,T;C5°(22)) N L>=(Q; R™)

/uﬁdxdt—l—/ ucpdx|§—|—/ o(x,t,u, Du) : Dodzdt
Q Q
+/ ao(x,t,u,Du).gadJ:dtz/ fdxzdt
Q Q

as k — oo. Hence u € LP(0,T; WyP (; R™)) N L>°(0, T; L2(Q; R™)) is in fact a weak
solution for (1.1)-(1.3).
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Generalized result on the global existence
of positive solutions for a parabolic reaction
diffusion model with a full diffusion matrix

Nabila Barrouk and Salim Mesbahi

Abstract. In this paper, we study the global existence in time of solutions for a
parabolic reaction diffusion model with a full matrix of diffusion coefficients on
a bounded domain. The technique used is based on compact semigroup methods
and some estimates. Our objective is to show, under appropriate hypotheses, that
the proposed model has a global solution with a large choice of nonlinearities.
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1. Introduction

Diffusion reaction systems have been among the most active and developed math-
ematical subjects for a long time, especially in recent years. The great interest of
mathematicians in the study of this type of problems is due to its great importance
in all fields of science and technology, where we find many applications in physics,
chemistry, environment, biology and other disciplines. Examples include combustion
problems, gas dynamics, population dynamics, industrial catalytic processes, chem-
istry in interstellar media, transport of contaminants in the environment, flame spread,
spread of epidemics, pattern formation. We guide the reader to Britton [5], Fife [6],
Murray [21], [22] and Pierre [24] where he finds many detailed mathematical models in
biology, ecology, and others, and the reader can also find examples and other models
in the references mentioned in this article and the references therein.
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To study reaction diffusion systems, we need a variety of different methods and
techniques in many areas of mathematics, such as numerical analysis, semigroup the-
ory, fixed point methods in appropriate spaces, and many others.

In the works of Mesbahi and Alaa [1], [2], [17] and [18], we find new developed
methods based on truncation functions, fixed point theorems and compactness, etc.

Other techniques based mainly on invariant regions and Lyapunov functional
have been developed by several authors, in some cases, allow to obtain the global
existence of their reaction diffusion systems. The reader can see this technique in
Kouachi’s works, such as [11] and [12].

There is also another very powerful method that relies on compact semigroups,
which is the method we will use in this work. For a better understanding, we send
the reader to the works of Moumeni and Barrouk [19] and [20].

In recent years, particular attention has been paid to the reaction diffusion sys-
tems of two equations with diffusion coefficients and specific reaction functions. This
is due to its broad applications in various sciences, particularly in biology and engi-
neering.

In this paper, we study the existence and uniqueness of solutions for a para-
bolic reaction diffusion model with homogeneous boundary conditions of Neumann
or Dirichlet. To answer these questions, we use a technique based on compact semi-
groups. To get a more complete survey the reader is refered to Lions [14], Pazy [23],
Rothe [25] and Smoller [26].

We are therefore interested in the global existence in time of solutions for the
following parabolic reaction diffusion model with homogeneous Neumann or Dirichlet
boundary conditions

E—aAufbAv:f(u,v) ,in RT x Q (1.1)
ov . +
E—cAu—dAv:g(u,v) , inRT x 0 (1.2)
with the following boundary conditions
g—:;:g—z:O or u=v=0 ,onR" x9N (1.3)
and the initial data
w(0,2) =uo (x) € L' (Q) , v(0,2) =vo(x) € L' (Q) (1.4)

where () is an open bounded domain of class C! in R”, with boundary 952, and 82
Ui

denotes the outward normal derivative on 0f2. The diffusion coefficients a, b, ¢ and d
are supposed to be positive such that a < d, and (b + 6)2 < 4ad, which ensures the
parabolicity of the system and implies that the matrix

(2 4)

is positive definite, that is the eigenvalues A\; and Ay (A1 < A2) of its transposed are
positive.
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Several authors have studied the problem proposed in the diagonal case, i.e.
where b = ¢ = 0, see for example Alikakos [3], Masuda [15], Haraux and Youkana [8].

In [19] and [20], Moumeni and Barrouk obtained a global existence result of solu-
tions for reaction diffusion systems with a diagonal and triangular matrix of diffusion
coefficents. By combining the compact semigroup methods and some L' estimates,
we show the global existence of solutions for a large class of nonlinearities f and g.

In [12], Kouachi and Youkana have generalized the method of Haraux and
Youkana in [8] to the triangular case, i.e. when b = 0.

In the same direction, Kouachi [11] has proved the global existence of solutions
for two-component reaction diffusion systems with a general full matrix of diffusion
coeflicients, nonhomogeneous boundary conditions and polynomial growth conditions
on the nonlinear terms and he obtained in [12] the global existence of solutions for
the same system with homogeneous Neumann boundary conditions.

Mebarki and Moumeni [16] consider the problem (1.1)-(1.4) with & > 0 and
¢ > 0, where the function f and g are assumed to satisfy

sup{|f (r,s)],1g (r,s)[} <C(r+s+1)", Vr,s 20

and by adopting the Lyapunov method combined with some LP estimates, they es-
tablished a result of global existence of the solution.

The system (1.1)-(1.2) is a mathematical model describing various chemical and
biological phenomena. In this case the components u (¢, x) and v (¢, z) represent chem-
ical concentrations or biological population densities of wells. The reader can find
models similar to this in Britton [5], Fife [6], Murray [21], [22] and the references
therein.

The rest of this paper is organized as follows: In the next section, we present
some hypotheses on our problem and then state the main result. In the third section,
we provide a result on local existence and another on compactness, they are necessary
to fully understand the content of this work. We give in the fourth section some results
concerning the approximate problem. The last section is devoted to prove the main
result.

2. Formulation of the main result

2.1. Assumptions

We consider the problem (1.1)-(1.4) where we assume the following hypotheses:
The Initial data are assumed in the following region

- D
Y= {(uo,vo) € R?, such that a4 21)0 <wup < a4 100} (2.1)
c c

f (a—ck&&) < a—c>\1g <a_c/\1§2,f2>

- (a_)\zéz,fz) <f (“‘A%,@)
C C C

and
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for all (&1,&) € X.
There exist nonnegative constants C, C; and C5 independent of (£1,&2) such
that

g (§1a§2) < 052 ) for all (51762) €ex (23)

Cy
(8 + g (6,6) < O (AQ - )\152) :

c

(2.4)
for all (£1,&) € X
and

c

Cs
f(£17£2) - a _C)\Qg(gl,éé) g Cl <A2 — )\1£2> ’ (25)

for all (£1,&2) € X

2.2. The main result

CL—>\1
c

(1.1) and another time by 7“*—2‘2 and adding equation (1.1) we get

Multiplying equation (1.2) one time through by and subtracting equation

%—Z] —MAw=F (w,z) , inRT xQ (2.6)
0z . +
i MAz=G(w,z) , inRT xQ (2.7)
ow 0z o n
a—n—a—n—o or w=z=0 , onR" x0N (2.8)
w(0,z) =wo (z) and 2(0,2) =2z (x) , in (2.9)
where \
w(t,z) = —u(t,x) + a- Lo (t,x)
- (2.10)
z(t,x):u(t,x)—a )\2v(t,33)
c
and
Fwz) = —f(wv)+—"tg(uv)

Gwz) = fluw)——"2g(u,v)

Suppose that the hypotheses (2.1)-(2.5) are satisfied, then the problem (2.6)-(2.9)
satisfies the following hypotheses:

wo, 29 are nonnegative functions in L' (Q) (2.11)
F(0,z)>0 , G(w,0)>0 , forall w,z>0 (2.12)

There exist nonnegative constants C, C; and Cy independent of (w, z) such that
F(w,2)+G(w,2) <C(w+2) , forall (w,z)€R% (2.13)

{ F(w,z) < Cy (w+2) for all (w,z) € RZ (2.14)

G (w,z) < Cy (w+2)? for all (w,z) € R%
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The existence of global solutions for the system (2.6)-(2.9) is equivalent to the exis-
tence of (w, z) illustrated by the following main Theorem:

Theorem 2.1. Assume that the hypotheses (2.11)-(2.14) are satisfied, then there exists
a positive global solution (w,z) of the problem (2.6)-(2.9) in the following sense:

w, z € C ([0, +oo[, L' ()

F(w,2), G(w,z) € L' (Qr) where Qr =10,T[x Q for all T >0
w(t) =81 (t)wo + [ S1(t—s)F(w(s),z(s))ds , Vt € [0,T]
2(t) = So (t) 20+ [ S2 (t —8) G (w(s),2(s))ds , ¥t € [0,T]

(2.15)

where Sy (t) and Sy (t) are contraction semigroups in L' () generated, respectively,
by M A and M A.

To prove this Theorem, we will use the results which we will present in the
following section:

3. Preliminaries

3.1. Local existence

Theorem 3.1. Let Q is an open bounded domain in R", and X = L' (Q) N H?(Q).
The operator A defined by

ou

D(A):{ueLl(Q)mm(Q) s

=0 or u=0 on@Q}
Au= Au , for allu € D (A)
is m-dissipative in L* (Q) N H? (Q).

An important result of functional analysis which ensures the local existence of
the solution is the following Lemma:

Lemma 3.2. Let A be a m-dissipative operator of dense domain in a Banach space X
and S (t) a contraction semigroup generated by A, F a locally Lipchitz function, so
Yug € X, there exists Tyax = T (ug) such that the problem

ue C([0,7],D(A)nCL([0,T],X)
du

= Au=F(u(s)) (3.1)

u (0) = ug

admits a unique solution u verifying

u(t):S(t)u0+/0 S({t—s)F(u(s))ds , Vte€|0, Tmax]
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3.2. Compactness result

In this section, we will give a compactness result of operator L defining the
solution of the problem (3.1) in the case where the initial value equals zero, i.e.
u (0) = 0, with

t
L(F) () = u(t) :/ S(t—s)F(uls)ds , Ve [0,T]
0
Theorem 3.3. If for all t > 0, the operator S (t) is compact, then L is compact of
L' ([0,T),X) in L* ([0,T], X).

Proof. Step 1. To show that S(A) L : F — S ()\) L(F) is compact in L' ([0,T], X),
it suffices to prove that the set {S (X)L (F)(t); ||F||; <1} is relatively compact in
L1 (0,T], X), vt € [0,7].

Since S (t) is compact then, the application ¢ — S (t) is continuous of ]0, +-o00[
in £ (X), therefore

Ve>0,V6>0,3n>0,VO<h<n Vt=0, [[SE+h)—SO)|yx) ¢
By choosing A = 0, we have for 0 <t <T —h
SMNu(t+h)—SNu(t)

t+h t
/ S()\+t+h—s)F(u(s))ds—/S(/\—i—t—s)F(u(s))ds
0 0

t+h
/ SO +t+h—s)F(u(s)ds+

/t(S()\—i-t—l—h—s)—S’()\+t—s))F(u(s))ds
0

We obtain then

t+h t
1SN u(t+h) =S AN u@)lx S/t ||F(u(5))||XdS+€/O IE" (u ()]l x ds

We define v (t) by

u(t) f0<t<T
v(t) = .
0 otherwise

therefore
1SN v(t+h)=SA) o)l < (h+eT)[|F (uls))l,
which implies that {S (A) v, ||F||; <1} is equi-integrable, then
{SLF) (@), [Fll, <1}
is relatively compact in L' ([0,7], X), which means that S ()\) L is compact.

Step 2. We prove that S (\) L converges to L when A tends to 0 in L ([0,7], X).
We have

S(/\)u(t)—u(t):/o S()\—&-t—s)F(u(s))ds—/O S(t—s)F (u(s))ds



Generalized result on the global existence of positive solutions 365

So, for t > 4, we have
1SN u(t) —u (@) < /6 1S A+ 5) =S ()l x) I1F (u(s)) ds

2 [P @)l

We choose 0 < A < 7, then

15 (V) ut) — u ()] 9/5 ||F<u<s>>uds+2/t76 IF (u(s)) ds

and for 0 <t < §, we have

SN u(t) —u(@)] < 2/ [F (u(s))ll ds
0
Since F' € L' (0,T, X), we obtain
[S (AN u(t) —u (@) < (T +26) | F (u(s))ll;

Soif A — 0 then S (\)u — w in L ([0,7], X).
The operator L is a uniform limit with compact linear operator between two Banach
spaces, then L is compact in L' ([0,77], X). O

Remark 3.4. The semigroup S (¢) generated by the operator A is compact in L! ().

Proof. See Pazy [23]. O

4. Approximating problem
For all n > 0, we define the functions w,, and z,, by
Wy, = min {wg,n} and z,, = min{zp,n}
It is clear that wy, and z,, verify (2.11), i.e.
Wy, and z,, are nonnegative functions in L' (Q)

Now, we suppose the following problem

ow,,

5 MAw, = F (Wa, 2n) in [0,T[x
O0zn, .
— — XAz, = G (wp, 2n) in [0,T[ xQ
ot (4.1)
85771:%—2::0 or wy =z, =0 on [0, T x O
Wy (0,2) = wpy (), 2, (0,2) = 25, () inQ
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4.1. Local existence of the solution of problem (4.1)

We transform the system (4.1) into a first order system in the Banach space

X = L' (Q) x L' (), we obtain
Owy,
ot

wWn, (0) = Wny = (Wng, 2ny) € X

= Aw, + ¥ (wy) ,t>0

Here w,, = col(wy, 2z,), the operator A is defined as follows
(MA 0
A= ( 0 XA >

D (A) := {wy = col (wp, z,) € X : col (Awy, Az,) € X}
and the function ¥ is defined by

U (wn (1)) = col (F (wn (1)), G (wn (1))

where

(4.2)

Therefore, the system (4.2) can be returned to the form of the system (3.1),

thus, if (wp, z,) is a solution of (4.2) then it checks the integral equations

{ Wy (£) = S1 () Wy + fy S1(t — 8) F (wy (5) , 2, (5)) ds
2 (8) = S () 20y + [y S2 (t — 8) G (wy, (5) 20 (5)) ds

(4.3)

where S (t) and S (t) are the contraction semigroups generated, respectively, by A\; A

and A2A.

Theorem 4.1. There exist Tpy > 0 and (wyp, zn) a local solution of (4.2) for all t €

[0, Th] -

Proof. We know that S; (t), Sz (t) are contraction semigroups and that ¥ is locally
Lipschitz in wy,, then there exists Tp; > 0 such that (w,, z,) is a local solution of

(4.2) on [0, )]

4.2. Positivity of the solution of problem (4.1)

Lemma 4.2. Let (wy, z,) be a solution of problem (4.1), then the region
Y = {(Wny, 2ny) € R? such that wyy, >0, z,, >0} =R" x RT

is invariant for system (4.1).

Proof. Let @, (t,xz) = 0in ]0,T[ x €, then% =0 and Aw, = 0.
According to (4.1), we have

own,

ot

— MAw, — F (wp, 2,) =0 > — MA®D, — F (0, 2,)

and
wyp, (0, 2) = wy, () > 0= 1w, (0,x)
By comparison we get
wy, (t,x) > Wy, (t, )
which gives us w,, (¢,2) > 0. In the same way, we get z, (¢,z) > 0.

O
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4.3. Global existence of the solution of problem (4.1)

To prove the global existence of the solution of problem (4.1), it suffices to find
an estimate of the solution for all ¢ > 0, according to Haraux and Kirane [7], Henry
[9] and Rothe [25]. For this, we give the following Lemma:

Lemma 4.3. Let (wy, z,) be a solution of the problem (4.1), then there exists M (t)
which only depends on t, such that, for all 0 <t < Ty, we have

[[w + anLl(Q) <M (1)
Proof. From (4.1), it comes

0
pn (Wn, + 2n) — A (ANwy, + Aazyn) = F (wp, 2n) + G (W, 2n)

and by taking into account of (2.13), we have

% (wn + Zn) - A (Alwn + )\2271) S é (wn + Zn)

By integration on € and by applying Green’s formula, we find

g/ (wp, + 2zn) dx < C’/ (wp, + 2z dz
ot Jo Q
which give

0

o fQ (wy, + zp) dz

Jo (wn + 2,) dx
By integrating on [0, t], we get
t
) < Ct
0
< exp (C?)

log (/Q (wn + 2p) dx

Jo (wn + z,) dz

Jo (Wng + 2n,) dz
and for wy,, < wo, zn, < 20, we have

/ (wy, + 2) dx < exp (Ct) / (wo + 20) dx
Q Q

which implies

Since w,, and z, are positive, we get
l|wn + Zn”Ll(Q) <M(@) ,0<t<Ty
with
M (t) = €xp (Ct) . ||U)() + ZOHLl(Q)
O

We can conclude from this estimate that the solution (w,z,) given by the
Theorem 4.1 is a global solution.

Now, we give the following Lemma which shows the existence of an estimate of
the solution (wy, z,) of the problem (4.1) in L (Q).
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Lemma 4.4. For any solution (wy,z,) of (4.1), there exists a constant K (t) depends
only on t, such that

lwn + znll L1 (g < K (8) - lwo + 20ll 11 (q)

Proof. To prove this Lemma, we will use some of the results demonstrated in the
works of Bonafede and Schmitt [4] and Hollis et al. [10].

We introduce § € C§° (Qr), > 0, and ® € C*? (Qr) a nonnegative solution of
the following system

o
~5r — @A =0 onQr
oe =0 on [0,T] x 02 (44)
on
O(T,") =0 on Q

According to Ladyzenskaya et al. [13], the system (4.4) has a unique nonnegative solu-
tion. Moreover, for all ¢ € |1, 4o00[, there exists a nonnegative constant ¢ independent
of A, such that,

H(I)”LQ(QT) < CHHHLq(QT)
According to Bonafede and Schmitt [4], we have

0o

Sy (t) wn, () <_8t - d1A<I>> dudt — /Q wny (2) ® (0, 7) dz

= / F (wn, zn) ® (s, x) deds

Qr
and

where from

/ (1 () wny () Odadt / wny (2) ® (0, 2) dz (4.5)

T Q
and

/QT (/Ot Si(t = s)F(wn,zn)dS> fdwdt = QTF(wn,zn)q)(s,x) deds  (4.6)

We multiply the first equation of (4.3) by 6, we integrate on Qr, and using (4.5) and
(4.6), we obtain

/ wy,Odxdt Sy (t) wp, (x) Odzdt
T Qr

+/QT (/Ots1 (ts)F(wn,zn)ds> Odadt

/ W, () @ (0,2) dz + / F (W, 2n) ® (s, 2) deds
Q Qr
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We also find

/ zpfdadt = / Zng () @ (0, z) dx + G (wp, 2n) © (s, ) dads
T Q Qr
and therefore

/ (1 + 2) Odwdt = /Q (wny (2) + 2ny (2)) @ (0, 7) da

+/ (F (wn, zn) + G (W, 21)) D (s, x) dzds

IN

/Q (wo () + 20 () @ (0, 2) da

+ C (wn + 2,) @ (s, x) dzds
Qr
Using Holder’s inequality, we deduce

/ (wn + 2n) Odzdt < |lwo + 20/ 11 () - 1P (0, )l o (o)
T
+Cllwn + znll L1 (gpy - 12l Lo (@)

<k (Jlwo + zoll g1y + lwn + 20l g ) 10l 2=y
where k1 = max {c, cC}.
Since 6 is arbitrary in C§° (Qr), this implies
e + 2all 23y < Fr (o + 20l 1y + lwn + 20l 21 g )

Ky (t)
— k(D)

lwn + 2nll 1 gpy < K (8) - lwo + 20l 1

If we take k = , we find

5. Proof of the main result (Theorem 2.1)

We are now ready to prove the main result of this work:

Proof of theorem 2.1. We define the application L by
t
L : (wp, h) — Sq () wo +/ Sa(t—s)h(s)ds
0

where Sy () is the contraction semigroup generated by the operator dA. According
to the previous Theorem 3.3 and as Sy (t) is compact, then the application L is the
addition of two compact applications in L' (Q), which shows that L is also compact
from L' (Qr) x L' (Qr) in L' (Q7).
Therefore, there is a subsequence (wnj , zn_j) of (wy, 2z,) and (w, ) of L* (Qr) x
L' (Q7), such that
(Wn;, 2n,;) = (w, 2)
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Let us now show that (wy,, 2y, ) is a solution of (4.3). We have

{ W, (t,2) = St (1) wn, + fot S1(t— ) F (wy, (s),2n, (s)) ds
2, (t,2) = 82 () 2y + [y o (t — 8) G (wn, (5), 2n, (5)) ds

Tt suffices to show that (w, z) satisfies (2.15). It is clear that if j — +o0, we have the
following limits

F (wnj,znj) — F(w,z) and G (wnj7zn].) - G (w,z2) , ae. (5.2)
and
Wy = W 5 Zng —> 20
Thus, to show that (w, z) satisfies (2.15), we have to show that
F (wnj,znj) — F(w,z) and G (wnj,znj) — G (w,2) in L' (Qr)
We integrate the two equations of (4.1) on Qr taking into account that

-\ Awy dxdt =0 and — Ao Azp,drdt =0
Qr Qr

we have
/ W, dxr — / WpodT = / F (wnj,znj) dzxdt
Q Q Qr
/ znjdac—/ Znodr = / G(wnj,znj)da:dt
Q Q T
which give
F (wy,, zn; ) dadt < / wodx (5.3)
Qr Q
G wnj,znJ dwdt < / zodx (5.4)
Qr Q
We denote
Nn = G (wnj + Z"j)C2 - F (w"wzm‘)
M, = C (wnj + Z"j)C2 -G (wnj,zn].)
According to (2.13), it is clear that N,, and M,, are positive. From (5.3) and (5.4), we
obtain
/ Nydzdt < C’l/ (wnj + an)CQ dxdt +/ wodx
T T Q
Mydxdt < C’l/ (wnj + an)cz dxdt +/ zodx
Qr Qr Q
The Lemma 4.4 gives us
Npdxdt < +00  and My dxdt < +o00

Qr Qr
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which implies

/ |F (wnj,znj) | dxdt < C’l/ (wnj + an)Cg dxdt + Nydzdt < 400
Qr

T QT
and
/ ‘G (wnj,znj)‘ dxdt < Cl/ (wnj + znj)c2 dxdt + M, dxdt < 400
T Qr Qr
The functions
Pn = N, +Cy (wnj + an)cz
wn = Mn + Ol (wnj + an)cz

are from L' (Qr) and positive, moreover
F(wn.,zn.)‘gcpn and |G(wn.,zn.)‘§z/}n a.e.
! J J J J

We combine this result with (5.2) and by applying Lebesgue’s dominated convergence
Theorem, we obtain

F(wn,,2n,) = F(w,2) and G (wn,,2n,) = G(w,2) in L' (Qr)
By passing to the limit of (5.1) when j — 400 in L' (Q7), we find

{ w(t) = S1 () wo + [y Si(t—s) F(w(s),z(s))ds
2(t) = S (t) 20 + [1 S (t— 8) G (w(s),z(s))ds

which implies that (w, z) satisfies (2.15). Therefore (w, z) is a solution of (2.6)-(2.9).
U

We conclude by (2.10) the existence in time of solutions of the reaction diffusion
system (1.1)-(1.4).
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Exponential growth of solutions with L,-norm
of a nonlinear viscoelastic wave equation with
strong damping and source and delay terms
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Abstract. In this work, we are concerned with a problem for a viscoelastic wave
equation with strong damping, nonlinear source and delay terms. We show the
exponential growth of solutions with Lp-norm. i.e. tlim lullh — oo.
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1. Introduction

The well known ” Growth” phenomenon is one of the most important phenomena
of asymptotic behavior, where many researchers omit from its study especially when
it comes from the evolution problems. It gives us very important information to know
the behavior of the equation when time arrives at infinity, it differs from the Global
existence and Blow up in both mathematically and in applications point of view.
Although the interest of the scientific community for the study of delayed problems
is fairly recent, multiple techniques have already been explored in depth. In this
direction, we are concerned with the following problem
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t
ugr — Au — wAuy + / g(t — s)Au(s)ds
0
+prug + poug(x,t — 7) = blulP~%u, € Q,t >0,
u(z,t) =0, x € 99, (1.1)
up (x,t —7) = fo(z,t—7), (x,t) € Q2 x(0,7),
U(I7O) ZUO(J;)7 Ut (JC,O) =u (1’), z €,

where w, b, 1 are positive constants, p > 2 and 7 > 0 is the time delay, and us is real
number, and g is a differentiable function.

Viscous materials are the opposite of elastic materials that possess the ability to

store and dissipate mechanical energy. As the mechanical properties of these viscous
substances are of great importance when they appear in many applications of natural
sciences. Many authors have given attention and attention to this problem since the
beginning of the new millennium.
In the absence of the strong damping Awy, that is for w = 0, and in absence of the
distributed delay term. Our problem (1.1) has been investigated by Berrimi and Mes-
saoudi [2]. They established the local existence result by using the Galerkin method
together with the contraction mapping theorem. Also, they showed that for a suitable
initial data, then the local solution is global in time and in addition, they showed that
the dissipation given by the viscoelastic integral term is strong enough to stabilize
the oscillations of the solution with the same rate of decaying ( exponential or poly-
nomial) of the kernel g. Also their result has been obtained under weaker conditions
than those used by Cavalcanti et al [4], in which a similar problem has been addressed.
More precisely the authors in [5] looked into the following problem

¢
ugr — Au Jr/ g(t — s)Au(s)ds + a(x)us + |u]u=0 (1.2)
0

the authors showed a decay result of an exponential rate. This later result has been
improved by Berrimi and Messaoudi [2], in which they showed that the viscoelastic
dissipation alone is strong enough to stabilize the problem even with an exponential
rate. In many existing works on this field, under assumptions of the kernel g. For the
problem (1.1) and with gy concerning Cauchy problems, Kafini and Messaoudi [14]
established a blow up result for the problem

ugy — Au —I—/ g(t — s)Au(s)ds + uy = [uP"%u, z€R",t>0, (1.3)
0 :

u(x,0) =ug (x), us (x,0) =uy (x)
where g satisfies
| atas < -2/ -9)

and the initial data were compactly supported with negative energy such that

/uouldaz > 0.
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In the presence of the strong damping (w > 0). In [23], Song and Xue considered with
the following viscoelastic equation with strong damping:

uge — Au + / g(t — 8)Au(s)ds — Auy = [ulP~2u, € Q,t>0,
' (1.4)

u(x,0) =ug (x), us (x,0) =uy (x)
They showed, under suitable conditions on g , that there were solutions of (1.4) with
arbitrarily high initial energy that blow up in a finite time. For the same problem
(1.4), in [24], Song and Zhong showed that there were solutions of (1.4) with positive

initial energy that blew up in finite time. In [25], Zennir considered with the following
viscoelastic equation with strong damping:

¢
Uy — Au — wAuy + / g(t — s)Au(s)ds
0

talug "2y = [ulP72u, x€Q,t>0, (1.5)
w(z,0) =ug (), uw (x,0) =uy (), €N
u(z,t) =0, x €.

they proved the exponential growth result under suitable assumptions.

In [17] the authors considered the following problem for a nonlinear viscoelastic wave
equation with strong damping, nonlinear damping and source terms

U — Au + / g(s)Au(t — s)ds — 1Ay + equg|ug|™ % = e3ulu|P2,
0

u(z,t) =0, x€00t>0 (1.6)

u(z,0) =uo (z), ut (2,0) =uy (z), €L,

they proved a blow up result if p > m, and established the global existence.

In this article, we investigated problem (1.1), in which all the damping mechanism
have been considered in the same time (i.e. w > 0; g # 0; and p; > 0, uy € L),
these assumptions make our problem different form those studied in the literature,
specially the Exponential Growth of solutions. We will prove that if the initial energy
E(0) of our solutions is negative ( this means that our initial data are large enough),
then our local solutions in bounded and

[|ul[h — oo (1.7)

as t tends to +oo used idea in [25].

Our aim in the present work is to extend the existing Exponential Growth results to
strong damping for a viscoelastic problem with delay under the following assumptions.
(A1) g : Ry — R, is a differentiable and decreasing function so that

g(t) >0, 1—/ g(s)ds=1>0. (1.8)
0
(A2) There exists a constant £ > 0 such that
g () <—&g(t) , t=0. (1.9)
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(A3) po is real number so that
|h2| < g (1.10)

2. Main results

In this section, we prove the Exponential Growth result of solution of problem
(1.1). First, as in [21], we introduce the new varible

Z(IL’,p, t) = Ut(l’,t - Tp)

then we obtain

T2e(x, p,t) + 2,(x, p,t) =0
+(x, 9, 1) + 2(2, 9 1) (2.1)
z2(x,0,t) = we(x,t)
Let us denote by
¢
gou = / / g(t — s)|u(t) — u(s)|?ds. (2.2)
aJo
Therefore, problem (1.1) takes the form:
¢
ugy — Au — wAuy + / g(t — s)Au(s)ds
0 (2.3)

+prug + poz(x, 1,t) = blulP~2u, x€Q,t>0,
Tze(x, p, t) + 2p(z, p,t) =0
with initial and boundary conditions
u(z,t) =0, x €909,
z(x,p,0) = fo (z,—7p), (2.4)
u(z,0) =ug (), ut(x,0) =uy (x)
where
(x,p,t) € Q2 x (0,1) x (0,00)
We first state a local existence theorem that can be established by combining argu-
ments of Georgiev and Todorova [10].

Theorem 2.1. Assume (1.8),(1.9), and (1.10) holds. Let

2n — 2
2<p< , n>3;
L = (2.5)
p>2, n=1,2

Then for any initial data
(uo,ur, fo) € H [/ H = Hy(Q) x Hy(Q) x L*(Q % (0,1))
the problem (2.4) has a unique solution
we C([0,T); H)

for some T > 0.
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In the next theorem we give the global existence result, its proof based on the
potential well depth method in which the concept of so-called stable set appears,
where we show that if we restrict our initial data in the stable set, then our local
solution obtained is global in time, that is to say, the norm

l[uellz + [[Vull2 (2.6)
in the energy space L?(Q) x Hg () of our solution is bounded by a constant indepen-
dent of the time t. We will make use of arguments in [22].

Theorem 2.2. Suppose that (1.8),(1.9),(1.10), and (2.5) holds. If ug € W, u; € H}(Q)
and

bC? 2p =
: ((p—Q)lE(O)> <1, (2.7)

where C, is the best Poincaré’s constant. Then the local solution u(t,x) is global in
time.

The following lemma shows that the associated energy of the problem is nonin-
creasing under the condition (1.10), there exist £ such that

Tluel <& <7(2u1 — |p2l), [p2| < (2.8)
We introduce the energy functional

Lemma 2.3. Assume (1.8),(1.9),(2.8) and (2.5) hold, let u(t) be a solution of (2.3),
then E(t) is non-increasing, that is

B = glulg+s (1- [ oo )HVuM-%;onm

5//“ (@, pyt)dpde — ) ul} (2.9)

B() < —a(ulf+ [ 1,0 (2.10)

Proof. By multiplying the equation (2.3); by u; and integrating over €2, we get

LGt 3 (1= [ otoras) 1al + toowa) - Ll

1
= —mIIUtII%—uz/QUtZ(wali)der 5(g'0Vu) = Sg®)[Vull3 - wl| Va3
(2.11)

satisfies

and, multiplying (2.3)s by >z, we have

dt2// (z, p, t)dpdx

/ / z2zpdpdx

= 27_ [ (xvlat) (:c,(),t)]dx
£

_ & 2 7/ 2
= 27_||u75||2 o Qz(x,l,t)dx. (2.12)
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then, we get

d 1
GE® = —mlul} - p [ wee 1,0+ 5 (g'0V0)
t 0 2
1 f
S 9OITulB ~ ol Vul} +
—% 22(x,1,t)dx (2.13)

By (2.11) and (2.12), we get (2.9).
And by using Young’s inequality, (1.8),(1.9) in (2.13) , we get

d
Gpw<—(m-2 - - (5 -12) [2ea0w e
by (2.8) , we obtain (2.10). O

Now we are ready to state and prove our main result. For this purpose, we define

H(t)= ~E() = 9||uuz— gluld =5 (1= [ otoras) 1ol

goVu —f// (z, p, t)dpdz.
(2.15)

Theorem 2.4. Suppose that (1.8)-(1.10), and (2.5). Assume further that E(0) < 0
holds. Then the unique local solution of problem (2.3) grows exponentially.

Proof. From (2.9), we have

E(t) < E(0) <0. (2.16)
Hence
H()=-F@) > o (nutn% + [ 2 u)dx)
Q
> cl/ 22(x,1,t)dz > 0. (2.17)
Q
and )
0< H(0) < H(t) < ~|[ul|?. (2.18)
P
We set,
K(t)=H(t) + 5/ wuda + L[ w2dr + 2 / (Vu)?dx. (2.19)
Q 2 Ja 2 Ja

where € > 0 to be specified later.
By multiplying (2.3); by w and taking a derivative of (2.19), we obtain

K'(t) = H’(t)—&—sHutH%—l—E/QVu/o g(t — s)Vu(s)dsdx

—6||Vu|\§—|—€b/ |u|pdac—5u2/ uz(w,1,t)dz. (2.20)
Q Q
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Using
1
5/1,2/ uz(z, 1,t)dx < e|ps| {(51|u||2 + — 15, 22(x, 1,t)d;v} . (2.21)
Q
and
¢ ¢
E/ gt — s)ds/ Vu.Vu(s)dxds = 5/ g(t — s)ds/ Vu.(Vu(s) — Vu(t))dzds
0 Q 0 Q
¢
+ [ g(s)as|vul?
0

Y

& t &
: / 9()ds[ V3 - (goVu). (2.22)
0

we obtain, from (2.20),

1 t
0 > 10 el = (1 [ atods) ITul3 + vl
0

€lpa|
46,

fg(gOVu). (2.23)

22(x,1,t)dx

—ed1 | pal||ull3 —

Therefore, using (2.17) and by setting d; so that

|M2|

4(5161

substituting in (2.23), we get

K'(t) = [1—enlH'(t) + eflull3

<1 tg(s)ds)] Va2 + ebful?

elpe]? 2 ¢
— - = . 2.24
L2l g3 - S gova) (2:24)
For 0 < a < 1, from (2.15),
ep(l —a
bl = e -y ) + PEZD 3+ ctalu

22 (1 [ s ) 19l + 5p01 — a)gow)

l_aff/ (z, p, t)dpdz. (2.25)
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substituting in (2.24), we get

K'(t) > [1—er]H'(t)+¢ {;;(12— a) 4 1} e 3
(Y (- tg(s)ds) (-3 tg(s)ds)] I7ul
—Z/fo““'@ +ep(l — a)H(t) + eballul 5 (2.26)

ep(l—a ! 5
+u/ / 22(z, p,t)dpdr + =[p(1 — a) + 1](goVu)
2 0o 2
Using Poincaré’s inequality, we obtain

P ]l + 001 - a) = 1)(g0% )

re{ (P52 1) - [ ot P =) - el o

1— 1
+6ab||u\|£+5p(1—a)H(t)—&-M// 2z, p dpds (2.27)
QJ0

K'(t) > [1—5K}H’(t)+a[

At this point, we choose a > 0 so small that

1—
o] = p( a) —-1>0
2
and assume
p(l—a)
/ " g(s)ds < 7 ' (2.28)
! pl—a) 1\ 2a;+1 '
2 2
then we choose k so large that
p(l —a) ' pl—a) =1\ clpaf®
= —1)— d _
or = (1) = [ gty (M= s
Once x and a are fixed, we pick € so small enough so that
ag=1—ex>0
and .
K(t) < 5”””27 (2.29)
Thus, for some 8 > 0, estimate (2.27) becomes
K'(t) = B{HE)+ lwll3 + IVul3 + (9oVu) + [|ull}
1
+/ / 22(x, p,t)dpdz}. (2.30)
aJo

and
K(t) > K(0)>0, t>0. (2.31)
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Next, using Young’s and Poincaré’s inequalities, from (2.19) we have

K@) = H+5/uufd:c+ Ml/uzdx+€ﬂ/Vu2dm
Q 2 Ja 2 Ja

¢ [H(t) + /Q uupde

c[H () + | Vull3 + [Jul3]- (2.32)
for some ¢ > 0: Since, H(t) > 0, we have from (2.3)

sl = 5 (1= [ atspds) 19l = Fgow)

// (z, p, t)dpdx + f||u||p > 0. (2.33)

IN

Tl + |Vu§}

IN

then

DN | =

t
b
(1— / g(s)ds) IVulg < 2l < 2l + (gova)
0

// (z, p,t)dpdx. (2.34)
Q
1 b b
SI=DlIVulz < Sllelly < Jllully + (govu)
// (z, p,t)dpdx. (2.35)

2b
IVull3 - < gIIUII£+2(90Vu)+ZIIVUI|§

1
+2// 22(x, p,t)dpda. (2.36)
aJo

Inserting (2.36) into (2.32), to see that there exists a positive constant k; such that

In the other hand, using (1.8), to get

Consequently,

K(t) < ka[H() + [Vull3 + Jull3 + QIIUH” + (goVu)(t)

/ / (z, p, t)dpdx], ¥t > 0. (2.37)
From inequalities (2.30) and (2.37) we obtain the differential inequality
K'(t) > AK(t), (2.38)

where A > 0, depending only on 8 and k.
a simple integration of (2.38), we obtain

K(t) > K(0)e*) vt > 0 (2.39)
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From (2.19) and (2.29), we have
b
K(t) < 5||u||£ (2.40)

By (2.39) and (2.40), we have
[Jul > Ce™ vt >0

Therefore, we conclude that the solution in the L,-norm growths exponentially. This
completes the proof. O
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A coupled system of fractional difference
equations with anti-periodic boundary
conditions

Jagan Mohan Jonnalagadda

Abstract. In this article, we give sufficient conditions for the existence, uniqueness
and Ulam—Hyers stability of solutions for a coupled system of two-point nabla
fractional difference boundary value problems subject to anti-periodic boundary
conditions, using the vector approach of Precup [4, 14, 19, 21]. Some examples
are included to illustrate the theory.
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1. Introduction

In [21], Precup described the advantage of vector-valued norms in the study of
the semilinear operator system

NQ(Ul,UQ) = U2,

{Nl(U1,U2) = Ui, (11)

in a Banach space X with norm |- |, by some methods of nonlinear analysis. Here Ny,
Ny : X? — X are given nonlinear operators. Obviously, this system can be viewed as
a fixed point problem:

Nu = u, (1.2)
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in the space X2, where u = (ui,us) and N = (N, Ny). Precup [21] proposed the
applications of a few fixed point theorems to the system 1.1 in X2, by using the

vector-valued norm
= (ju11).
|us|

for u = (u1,u2) € X?2. Also, Precup [21] demonstrated that the results obtained by
using the vector-valued norm are better than those established by means of any scalar
norm in X?2.

Theorem 1.1. [21] Assume that
(H1) for each i € {1,2}, there exist nonnegative numbers a; and b; such that
|Ni(u1,u2) — Ni(01,02)| é 0,7;|’LL1 — ’U1| + bi|u2 — 'U2|, (13)
for all (uy,uz), (vi,v2) € X?;

(H2) The spectral radius of M = (Zl Zl> is less than one.
2 b2

Then, (1.1) has a unique solution (uy,us) € X2.

Theorem 1.2. [21] Assume that
(H3) for each i € {1,2}, the operator N; is completely continuous and, there exist
nonnegative numbers a;, b; and c; such that
|Ni(u1,uz)| < ailur| + biluz| + ¢, (1.4)
for all (uy,ug) € X2.
In addition, assume that condition (H2) is satisfied. Then, (1.1) has at least one
solution (u1,us) € X? satisfying

() =07 (3) t

Further, in [25], the author used the following theorem to establish Ulam—-Hyers
stability of solutions of (1.1):

Theorem 1.3. [25] Assume that the hypothesis of Theorem 1.1 holds. Then, the system
(1.1) is Ulam—-Hyers stable.

Motivated by these results, in this article, we consider the following coupled
system of nabla fractional difference equations with anti-periodic boundary conditions

Ve (Vaur) ) (8) + fi(ua (), ue(t)) =0, t e NI,

VR (V) ) (¢ +f2 (u1(t),us(t)) =0, teNI, (1.6)
( )+U1( ) (Vul)( ) (Vul)(T) = 0,

u2(0) +uz(T) = (Vug) (1) 4+ (Vug)(T) =0,

and apply Theorems 1.1 - 1.3 to establish sufficient conditions on existence, unique-
ness, and Ulam—Hyers stability [5, 6, 7, 17, 11, 13, 15, 22, 23, 24] of its solutions. For
this purpose, we convert the system (1.6) in the form of (1.1). But the results may not
be straightforward because the computation of nonnegative numbers in each theorem
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for the system (1.6) is complicated due to the presence of nabla fractional difference
operators in it.

Here T € No; 1 < aj,as < 2; f1, f2 : R? — R are continuous, VY denotes
the v*M-th order Riemann-Liouville type backward (nabla) difference operator where
v e {ag —1,as — 1} and V denotes the first order nabla difference operator.

The present article is organized as follows: Section 2 contains preliminaries. In
Section 3, we establish sufficient conditions on existence, uniqueness, and Ulam—Hyers
stability of solutions of the system (1.6). We provide two examples in Section 4 to
illustrate the applicability of established results.

2. Preliminaries

For our convenience, in this section, we present a few useful definitions and
fundamental facts of nabla fractional calculus, which can be found in [1, 2, 3, 8, 9,
10, 16, 18, 20].

Denote by N, = {a,a+ 1,a +2,...} and N’ = {a,a + 1,a + 2,...,b} for any
a, b € R such that b — a € N;. The backward jump operator p : N, — N, is defined
by p(t) = max{a,t — 1}, for all ¢+ € N,. Define the p'"-order nabla fractional Taylor
monomial by

(t —a)* I'(t—a+p)

H,(t,a) = Tt D) TGE—aliit D)’ teN,, peR\{..,—-2-1}
Here I'(-) denotes the Euler gamma function. Observe that H,(a,a) = 0 and
H,(t,a) =0 for all p € {...,—-2,—1} and ¢t € N,. The first order backward (nabla)
difference of u : N, — R is defined by (Vu)(t) = u(t) — u(t — 1), for t € Ngy1.

Definition 2.1 (See [9]). Let u : N,y 1 — R and v > 0. The v*!-order nabla sum of u
based at a is given by

(Vi u)(t) = Z H,_1(t,p(s))u(s), te€Ng,
s=a+1

where by convention (V;"u)(a) = 0.

Definition 2.2 (See [9]). Let u : Noy; — R and 0 < v < 1. The v*"-order nabla
difference of w is given by

(V¥u)(t) = (v(v;ﬂ*”)u))(t), t€Nasr.

Lemma 2.3 (See [9]). We have the following properties of nabla fractional Taylor
monomials.

1. VH,(t,a) = H,_1(t,a), t € N,.
2. 3 i Hu(s,a) = Hyia(t,a), t € N,.
3. 3t ai Hu(t,p(s)) = Hysi(t,a), t €N,
Proposition 2.4 (See [12]). Let s € N, and —1 < u. The following properties hold:
(a) Hy(t,p(s)) >0 fort e Ny and, H,(t,p(s)) >0 fort e N;.
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(b) Hy,(t,p(s)) is a decreasing function with respect to s fort € N, and p € (0,00).

(c¢) Ift € Ng and p € (—1,0), then H,(t, p(s)) is an increasing function of s.

(d) {Iu(t,)p(s)) is a non-decreasing function with respect to t for t € N,y and p €
0,00).

(e) Ift € Ng and p € (0,00), then H,(t, p(s)) is an increasing function of t.

(f) Hu(t,p(s)) is a decreasing function with respect tot fort € Nyi1 and pn € (—1,0).

Proposition 2.5 (See [12]). Let u and v be two nonnegative real-valued functions defined
on a set S. Further, assume u and v achieve their maximum values in S. Then,

lu(t) — v(t)] < max{u(t),v(t)} < max { max u(t)ﬂ{leasxv(t)},

for every fixed t in S.

3. Green’s function and its property

Assume T € Ny, 1 < a < 2, and h : NI — R. Consider the boundary value
problem
(vg—l (Vu)) (t) +h(t) =0, teNT, 5)
w(0) +uw(T) =0, (Vu)(1)+ (Vu)(T) = 0. '

First, we construct the Green’s function, G(¢,s) corresponding to (3.1), and obtain
an expression for its unique solution. Denote by

Dy ={(t,s) GNg xNg:tz st, Dy =A{(t,s) EN?; xNg:tSp(s)},
and

o =2[1+ Ho(T,0)]. (3-2)

Theorem 3.1. The unique solution of the nabla fractional boundary value problem
(3.1) is given by

T
u(t) = Z Go(t,s)h(s), teNT, (3.3)
where 822
) Ka(t,s) = Ho-1(t, p(s)), (t,s) € Dy,
Caltrs) = {Ka(t,s), (t,s) € Ds. 34
Here

«

Kult,s) = gi [Fa s (T, p(s)) + 2H1(t,0) Ho (T, p(s)

- Ho s(T, p(3)) Hoo(T,0) — Ho 1 (T, 0) Ha (T, p(5))]
Proof. Denote by
(Vu)(t) = v(t), teNj.
Subsequently, the difference equation in (3.1) takes the form
(Ve o) (t) +h(t) =0, teNI. (3.5)
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Let v(1) = ¢g. Then, by Lemma 5.1 of [1], the unique solution of (3.5) is given by
(t) = Ho—o(t,0)ca — (Vi " Vh)(1), teNT.

That is,
(Vu)(t) = Hoa(t,0)c2 — (V7 "Vh) (1), teNT. (3.6)
Applying the first order nabla sum operator, V—! on both sides of (3.6), we obtain
u(t) = c1 + Hoo1(t,0)c2 — (VT R)(t), t€ NG, (3.7)

where ¢; = u(0). We use the pair of anti-periodic boundary conditions considered in
(3.1) to eliminate the constants ¢; and cg in (3.7). It follows from the first boundary
condition u(0) + u(T) = 0 that

2c1 + Ha_l(T, O)CQ = (Vl_o‘h) (T) (38)
The second boundary condition (Vu)(1) + (Vu)(T) = 0 yields
[+ Hoeo(T,0)] c2 = (V; " Vh)(T). (3.9)
Solving (3.8) and (3.9) for ¢; and ¢z, we obtain

T T
a=1 [Z Hor(Tp()h(s) - et O Sy, p<s>>h<s>] . (310)

5=2 fa 5=2
5 T
=g > Ho (T, p(s))h(s). (3.11)
& 5=2
Substituting these expressions in (3.7), we achieve (3.4). O

Lemma 3.2. Observe that

[e3

Kot )] < fi[Ha,l(m) + 2H o 1 (T,0) + Ho_o(T, O)Ha,l(T,n}, (3.12)

for all (t,s) € NI’ x NT.

Proof. Denote by

K. (t5) = - [Ha_l(T, p()) + 2Ho_1(t,0)Hao(T, p(s))

€a
"+ Ho (T, p()) Ho—o(T, 0)}, (3.13)
and
KA(t:5) = 2= [Haa(T,0) HooaT ()] (3.14)
so that

K, (t,s) = K/ (t,s) — K"(t,s), (t,s) €N} xNI.
Clearly, from Proposition 2.4,
Kl (t,;s) >0, K.!(t;s)>0, forall (t,s) € N} x N3.
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From Proposition 2.5, it is obvious that
|Ko(t,s)| < { max K/ (t,s), max K/!(t, s)} : (3.15)
(t,s)ENE xNT (t,s)ENT xNT

First, we evaluate the first backward difference of K/, (¢, s) with respect to ¢ for a fixed
s. Consider .
VEL(8) = ¢ {QHQ,Q(t,O)Ha,Q(ﬂ p(s))} >0,

for all (t,s) € NI’ x NI implying that K/ (t,s) is an increasing function of ¢ for a
fixed s. Thus, we have
K!(t,;s) < K\ (T,s), (ts) €N} xNZ. (3.16)
It follows from (3.13) - (3.16) that
[Ka(t, )|

< { max K/ (t,s), max Kg(t,s)}
(

t,s)eNT xNT (t,s)eNT xNT
< <max K/ (T, s), max K(t,s)
seNT seNT

o /
= ?elg)g( K, (T,s)

1
= — max [Hoo1 (T, p(5)) + 2Ha1 (T, 0) Ha-2(T, p(s)

o seENY

+ Ho 1 (T, pls)) Ho—2(T 0)]

1
<= [max Hor (T, p(s)) + 2Ho1(T.0) max Ho—s(T. p(s))
o seN;

seNT

+ Hy_o(T,0) max Ho_y (T, p(s))}
seNT

= fi |:Hoz_1(Ta p(2)) + QHa—l(T7 O)HQ_Q(T’ p(T)) + Ha_Q(T’ O)Ha_l(T7 p(2)):|
_ 1
_.Sa

The proof is complete. O

[Ha_l(T, 1)+ 2Ho_1(T,0) 4+ Ho_o(T,0)Ho_1 (T, 1)].

4. Main results

Let X = RT*! be the Banach space of all real (T + 1)-tuples equipped with the
maximum norm
|u| = max |u(¢)].
teNT

Obviously, the product space X? is also a Banach space with the vector-norm

Uy
full = (J22]).
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for u = (uy,u2) € X2.
For our convenience, denote by

Ai = {L |:Hai71(T, 1) + 2Hai71(T7 0) + HOéi*Q(T7 O)Hoéifl(Tv 1)} ’ (41)
a; =l; [Ai(T — 1) + Hy, (T, 1)] , (4.2)
fori=1,2.
Define the operator T : X? — X2 by
T(un, us)(t) = @&Zi;%) teNt, (4.5)
where

T (ur,uz)(t)

= G, (t,5) f1(u(s), uz(s))

s=2

= ZKQI t,s) fi(ui(s ZHal 1(t8) f1(ua(s), ua(s)),  (4.6)

and

To(u1,uz)(t)

T
Z GOQ (ta S)fQ(ul(s)’ U‘?(S))

[
||
N

Koy (t, ) fo(ur(s), uz(s)) = Y Hago1(t5) folua(s) ua(s)).  (4.7)

s=2

I
M=

/|
¥

Theorem 4.1. A couple (u1,uz2) € X? is a solution of (1.6) if, and only if,

{Tl(ula UQ) = Ui,

To(u1, u2) = us. (4.8)

In view of Theorem 4.1 it is enough to apply Theorems 1.1 - 1.3 to the system
(4.8).
Theorem 4.2. Assume that
(I) for each i € {1,2}, there exist nonnegative numbers l; and m; such that
| fi(ur,uz) — fi(vi,ve)| < lilug — vi] + milug — val, (4.9)
for all (uy,us), (vi,v2) € X?;

In addition, assume that condition (H2) is satisfied. Then, (4.8) has a unique solution
(Ul, UQ) € X2,
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Proof. For each i € {1,2} and for all (uy,us), (v1,v2) € X2, consider
| T (ur, uz) — Ti(v1, v2)|

T
<Y Ko, (t,8)] | fi(ua(s), uz(s)) = fi(vi(s), va(s))]

s=2

+ Y Haio1(t8) [ filua(s), ua(s)) = filvi(s), va(s))]
T

t
< [lilur = vi| +malug — val] | Y | Ka,(t,8)| + > Ha,-1(t,5)
s=2 s=
< [lilur — w1l + msfug — va|] [Ai(T = 1) + Ha, (¢, 1)]
< [liur = vi] + msfug — va|] [Ai(T = 1) + Ho, (T, 1)]
< ailuy —v1| + bilug — val,
implying that (H1) holds. Thus, by Theorem 1.1, the system (4.8) has a unique
solution (uq,us) € X2. O

Theorem 4.3. Assume that
(IT) for each i € {1,2}, there exist nonnegative numbers a;, b; and ¢; such that
|fi(ur, ug)| < lilus| + milug| + i, (4.10)
for all (uy,us) € X2.
In addition, assume that condition (H2) is satisfied. Then, (4.8) has at least one
solution (u1,us) € X? satisfying (1.5).

Proof. Since T;, i = 1,2, is a summation operator on a discrete finite set, it is trivially
completely continuous on X 2. For each i € {1,2} and for all (u1,us) € X?, consider

T t
ITi (1, u2)| <Y | Ko, (£ 9)] | fi(u(s), uz(s))| + Y Ha,—1(t, 8) | fi(ua(s), ua(s))]

T
< [liJua | + milug| + ni] Zu{m ts)|+ > Ha,a(t,s)

s= s=2
< [lifua| + miluz| + ni] [A z(T 1) + Ha, (t,1)]
< [lifua| + miluz| + n] [A(T — 1) + Ho, (T 1)]
< ailur| + bilus| + ¢,

implying that (H3) holds. Thus, by Theorem 1.2, the system (4.8) has at least one
solution (uy,us) € X? satisfying (1.5). O

Definition 4.4. [25] Let X be a Banach space and T1, T3 : X x X — X be two
operators. Then, the system (4.8) is said to be Ulam—Hyers stable if there exist C1,
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Cy, C3, C4 > 0 such that for each 1, e > 0 and each solution-pair (uf,u}) € X x X
of the in-equations:

— T <
Hul 1(u17u2)||X =S €1, (411)
|ug — To(ur, u2)||x < e,
there exists a solution (vf,v3) € X x X of (4.8) such that
Hui Uin < Cier + Cagy, (4.12)
luz = v3l|x < Cse1 + Caeo.

Theorem 4.5. Assume that the hypothesis of Theorem 4.2 holds. Then, the system
(4.8) is Ulam—Hyers stable.

5. Examples

In this section, we provide two examples to illustrate the applicability of Theorem
4.2, Theorem 4.3, and Theorem 4.5.

Example 5.1. Consider the following boundary value problem for a coupled system of
fractional difference equations

V§# (Vur) ) (t) 4 (0.001)
Vo (Vug) ) () + (0.002) [1 + sinwy (¢) + sinug(t)] =0, ¢ € N3, (5.1)
ur(0) +u1(9) =0, (Vur)(1)+ (Vui)(9) =0,
uz(0) +u2(9) =0, (Vug)(1) 4+ (Vuz)(9) =0.
Comparing (1.6) and (5.1), we have T =9, oy = ap = 1.5,
f1(u1,uz) = (0.001) [1 +tan ' wuy + tan"! uz} ,

[1+ tan™' uy (¢) + tan ' up(t)] = t e N3,

and
fa(u1,u2) = (0.002) [1 + sinwu; + sinug],

for all (u1,uz) € R2. Clearly, f; and f, are continuous on R?. Next, f; and f, satisfy
assumption (I) with [y = 0.001, m; = 0.001, I3 = 0.002 and my = 0.002. We have,

ay =l [AL(T — 1) + Hy, (T, 1)] = 0.0527,

ag =lo [Ao(T — 1) + H,, (T,1)] = 0.1053,

mi [Ay(T — 1) + Ha, (T, 1)] = 0.0527,

= ma [Ao(T — 1) + Ha, (T, 1)] = 0.1053.

Mo (@ b1\ _ (0.0527 0.0527
" \as b/ \0.1053 0.1053)°
The spectral radius of M is 0.158, which is less than one, implying that M converges

to zero. Hence, by Theorem 4.2, the system (5.1) has a unique solution (u, us) € X2.
Also, by Theorem 4.5, the unique solution of (5.1) is Ulam—Hyers stable.

Further,



396 Jagan Mohan Jonnalagadda

Example 5.2. Consider the following boundary value problem for a coupled system of
fractional difference equations

<v85 (Vul))(t) + (001) |:1 + \/ﬁ + U2(t):| =0, te N 2,
(v“ (Vs )) +(0.02) {1+u1(t)+m]0, te N4, (5.2)
u1(0) +ur(4) =0, (Vur)(1) + (Vur)(4) =
u2(0) +up(4) =0, (Vuz)(1) + (Vuz)(4)
Comparing (1.6) and (5.2), we have T'=4, a; = ag = 1.5,

1

fl(uhUQ) = (001) 1 + Tu%(t) + Ug(t)- ,
and i i
fg(ul,UQ) = (002) 1 —+ uq (t) —+ 14_1@@_ s

for all (u1,uz) € R2. Clearly, f; and f, are continuous on R?. Next, f; and f, satisfy
assumption (II) with I; = 0.01, my = 0.01, I3 = 0.02, ms = 0.02, n; = 0.01 and
ny = 0.02. We have,

ay = ll [Al(T - 1) + Ho/l( 5 )] = 01219,

ag = Iy [Ao(T — 1) 4+ Hyy (T, 1)] = 0.2438,

by = my [A1(T — 1) + H,, (T, 1)] = 0.1219,
by = ma [Ao(T — 1) + H,, (T, 1)] = 0.2438,
¢ =y [A(T — 1) + H,, (T, 1)] = 0.1219,
¢y = ng [Ao(T — 1) + Hy, (T, 1)] = 0.2438.

Further,
Mo (@ b1\ _ (0.1219 0.1219
T \ax b/ \0.2438 0.2438)°
The spectral radius of M is 0.3657, which is less than one, implying that M converges
to zero. Hence, by Theorem 4.3, the system (5.2) has at least one solution (u1,uz) €

X? satisfying
|U1| C1 _ 0.1757

Conclusion

In this article, we obtained sufficient conditions on existence, uniqueness and
Ulam—Hyers stability of solutions of the system (1.6) using the approaches of Precup
and Urs. We also provided two examples to demonstrate the applicability of estab-
lished results. Observe that Theorem 4.2 is not applicable to the system (5.1).
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Statistical Korovkin-type theorem for monotone
and sublinear operators

Ionut T. Tancu

Abstract. In this paper we generalize the result on statistical uniform convergence
in the Korovkin theorem for positive and linear operators in C(a, b]), to the more
general case of monotone and sublinear operators. Our result is illustrated by
concrete examples.
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1. Introduction

The celebrated theorem of Korovkin [29], [30] provides a very simple test of
strong operator convergence to the identity for any sequence (7},), of positive linear
operators that map C' ([0, 1]) into itself: the occurrence of this convergence for the
functions eg(t) = 1,e1(t) =t and ex(t) = 2, t € [0, 1]. In other words, the fact that

lim T,,(f) = f uniformly on [0, 1],
n—oo

for every f € C([0,1]) reduces to the status of the three aforementioned functions.
Due to its simplicity and usefulness, this result has attracted a great deal of attention
leading to numerous generalizations. Part of them are included in the authoritative
monograph of Altomare-Campiti [7] and the excellent survey of Altomare [6].

Recently, the present authors have extended the Korovkin theorem to the frame-
work of monotone and sublinear operators acting on function spaces endowed with
the topology of uniform convergence on compact sets. See Gal-Niculescu [24], [25],
[27].
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Let D be a subset of N, the set of all natural numbers. The density of D is
defined by

1 n
§(D) = lim — ;XD(])a
whenever the limit exists, where xp is the characteristic function of D.

The sequence (ay, )y, is statistically convergent to the number L if, for every € > 0,
we have 0{k € N : |a — L| > ¢} = 0, (see Conor [10]) or equivalently, there exists
a subset K C N with 6(K) = 1 and ng(eg) such that & > ng and k¥ € K imply that
lag — L| < &, see Saldt [34]. In this case we write st — lim «aj = L. It is known that
any convergent sequence is statistically convergent, but not conversely. For example,
the sequence defined by a,, = v/n if n is square and «,, = 0 otherwise, has the property
that st — ltma,, = 0.

Some basic properties of statistical convergence are exhibited in Connor [10],
Salat [34], Schoenberg [35]. Over the years this concept has been examined in number
theory Erdés - Jenenbaiim [16], trigonometric series Zygmund [37], probability theory
Fridy-Khan [19], optimization Pehlivan-Mamedov [33], measure theory Miller [32] and
summability theory Connor [10], Fridy [18], Fridy-Orhan [20].

Korovkin type theorems for statistical convergence of positive and linear opera-
tors were obtained by many authors, to make a selection see, e.g., Gadjev [22], [21],
Agratini [1]-[4], Cdrdenas-Morales - Garancho [8], Dirik [13], Duman-Khan-Orhan
[14], Duman [15], Akdag [5] and the references therein.

Since evidently that a positive linear operator is monotone and sublinear, it is
the purpose of this paper to generalize the result on statistical uniform convergence
in the Korovkin theorem for positive and linear operators, to monotone and sublinear
operators.

2. Preliminaries on weakly nonlinear operators and on Choquet
integral

In what follows we denote by X a metric measure space that is, a triple (X, d, m)
consisting of a space X endowed with the metric d and the measure m defined on
the sigma field of Borel subsets of X. Notice that every metric space can be seen as
a metric measure considering on it any finite combination (with positive coefficients)
of Dirac measures.

Attached to it is the vector lattice F(X) of all real-valued functions defined on
X, endowed with the pointwise ordering. Some important vector sublattices of F(X)
are

B(X)={fe€F(X): f bounded}.

C(X)={feF(X): f continuous and bounded} .

On B(X) and C(X) one considers the uniform norm || f|| = sup{|f(x)|;x € [a,b]}.
Suppose that X and Y are two metric spaces and E and F are respectively
ordered vector subspaces (or the positive cones) of F(X) and F(Y) that contain the



Statistical Korovkin-type theorem for monotone operators 401

unity. An operator T': E — F is said to be a weakly nonlinear operator (respectively a
weakly nonlinear functional when F' = R) if it satisfies the following three conditions:

(SL) (Sublinearity) T is subadditive and positively homogeneous, that is,

T(f+9)<T(f)+T(9) and T(af)=aT(f)
for all f,g in E and a > 0;
(M) (Monotonicity) f < g in E implies T(f) < T(g).
(TR) (Translatability) T(f + - 1) = T(f) + oT'(1) for all functions f € E and all
numbers a > 0.
A stronger condition than translatability is that of comonotonic additivity,

(CA) T(f+9) =T(f)+T(g) whenever the functions f,g € E are comonotone in the
sense that

(f(s) = f(®) - (g(s) —g(t)) >0 forall s,t € X.

The (C'A) condition occurs naturally in the context of Choquet’s integral (and
thus in the case of Choquet type operators). See Gal-Niculescu [25], [26] and the
references therein.

Suppose that E' and F' are respectively closed vector sublattices of the Banach
lattices C(X) and C(Y).

Every monotone and subadditive operator (functional when F =R) T : E — F
verifies the inequality

T(f) =TI <T(|f —gl) forall f,g. (2.1)
Indeed, f < g+ |f — g| yields T(f) <T(g) + T (|f — g|), that is,

T(f)=T(g) <T(f -9,

and interchanging the role of f and g we infer that

—(T(f)=T(9) <T(f —9l)-
If T is linear, then the property of monotonicity is equivalent to that of positivity,
that is, to the fact that
T(f) >0 forall f>0.

If the operator (functional when F' = R) T is monotone and positively homogeneous,
then necessarily
T(0) = 0.

The properties of weakly nonlinear operators were suggested by those of the
nonlinear functional called Choquet integral. For this reason we shortly mention them
below. Full details on this integral can be found in the books of D. Denneberg [12],
M. Grabisch [28] and Z. Wang and G. J. Klir [36].

Let (X,.A) be an arbitrarily fixed measurable space, consisting of a nonempty
abstract set X and a o-algebra A of subsets of X.

Definition 2.1. (see, e.g., Denneberg [12] or Wang-Klir [36]) A set function p: A —
[0,1] is called a capacity if it verifies the following two conditions:

(a) p(@) = 0;
(b) p(A) < u(B) for all A, B € A, with A C B (monotonicity).
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An important class of capacities is that of probability measures (that is, the
capacities playing the property of o-additivity). Probability distortions represents
a major source of nonadditive capacities. Technically, one start with a probability
measure P : A —[0,1] and applies to it a distortion u : [0,1] — [0,1], that is, a
nondecreasing and continuous function such that «(0) = 0 and u(1) = 1;for example,
one may chose u(t) = t* with o > 0. When the distortion u is concave (for example,
when u(t) = t* with 0 < o < 1), then p is also submodular in the sense that

WAUB) +u(ANB) < u(A)+u(B) forall A, B e A.

The Choquet concept of integrability with respect to a capacity refers to the whole
class of random variables, that is, to all functions f : X — R such that f~1(A) € A
for every Borel subset A of R.

Definition 2.2. (see, e.g., Denneberg [12] or Wang-Klir [36]) The Choquet integral
of a random variable f with respect to the capacity p is defined as the sum of two
Riemann improper integrals,

+o0 0

0

© [ sau= [ weeX:f@ = md+ [ ulee X i@ = 0) -1,

— 00

Accordingly, f is said to be Choquet integrable if both integrals above are finite.

If f > 0, then the last integral in the formula appearing in Definition 2.2 is 0.

The inequality sign > in the above two integrands can be replaced by >; see
[36], Theorem 11.1, p. 226.

The Choquet integral coincides with the Lebesgue integral when the underlying
set function y is a o-additive measure.

As usually, a function f is said to be Choquet integrable on a set A € A if fxa
is integrable in the sense of Definition 2.2. We denote

©) [ fin=(©) [ rxan

The basic properties of the Choquet integral, seen as a functional are as follows:
it is monotone, positive homogenous, comonotonic additive and subadditive (if u is
submodular).

Remark 2.3. Several extensions of Korovkin’s theorem in the case of weakly nonlinear
operators acting on a sublattice of a space C'(X) and the uniform convergence on
compact sets can be found in the papers Gal-Niculescu [24], [25], [27].

In the next section we discuss an analogue in the space C([a, b]) and for statistical
uniform convergence.

3. Main result, uniform convergence case

In this section we obtain an analogue result with the classical Korovkin theorem
in C([a,b]) for the statistical uniform convergence of a sequence of monotone and
sublinear operators.
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Theorem 3.1. If the sequence of monotone and sublinear operators A, : C(la,b]) —
B([a,b]) satisfies the conditions

st —lim || A, (eo) — eo]| = 0; st — lim || A, (e1) —eq|| =0,

st —lim || Ay (e2) — ez]| = 0; st — lim || A, (—e1) +e1|| =0, (3.1)
then for any nonnegative function f € C([a;b]), we have
st~ |4, (f) — fI| = 0. (3:2)
If, in addition, all A, are translatable, then the above convergence holds for all f €
C([a,b)]). Here || - || denotes the uniform norm.

Proof. Suppose firstly that f € C(]a,b]) is nonnegative on [a,b]. Since f is bounded,
we can write

[f(t) — f(x)] < 2M, for all t,x € [a,b].
Also, since f is continuous on [a, b], it follows that there exists a § > 0 (depending on
¢) such that |f(t) — f(x)| < € for all ¢,z € [a,b] satisfying |z — ¢| < §, which implies
that for all ¢,z € [a,b] we obtain

lf(t) — f(z)| §5+26—]‘24(t—x)2:e+26—]\24(t2—2mt+x2). (3.3)
We have two cases:
Case 1. x € [a,b],  <0.
Case 2. z € [a,b], = > 0.
Applying A,, to (3.3), by the sublinearity of A,, and by the property (2.1), since
—2x > 0, in Case 1 it follows

An(lf = f(@)])(z) < eAn(eo)(z) +

2M
+6—2(An(62)(m) — 2?4+ 2? = 20A,(e1)(x) + 227 — 227 + 22 A, (eo) () — 2% + 2?)

2Ly (o1~ 0)(0) < eAnlen) @)

<el|An(eo) — ol +¢

2M
+ 5 (1 4n(e2) = ea]| +2fa] - [ An(er) = e + 27| A (eo) = eol)),

which by
An(f)(@) = fz) = An(f)(2) — An(f (@) () + f(2)(An(e0)(x) — eo(x)),
immediately implies
[An(f)(2) = f(@)] < [An(f)(2) — An(f (@) ()] + | f(2)] - [An(e0)(x) — eo(x)],
and therefore

[An(f) = FIl < [[An(lf = f(@)DI + M - [|An(eo) — eoll

2M a2 AM o 2M
< (e + M+ —5—)lAnleo) = eoll + =5 [[Anler) — erll + =5~ [[Anlez) — e2
< C([[An(eo) —eoll + [[An(er) — x|l + [|An(e2) — e2l]), (3.4)

where C' = max{e + M + %32, 42} and a = max{|al, |b]}.
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In the Case 2, since —2z < 0 and applying the positive homogeneity of A,, too,
it follows

An((f — F@))(x) < eAn(eo)(@) + nk

7 An((er = 2)°) (@) < eAn(e0) (@)
2M
—l—?(An(eg)(x) — 2?20, (—e)(x) + 207 — 227 + 22 A, (eo) () — 2% + 2?)
< el An(eo) —eoll +¢
2M ,
+5z (IAn(e2) = e2f| + 2fa] - [ An(=e1) + el + 27| An(e0) — eol)),
which immediately implies

[An(f) = Il < A (If = f@)DII + M - [[An(eo) — eoll

2Ma? 4Mao 2M
< (e 4+ M+ —5—)l[Anleo) = eoll + =3 [[An(=e1) +enll + —-[|An(e2) — e
< C(lAn(1,2) = 1 + [|An(=t,2) + ]| + [[An(t?,2) — 22|]), (3-5)
where again C' = max{e + M + 21\(?2(12, 423 and a = max{|al, [b[}.

Denoting
E = {n: | Au(eo) = coll + | 4n(er) = eill + 1 An(=er) + el + [ An(ea) —ea] > 2}

E = {n: A, (eo) — eol| > %}7
b
b

Ey = {n An(es) = e = } ,
the inequalities (3.4) and (3.5) show that E C F; U Ey U E3 U E4, which implies

By = {n; 1A (e1) — e >

8l=

E3 = {n: |An(—e1) + el >

Q‘Sg‘:

XB() < XEi(j) T XBa2() T XBa(j) T XBa(j), forall j € N.
Therefore, denoting D = {n € N; ||A,(f) — f|| > n}, it is immediate that
6(D) < 6(E) < 6(Er) + 6(E2) + 6(E3) + 6(Ey)
and by using (3.1), we get (3.2) and therefore it follows that the proof is complete for
nonnegative f.

Suppose now that f is of arbitrary sign. It follows that f + || f|| is nonnegative
and therefore form the above conclusion we get

st —lm [[A, (f + [IF1) = f = IlF] 1 =0.

Since all A,, are translatable, it follows

An(f + 1F D) = An(F) (@) + [IF]] - An(eo)(x)

for all n € N and therefore

[An(f D = f = 1= 1An(f) =+ 1FI- (An(eo) — eo)ll,

which immediately leads to the desired conclusion. O
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4. Concrete examples in Theorem 1

In this section we present three concrete examples illustrating Theorem 1.

Example 4.1. Firstly, let us consider the Bernstein-Kantorovich-Choquet polynomial
operators for functions of one real variable defined by the formula
k+1 n+1
() fyis™ Fdu(t)

ank /(n+1),(/c+1)/(n+1)})’

with g = y/m, m the Lebesgue measure and
Pnk(t) = <Z> tf(1 —t)"=*  fort € [0,1] and n € N.

According to the results in Section 3 in Gal-Niculescu [24], K, ,(ex) — e, k €
{0,1,2} and K, ,(—e1) — —e1, uniformly on [0, 1]. Also, according to Section 5 in
Gal-Niculescu [27], these operators are monotone, sublinear and translatable.

Define now the sequence

Po(f)(x) = (1 + an)Knu(f)(2), 2z € [0,1],n €N,

where «,, is a sequence statistically convergent to zero but not convergent to zero in
classical sense.

Therefore P, (f)(x) satisfies the conditions in Theorem 1 and consequently P, (f)
converges statistically to f, for any f € C([a,b]).

Example 4.2. We consider below an example which does not involve the Choquet
integral, namely they are the so-called possibilistic Kantorovich operators introduced
in Gal [23], defined by

) =Y puk(e) - sup{f(e);z € [k/(n+1), (k+1)/(n+1)]}.
k=0

It is easy to see that each T, is a monotone, sublinear and translatable operator and

T, (eo)(x) = eo(x).

Also we have

n

k41
To(er) () = > po()
= n+1
n - ko1
= e [+
k=0
n

+ ! — e1(x)
nJrlaj n+1 et
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- k
Ta(-a)(e) = puae) | ]
n n k
= n, (33) - =
n+1 kZ:op k n

" —ei(2)
= - r — —e1(x),
n—+1 !

for n — oo, uniformly on [0, 1].
Moreover,

n k+1 2
a:)Zan,k(a:)- (n+1)
Z k2+2k+1
- n+1 pnk

= n )’ z? + 2n x4+ ! — ea(x)
C\n+1 (n+1)2 (n+1)2 2
for n — oo, uniformly on [0, 1].
Now, the sequence

Qn(f)(x) = 1+ ayn) - To(f)(z), 7 € [a,b],n €N,

where «,, is the sequence mentioned in Example 4.1 too, satisfies Theorem 1.

Example 4.3. Define now the sequence

(O 5™ 50
Qn ank M([ /(n+1)’(k—|—1)/(n+1)])7

where p = /m and 0 < 3, < 1, n € N, is statistically convergent to 1 but not
convergent in the classical sense.

These operators are monotone, sublinear and translatable and we easily seen
that we have

Qn(eO)(x) =1,
Qn(el)(x) = ﬁnKn’M(el)(x),
Qn(_el)(x) = BnKn,u(_el)(x)y

Qul(e2)(x) = B Knu(e2) ().
Therefore, the hypothesis of Theorem 1 are satisfied.
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Abstract. A new class of Bernstein-type operators are obtained by applying an
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operators have good properties of approximation of functions and of their deriva-
tives.
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1. Introduction

Bernstein operators are defined by

Balf)(@) = 3 pus(e)f (jj) (L.1)
k=0
where

Prn(z) = (Z) 2 (1 — )k, (1.2)

for f:]0,1] =R, neN, z €]0,1].

They are the source of a vast literature with a multitude of modifications and
generalizations. In this article we propose a new construction of a sequence of linear
positive operators recursively obtained by applying a modification method starting
from the Bernstein operators.
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For integers 0 < r < n consider the operator
T (f)(z) = anfr,i(x)Fr:,i(f)v f:[0,1] =R, z €[0,1], (1.3)
i=0

where the functionals F} ; are defined recursively by Fg’i(f) =f (%), 0 <¢<nand,
for r > 1:

= (1- 5 ) F+

Note that for r = 0, T; coincides with the Bernstein operator, B,. Also, the
operator T)} can be put in connection with operators T}, , defined by

Th.o = aBy, + (1 —a)Ty, for a €[0,1]

no

B} ?

Fri(f), 0<i<n—r (1.4)

n—r n—r

and introduced by Chen et alt. [1]. The Chlodovsky variant of operators T;, ., was
studied in [7].

For operators T, we study in this paper the explicit representation, the mo-
ments, estimates of the degree of approximation in terms of moduli of continuity, the
Voronoskaja-type theorem, the preservation of the convexity of higher order and the
simultaneous approximation. There exists a partial analogy between the operators 7T,
and the iteration by composition of Bernstein operators:

(Bn)" :=Bpo-0B,, (rtimes).

2. Basic identities

For p € N define the monomial function e,(t) = ¢?, ¢t € [0,1]. Let B[0, 1] be the
space of bounded functions defined on interval [0, 1], C[0, 1] be the space of continuous
functions defined on interval [0,1] and C*[0, 1], k > 1 be the space of functions with
k continuous derivatives.

Lemma 2.1. For integers 0 <r <n, 0 <i <n —r there hold:
i) Fyi(eo) =1,
i) Fr.(e) = 2

n,i

n—r’

Proof. The relations follows immediately by induction. O

Corollary 2.2. For integers 0 < r < n, and x € [0,1], the following relation are true:

i) T, (eo)(x) =1,
i) Tr(e1)(z) = x.

Proof. Corollary 2.2 follows from Lemma 2.1 using the properties of Bernstein opera-
tors. U

For a € R, and n € NU{0} denote by (a),, the Pochhammer symbol, i.e. (a)p =1
and (a), =ala+1)...(a+n—1), forn>1.
For n,r i,k e NU{0},0<r<n,0<i<n-—r, 0<k<r define

Crrik = (Z) (n—i—1)_1(i)s. (2.1)
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Lemma 2.3. For f € C[0,1], ne N, r e NU{0}, 0<r<n,0<i<n-—r, we have

N - _ i+k
Fpa(f) = o, ;)cn,m,k f < ) : (2.2)

n

Proof. We prove by mathematical induction with regards to r. For » = 0 equation
(2.2) is clear. Suppose (2.2) true for r < n — 1. Then, for 0 < ¢ < n —r — 1, and
f:00,1] = R:

) = (1 g ) Bl + e )

n—r—1 A
- S e (e et (5F)
+n_i_1 : (njr)rlé)(;)(nril)rk(i+l)k (H;‘Lk)
- m {kz_o (;)(n—r k(e —r—i—1)f (sz>
+§ (Z)(H—T—i— 1)y (i + 1)gi (W)}
+§ <k> (n—r i~ DS (*;““)} (2.3)
Since
sz:_O (,:) (n—r—i—=1)r k(D)1 f <H711+k>
IR
and

<;)+(kil> - (Tzl)’

by adding the last two sums in (2.3) one obtains

r+1 .
FP0 = o ()i Do (58
[y n

1 SS s i+k
= T 1N Cn,r+1,i .
,r+1,4.k n

(TL - Tr— 1)r+1 =0
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Remark 2.4. From Lemma 2.3 it follows that
Ty M (f)(x) = (1 —2)f(0)+af(1), f:]0,1]] >R, neN, z€0,1].

This relation, shows that the operators T, make a link between the operators B,, and
By, similarly with the link made by (B,,)", for r = 1 and the limit r» — occ.

For any n € N consider the operator
n—1 1 1
Go.(fHt) =1 -0t)f (nt) +tf (ntJr > , feCo1],te[0,1. (2.4)
Lemma 2.5. For 1 <r <n and f € C[0,1] there holds

T, (f)(x) = (T;,21 0 Gu)(f)(2), = € [0,1]. (2.5)
Proof. From relations (2.1) and (2.2) one has

F;,xf)m_lr)i(;)(nr e ()kf<l+k)

" k=0

We decompose this sum in two sums denoted U; and Us using formula

(-G

By changing the index one obtains

et B e oo (2

k=0
(n—lr),;(l::i)(nr D) (i) 1(z+k1)f(izk>
- (n_lm _(;1)01— - k<'>k<z‘+k>f(”’““)

U = (nlr)ri(;l)(”—” Dr— (D) f <Z—;k)
- Z:: (Tkl)mrz‘)r_l_k(i)k(nkz‘1>f (;’“)

1 i+k
:nf]_ nfr ch 1,r— 1114,71—]6—2—1)‘]0( )
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Then,
Fﬁ,i(f)=U1+U2
1+ k i+k+1
ch 1,r— 11k|: f( )
(n—7), — n
n—k—z—l i+ k
+ f( )}
n—1 n
But:
i+ k i+k+1 n—k—1—1 i+ k
() ()
n—1 n n—1 n
_ iJrkf nfliJrkJrl n 1,k+i f nfl.iJrk
n—1 n n—1 n n—1 n n—1
i+ k
- G ().

Then, for 0 <i<n—r,

Ff) = e ch eiaGalD) (EE8) = LGt

n—1

Finally,
TN = 3 s EL(D) = 3 pri@) L (Ga(F))
1=0 1=0
= Tp-1(Gu(f)) ().

O
Corollary 2.6. For integers 0 < r < n there exists the representation
T =By +0Gp_rt10Gn_pi20...0G,. (2.6)
3. The moments
Lemma 3.1. Forn € N, p € N there holds
p .
Gnl(er — xeq)?)(t) = Y (t — 2) dy pj(2), t,x € [0,1], (3.1)
j=0
where
dops(@) = = (P) 00— 17 (1= @) 4 21— 2]
n,p,j v \j

nP\j—1
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Proof. From the definition of G,,, grouping the terms with the same power of t — x
one obtains

_ (1x+xt)§%<§> <”n1>](tx)ﬂ(n)p_]
e (0) () oot (52)
- Tji(t ~o7[(P)a - o (-

Finally, equation (3.1) follows, because the coefficient of (¢ — x)P*! is null. O

Define the moments of order p of operators 7, by
MPITY)(z) =T, ((e1 — weg)P)(x), 0 <7 <n, p>0, z €[0,1]. (3.2)
From Lemma 2.5 and Lemma 3.1 we have the following relation of recurrence

Corollary 3.2.

MP[T7)(x) = dpp (@) M [T {)(z), 1< 7 <n, p>0, 2 €[0,1]. (3.3)
j=0
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Lemma 3.3. We have, for x € [0,1], 0 <r < n:

MO\ () = 1 (3.4)

M'T;)(z) = 0; (3.5)

ML) = n(jf_i’;i)x(l ~a) (3.6)
TL2 nr mn T2 T

MAT!(z) — nai_:fﬁ&_ti52“1*”“’2”; (3.7)

MYT(z) = 2(1—2)an,(2), with |a, ()] < C, - % (3.8)

where C,. is independent onn € N, and z € [0, 1].

Proof. Relations (3.4) and (3.5) can be obtained directly from Corollary 2.2.
For the moment M?[T](x), first note that for » = 0 and n > 1, equality (3.6) becomes
1—
a(rf) () = D),
n
which is known, from the property of Bernstein operators. For r > 1, from Corollary
3.2 and equations (3.4) and (3.5) one obtains

- n?—1 . 1-2z _
W = e - e e
z(1—2) "
+——5—=M°[T}{](x)
n?—1 . z(1—x)
I M?[T; 23] (2) + oz
Then, equation (3.6) follows by induction since
n+r+1 n?—1 n+r—1 x(1—x)
TP a1 —a) = - 1—a)+ 221
n(nfr+1)x( z) n? (nfl)(nfrJrl)x( @)+ n?

Equation (3.7) for r = 0, n € N reads M3[T%)(z) = W, which coincides
with the moment of order 3 of Bernstein operators. For r > 1, suppose that (3.7) is
true for 7 — 1 and n — 1. From relations (3.3), (3.4), (3.5), (3.6) it follows after certain
computations:

) = CE D gy 43"t - amam )
n 3nz(l—x) q;?l) — 6z + 6z MUY () + x(l—ziglex) MO ()
~ (n=12(n+2) n*4+4dnr+7r*—3n—3r+2
= = .(n—1)2(n—r+1)(n—r+2)x(17I)(172z)
n—1 n+r—1

—|—37(1—2x) (1—x)+%x(1—m)(1—2x)

n—Dn—r+1)"
n?4+4nr+3n+r2+3r+2

= 20—+ D1 1 2) (1 —x)(1—2z).
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Finally, it is known that B, ((e1 — weo)*)(z) = O (-5). Hence equation (3.8) is true
for r =0, n € N. For 1 <r < n equation (3.3) yields

n—1)3(n n—1)2%(1-22z
) = Dy 4 62 gy
n (n—1)(6(n 77134)33(1 —xz)+4) M2[TY ()
N 4(n — Dl —z)(1 — 2z) — 42 + 622 — 4o + 1M1[T;;:ﬂ(x)

n4

n x(1— x)(Swj — 3z + 1)MO[T£:H($).

n
From this relation, from (3.4), (3.5), (3.6), (3.7) and supposing that

. 1
M) = o1~ 20 (o
it follows that

1
4 rr _
MAT7(x) = z(1 —2)O (n2> .
So, relation (3.8) follows by induction. O

Lemma 3.4. For integers n,r,p, with n > r + p we have the representation

T;<ep><x>< ) Buer(e)(@) + By (2), (3.9)

where Ry, () is a polynomial with degree at most p having all the coefficients of type
(@) (%), depending on p and r.

Proof. We have

n—r

n

From this it follows that G, (ep)(t) = (”T_lt)p + P, »(t), where P, ,,(¢) is a polynomial
of degree at most p in variable ¢ and all the coefficients of P, ,(¢) are positive and of
type O (%) Then, by induction we deduce that

n—r

p
(anrJrl o anrJrQ O0---0 Gn)(ep) - ( ) + Pn,p,r(t)v

n

where ]5”7p7r(t) is a polynomial of degree at most p having all the coefficients of type
0(L).
Using formula (2.6) we obtain

p
, n—r -
T, (ep) = ( " ) anr(ep) + anr<Pn7p7r)-

Denoting R, () = By_p(Pnp.r)(z) it follows that R, ,(z) satisfies the conditions
from this lemma, because the Bernstein polynomials B,,_, preserve the degree of
polynomials of degree up to n — r. O
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4. Estimations of the degree of approximation by operators 7).

In this section we deduce estimates of order of approximation using the first order
modulus of continuity, the usual second order modulus of continuity and the second
Ditzian-Totik modulus, which are given bellow, for a generic function g € B[0, 1] and
h > 0, respectively by

wl(gah) = Sup{|g(u) —g(U)|, u,v € [07 1]’ |u_U| < h}7
wa(g,h) = sup{lg(z — p) —29(x) + g(x + p)|, x £ p € [0,1], [p| < h};
w3 (g,h) = sup{lg(z —p) —29(x) + g(x + p)|, z £ p € [0,1], |p| < hp(x)},

where p(z) = z(1 — z).

Theorem 4.1. For f € C[0,1], x € [0,1] and integers 0 < r < n the following estimates
are true:

T = F@)] < 201 (i), (41)
TN~ F@] < g (7200, (2) (42)
T~ F@)] < s (Foine (@) (43)

IN

@) - f@)] < wf (f, ,/M) , (4.4)

(n+r+1)z(1—x)
n(n—r+1)

f € CY0,1], in inequality (4.3) we suppose that \/ % < 1 and in inequality

(4.4) we suppose that ,/n&ti% < %

Proof. Inequality (4.1) follows from the general estimate of Mond [4]. For the rest
of the estimates we can apply the estimates obtained in [5] for general operators in
terms of the moments. So, inequality (4.2) follows from [5]- Cor. 2.3.2, inequality (4.3)
follows from [5]- Cor. 2.2.1, and inequality (4.4) follows from [5]- Th. 2.5.1. O

where fin r(z) = and additionally, in inequality (4.2) we suppose that

Corollary 4.2. For any f € C[0,1] and integer r > 0 there holds:
Jm 1705 - 7l =0, (45)
where || - || denotes the sup-norm.

We give now a quantitative version of the Voronovskaja theorem. For this we
use the least concave majorant of the first modulus of continuity, given for a function
f € Bla,b] and h > 0 by

sup (h*w)m(f,y;iriy*h)wl(f,z)’ 0<h<b—a

w1(f,h) =q =72k (4.6)

T#Y

wl(fa1)> h>b-—a.



418 Radu Paltanea and Mihaela Smuc

Theorem 4.3. If f € C2[0,1], » > 0 is an integer and x € [0, 1], then we have
1 (n+r+1)zx(l—2
( Ja( )'WWW

TI(f) () — flx) — + -
< a?“‘”@(~,1), (4.7)

2 nn—r+1)
n vn

where C,. > 0 is a constant independent on f, n and x.
Proof. Using the estimate given in Gonska [2]-Th. 3.2 one obtains:
1 (n+r+1)z(1—2)

L)) = fla) = 5 - o S )

1 . 2 ~ v 1 Th(ler — weol?) ()
< ETn((el — zep)”) (@)@ ( '3 T;{((ei - :1:62)2)@)> .

From the Cauchy-Schwartz inequality it results

Ti(ler — weo’) (@) _ \/Tﬁ((el — weo)t)(z)

Ti((er —weo)?)(x) = | Ti((exr — weo)?)(x)
Using Lemma 3.3 there is a constant C,., independent on n and x such that

Lo —we))(@) _ G2 G,
r _ 2 = (n+r+Dz(l—z) —
Tr((e1 — zeg)?)(x) Thi—r )

n .

From the above relations it follows that there exists a constant C‘T such that relation
(4.7) holds. O

5. Convexity of higher order. Simultaneous approximation

A function f : I — R, I interval, is named convex of order s, s > —1, or
s-convex, in the sense of T. Popoviciu [6] if for any distinct points xg, 1, ... Zs11
in I the inequality [f;zo,1,...2s41] > 0, holds, where [f;xzg,21,...2541] > 0 is
the divided difference of function f. In particular, if f is convex of order s, then
AT f(z) > 0, for any z € I, h > 0, such that = + (s + 1)h € I, where AT f(z) =
S (—1)s i (°**!) f(x + ih) is the finite difference of order s + 1 of f. So that f
is convex of order —1 iff it is positive, f is convex of order 0 iff f is increasing, f is
convex of order 1, if it is usual convex and so on. Denote by D the derivative operator,
and by D* := Do Do Do---0D, (s-times), the operator of derivative of order s. If
f € C5T1(I), then f is convex of order s if and only if D**!f(z) > 0, for all = € I.
An operator which transforms each s-convex function in a s-convex function is named
convex operator of order s.

Lemma 5.1. For f € C[0,1], and integers 0 <r <n, 0 < s <n—r we have

DTy (f) ()
_ _ n—r—s r . k
_W Z Pn—r—s,i ) Z Cn+s,r,i+s,kA‘i%f (Z —; ) . (51)

k=0
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Proof. We prove by induction with regard to s. For s = 0 it results from Lemma 2.3.
Now suppose that (5.1) is true for s and prove it for s + 1. We have

DT (f) (@)
(n—r—s+1), r "
N OS Pn—r—s,i n+s,r,i+s A5
(n—r1), Z ,($)ZC+H+J€ %f "
=0 k=0
mM—r—s+1); ~—
= (n,—r Z n—1—5)(Pnor—s—1,i—1(2) = Pn—r—s—1,i(x)) X
=0
s i+ k
X .
ch+s,r,z+s,kA71Lf< " )
k=0
(TL—T‘ 6+1n r—s—1
= o 2 prrsnala) x
- s i+k+1 " . itk

(TL*T*S n—r—s—1 r+1 Z+j
T, X e ZN ( )

1=0
X |:C7L+s,r,i+s+1,j—1 - Cn+s,r,’i+s,j]a
where Cn+ts,rits+l,—1 = 0 and Cnts,ritsr+1 = 0.

For n,r,i fixed, denote aj = Cpys.ritst+1,j—1 — Cnts,rits,y 0 < J <r+1.
In order to prove the induction step it suffices to show for 0 <i<n—r —s—1:

r4+1
S Lt ‘] s+1 itk
A A 2
Z ( ) ch+s+l ri+s+1,k f ( n ) (5 )

k=0

Then

1 .
ey s

+(ar + arg1) [As}zf <z—7|;7“> — A%f (Z_H;z_l)]

(a1 4 an o+ ) [Azf(i+1> —A1f<

n

)]...

3| .

+(C¥0 +ar+...+ Cerrl)Aif (;) .
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Using Lemma 2.3 and then Lemma 2.1-i) we have

r+1 r+1 r+1

E a; = E Cn+s,rits+1,j—1 — § Cn+s,r,i+s,j
Jj=0 j=0 j=0

r r
= E Cn+ts,rits+1,j — § Cn+s,ri+s,j
j=0 j=0

= m+s—71)F igitsr1(e0) —(n+s—7)Fp ... (eo)
= (n+s—r)y—(n+s—r),=0.

Therefore, it results

r+1 Z+j r r+1 ’L+k‘
A = AT (=) -
Fois(5)emf Sasra(2) oo

k=0 j=k+1

In order to obtain relation (5.2) it suffices to provefor 0 < k<r, 0<i<n—r—s—1
that:

r+1

E : Qj = Cpnts+1,r,i+s+1,k- (5.4)
j=h+1

Fix i. We prove relation (5.4) by descending induction with regard to k. For k = r we
have

r—+1

r .
Z Q5 = Qpi1 = Cpds,rits+l,r — (7“) (n -1- T)O(Z + s+ 1)r
j=r+1
T .
= r (Tl - T)O(Z + s+ 1)7‘ = Cn+s+1,rits+1,r-

Now, suppose that (5.4) is true for k+1, 0 < k < r—1 and prove it for k. One obtains

r+1

>
j=k+1
r+1

=t D, o

j=k+2
Ayl + Cptst1,ritstlktl

=  Cn4s,ri+s+1,k — Cn+s,ritsk+1 + Cn+s+1,ri+s+1,k+1

= (2) (n—i—r—=1), (i+s+ 1) — (k i 1) (n—i—=7)r 10+ 8)kt1

r . .
+<k n 1) nm—i—71)p—g—1(t+ 8+ 1)pt1
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r

= (st Dutn—i =i (o-i-r-n- (1 i+
+<kil>(i+s+k+1)]

_ (i+5+l)k(n—i—r)r_k_lK;{;)(n—i—7’—1)+<k:_1>(k+1)}

= () Danm i el i == 1) - )

™y, . .
= (k>(z+s+1)k(n—z—r)rk
=  Cnits+1,rits+1lk-

Then equality (5.4) is true and consequently relation (5.2) is true. 0

Theorem 5.2. Let integers m,r be such that n > r. Then operator T is convex of
order s for each integer s > —1 such that n > r + s.

Proof. If f is s-convex, then Asflf (%) >0, for0<i<n-—r—s—1. From

relation (5.1) with s + 1, instead of s it follows that (ﬁ)sJrl Tr(f)(z) >0, ie Tr(f)
is s-convex. O

With the aid of this fact we can deduce the property of simultaneous approxi-
mation of operators 7.

Theorem 5.3. For any integers 0 <r <n and 0 < s <n —r we have

lim [[(D° o T)(f) ~ D*f]| =0 (5.5)

Proof. 1t suffices to take s > 1. Let n € N sufficiently large, such that n > r + s.
Consider s-Kantorovich operator associated to the operator T, defined by

K, ,.=D%oT} ol
where I, is operator defined by
xT —t s—1
L@ = [ E g, we o1, g€ cp.1
0 (S — 1)'

for s > 1 and Iy is the identical operator. Because operator T is convex of order s —1
if follows that K? _ is a linear positive operator. Note that

(D* o T)(f) = K (D°f).

So that, in order to prove relation (5.5) it is sufficient to prove that the sequence of
operators (K}, ,.), satisfies the conditions in the theorem of Korovkin. In Knopp and
Pottinger [3]- Korollar 2.2 it is shown that the necessary and sufficient condition for
this is the following conditions

le |D%esti — (D o Ty )(esqq)|| =0, fori=0,1,2. (5.6)
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hold. From Lemma 3.4 we obtain

0o e = (

Because the sequence (B,,_,), has the property of simultaneous approximation, we
infer

n—r

s+1
> Danfr(eeri) + DSRn,s«H,Ta 1=0,1,2
n

lim
n—oo

s5+1
Dses+i - (n r) (Dq © an"“)(es+i) =0,1=0,1,2.

n

Also, from properties of polynomials R, ¢4, we obtain
lim |D°R, s+ir]| =0, 4=0,1,2. O
n—oo
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An extension of Krasnoselskii’s cone fixed
point theorem for a sum of two operators
and applications to nonlinear boundary value
problems

Lyna Benzenati and Karima Mebarki

Abstract. The purpose of this work is to establish a new generalized form of the
Krasnoselskii type compression-expansion fixed point theorem for a sum of an
expansive operator and a completely continuous one. Applications to three non-
linear boundary value problems associated to second order differential equations
of coincidence type are included to illustrate the main results.
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1. Introduction

One of the main results in fixed point theory is the cone expansion and com-
pression theorem proved by Krasnoselskii in 1964 (see, e.g., [10, 11]). It represents
a powerful existence tool in studying operator equations and showing existence of
positive solutions to various boundary value problems. By this result, a solution is
localized in a conical shell of a normed linear space. This theorem has been recently
deeply improved in various directions; see [1, 2, 3, 6, 9, 12, 13, 14] and references
therein. A vector version of Krasnoselskii’s fixed point theorem in cones has been
given in [4, 15, 16]. In practice, the vector version allows the nonlinear term of a
system to have different behaviors both in components and in variables.
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In this paper, we first establish some user-friendly versions of Krasnoselskii type
compression-expansion fixed point theorem for a sum of an expansive operator and a
completely continuous one. A vector version of the main result is also given.

Next, using the main obtained fixed-point result, we study the existence of positive
solutions for three nonlinear boundary value problems associated to second order
differential equations and systems of coincidence type equations.

Let X be a normed linear space with norm ||.||, and let P C X be a wedge, i.e.,
a closed convex subset of X, P # {0} with AP C P # {0} for every A € Ry. If in
addition P N (—=P) = {0}, then P is a cone, and we say that z < y if and only if
y —x € P\ {0}. For two numbers 0 < r < R, we define the conical shell P, g by
Prr:={zeP:r<|z| <R}

Let N: D C X — X be a continuous operator. The operator N is said to be
bounded if it maps bounded sets into bounded sets, completely continuous if it maps
bounded sets into relatively compact sets, and compact if the set N (D) is relatively
compact.

Consider the operator equation

Nz =z,
where N is a given nonlinear map acting in P.

Theorem 1.1. (Krasnoselskii’s compression-expansion fixed point theorem). Let o, 8 >
0, @« # 8, r := min{w,} and R := max{«,B}. Assume that N : P, g — P is
a compact map and there exists p € P\ {0} such that the following conditions are
satisfied:
Nx # \x for ||lz|| = @ and X > 1;
Nx+up#ax  for ||| =8 and p> 0.
Then N has a fized point x in P with r < ||z| < R.

(1.1)

Remark 1.2. If 8 < «, then the conditions (1.1) represents a compression property of
N upon the conical shell P, r, while if 8 > «, then the conditions (1.1) expresses an
expansion property of N upon P, g.

Consider a system of two operator equations
Ni(21,22) = 71
Na(w1,22) = T2,

where N1, Ny act from P x P to P.

Theorem 1.3. ([16, Theorem 2.1]). Let (X, ||.||) be a normed linear space; P1, P2 C X
two wedges; P := Py x Pa; oy, B; > 0 with a; # B; fori = 1,2 and let r; = min{ay, 5;},
R, = max{w;,B;} for i = 1,2. Assume that N : Prrp = (P1)ri,my X (P2)ry.ms —
P, N = (N1, Ns), is a compact map and there exist p; € P; \ {0}, i = 1,2 such that
for each i € {1,2} the following conditions are satisfied in Py r:

N;x # da; for ||zi]| = a; and A > 1
Nix + ppi # xi for ||zil| = Bi and p > 0.
Then N has a fized point © = (x1,x2) in P such that r; < ||z;|| < R; for i=1,2.

(1.2)
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A mapping T : D C Y — Y, where (Y, d) is a metric space, is said to be expansive
if there exists a constant h > 1 such that

d(Tz,Ty) > hd(x,y) for all x,y € D.
To establish our results, we need the following technical lemma concerning expansive
mappings.

Lemma 1.4. Let (X,|.||) be a linear normed space and D C X. Assume that the
mapping T : D — X is expansive with constant h > 1. Then the mapping T : D —
T(D) is invertible and

_ _ 1
IT7 e —T71y| < 7lle—yll, Va,y € T(D).

2. Main results

Theorem 2.1. Let K be a subset of a Banach space X and P C X a wedge. Assume
that T : K — X is an expansive mapping with constant h > 1 and F : K — X is a
mapping such that I — F : K — P is completely continuous one with P C T(K). Let
a,8>0,a# B, pe P\{0}, r :=min{w, f} and R := max{a, 5}.

Suppose that the following conditions are satisfied:

x# Xz + Fx forz e T-YP), |Tz| =a and X > 1. (2.1)
x#Te+ Fr—pup forx e T YP), |Tx||=p and pu > 0. (2.2)
Then T + F has a fized point x in T~ (P) such that r < ||Tz| < R.

Proof. By Lemma 1.4, the operator T-! : T(K) — K is a -contraction. Then the
operator N defined by
N:P — P
y — Ny=T7ly—FT7ly
is well defined and it is completely continuous.
Claim 1. We show that Condition (2.1) implies that
Ny # Ay for ||y]| =« and A > 1.
On the contrary, assume the existence of A\g > 1 and y; € P with ||y1]| = « such that
Ny1 = Aoys.
Let 21 := T 'y;. Then
xry — F:L'l = )\oT.’,El.

The hypotheses y1 € P, ||y1|| = « imply that 1 € T~1(P) and ||[Tz1|| = a. Which
lead to a contradiction with Condition (2.1).
Claim 2. We show that Condition (2.2) implies that

Ny +up #y for [ly[| =5 and > 0.
On the contrary, assume the existence of pg > 1 and yo € P with ||y2|| = S such that

Y2 — Ny2 = pop.



426 Lyna Benzenati and Karima Mebarki

Let x5 := T 'yy. Then
T9 = Txo + Fxo — oD

The hypotheses y2 € P, |ly2]| = 8 imply that x5 € T71(P) and ||Tx2| = 8. Which
lead to a contradiction with Condition (2.2).

Consequently, by Theorem 1.1, the operator N has a fixed point y € P such that
r < |ly|| < R. That is

T Yy —FT ly=y.
Let x := T~ 'y. Then x € T~1(P), it is a fixed point of T + F, and
r<||Tz|| <R. O

If in addition P is a cone, as a consequence of Theorem 2.1, we derive the
following cone compression and expansion fixed point theorems, the first in terms of
the partial order relation induced by P and the second of norm type.

Corollary 2.2. Let K be a subset of a Banach space X and P C X a cone. Assume
that T : K — X is an expansive mapping with constant h > 1 and F: K — X is a
mapping such that I — F : K — P is completely continuous one with P C T(K). Let
a,B >0, a# B, r:=min{a, 8} and R := max{a, 8}.
Suppose that the following conditions are satisfied:

x % Tx+ Fx for x € T-YP) with |Tz| = o (2.3)

x ¢ T+ Fx for x € T-Y(P) with |Tx| = 5. (2.4)
Then T + F has a fived point x in T~1(P) such that r < |Tz| < R.
Proof. The conditions (2.1) and (2.2) of Theorem 2.1 are satisfied. Indeed, assume
the contrary of Condition (2.1). Then there exist \g > 1 and zo € T~!(P) with
|ITx0|| = a such that

o — )\0TZO + Fl‘o.
Thus, Txg = )%O(a:o — Fxy) < g — Fxo, that is xg > Txo + Fxg, which contradicts
(2.3).
Assume the contrary of Condition (2.2). Then there exist p € P\ {0}, po > 0 and
x1 € T71(P) with || Tx1|| = B such that
Tr1 = T:rl + F:]Cl — KoP-
Since pop € P\ {0}, we obtain
1 <Tx1 + Fxq,

which contradicts (2.4). O

Corollary 2.3. Let K be a subset of a Banach space X and P C X a cone. Assume
that T : K — X is an expansive mapping with constant h > 1 and F : K — X is a
mapping such that I — F : K — P is completely continuous one with P C T(K). Let
a,8>0, a# B, r:=min{a, 8} and R := max{a, 8}.
Suppose that the following conditions are satisfied:

|z — Fz|| <||Tz| for x € T~Y(P) with |Tz| = a. (2.5)

|z — Fz|| > ||Tz| for x € T~Y(P) with |Tz| = 5. (2.6)
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Then T + F has a fived point x in T~(P) such that r < | Tz| < R.

Proof. The conditions (2.1) and (2.2) of Theorem 2.1 are satisfied. Indeed, assume
the contrary of Condition (2.1). Then there exist \g > 1 and zo € T (P) with
ITzo|| = « such that

o = )\0T{E0 + FLC().
Then xy — Fzg = AgTxg, that is

[xo = Fxol| = Aol|Tzol| > [ T2ol],
which contradicts (2.5).
Assume the contrary of Condition (2.2). Then there exist p € P\ {0}, po > 0 and
x1 € T7Y(P) with ||Ta1|| = B such that
x1 =Tz + Fx1 — pop.

x1 — Faxy =Tz — pop that is

1 = Fay|| < [T,
which contradicts (2.6). O

The vector version of Theorem 2.1 is presented in the following theorem. In
what follows, we shall consider two Banach spaces (X1, ||.]]1), (X2, ||.]|2); two wedges
P1 C X1,Py C Xs, the product space X := X; x X5, the corresponding wedge
P := Py x Py of X. For o, 8; > 0 with «; # 5;, let a = (a1,02), 8 = (b1, 52),
r; = min{oy, 5;}, R; = max{ay, 5;} for i = 1,2, and r = (r1,72), R = (R1, R2).

Theorem 2.4. Let K := K1 X K5 be a subset of X.
Assume that T; : K; C X; — X; be an expansive mapping with constant h; > 1 and
F; : K — X; is a mapping such that I; — F; : K — X; be a completely continuous one
with P; C T(K;), i =1,2 and x; — Fi(x1,22) € P; forxz; € K;, i =1,2.
Suppose that there exist p; € P; \ {0}, i = 1,2 such that for each i € {1,2} the
following conditions are satisfied:
xz; # N + Fyx for x; € Ti_l(Pi), |Tizi|| = ; and A > 1. (2.7)

x; # Tyxy + Fix — up; for x; € T[l(Pi), | Tsx;|| = Bi and p > 0. (2.8)
Then T+ F = (Ty + Fy, To + F») has a fived point © = (x1,x2) in Ty *(P1) x Ty *(Pa)
such that

ri < ||Tixi|| < Ry for i=1,2.

Proof. By Lemma 1.4, for i € {1,2} the operator T; ' : T(K;) — K; is an -
contraction. Then the operator N defined by

N:P — P
y = N(yi,y2) = (Ni(y1,y2), No(y1,y2))

where

Ni(y1,y2) =Ty 'y — Fu(Ty 'y, Ty o)

Na(y1,y2) = T5 'ye — Fo(T7 g1, Ty Hye)
is well defined and it is completely continuous.
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Claim 1. We show that Condition (2.7) implies that
Ny # Ay; for |lyi|| =, and A > 1 fori=1,2.

On the contrary, assume the existence of \g > 1 and ,y° = (39, ¥9) € P with
¥?]] = c; such that
N1y = Xoy! or Noy” = Aoys.

Let 29 := T, 'y for i = 1,2. Then, we obtain

2 — Fi(29,29) = NT1 29
or

,Tg — Fl(.%'(l),.’]s‘(2)> = )\()Tzajg.
The hypotheses 4° € P, ||y = «; imply that 20 € T, '(P;) for i = 1,2 with
| T;2%|| = a, which lead to a contradiction with Condition (2.7).
Claim 2. We show that condition (2.8) implies that

Ny + pp; #y; for ||y;|| = 6; and p >0 for i =1,2.

On the contrary, assume the existence of po > 0 and 20 = (27, 28) € P with ||2?|| = 3,
such that
z? — Ni2° = Lop1 O zg — N0 = HoD2.-

Let t? := T, '2? for i = 1,2. Then, we obtain

1 = Tut) + Fu(9,19) — pops
or

19 = Tot + Fo(t9,19) — popo.
The hypotheses z° € P, ||29| = B; imply that t? € T, *(P;) for i = 1,2 with | T;t?|| =
Bi, which lead to a contradiction with condition (2.8). Our result then follows from
Theorem 1.3. O

Remark 2.5. Since the compact operator NV in Theorems 1.1 and 1.3 may be gener-
alized to a strict-set contraction, the conclusion of Theorems 2.1 (and its Corollar-
ies) and Theorems 2.4 can be extended to the case of a f-set contraction mapping
I — F (0 < ¢ < h) with respect to some measure of noncompactness (see [5]).

3. Applications

3.1. Example 1
Consider the following nonlinear boundary value problem

—E (L a(t) = g(h(x(t), 0<t <1

z(0) = z(1) =0,
where f:[0,1] x Ry — R is continuous function defined by:

f(t,u) = u® + a(t)u, a € C*(0,1],Ry), with n%rh a(t) > 1,
tel0,

g € C([0,1],Ry) and h: Ry — R, is continuous increasing function.
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Problem (3.1) is equivalent to the integral equation

F(t,x(t)) = / G(t, 5)g()h(x(s))ds, ¢ € [0.1],
0

where G is the corresponding Green’s function defined in [0, 1] x [0, 1] by:

[ tl=-9), if 0<t<s<l1,
G(t’s)_{s(lt), if 0<s<t<l.

The Green function satisfies the following properties:

0<G(t,s) < G(s,8), V(t,s)€[0,1] x [0,1]
G(t,s) = 3G(s,9), Y(t,9) € [3,3] x [0,
fgl G(t,s)ds < L vte[o1].
f; G(t,s)ds > 1173’ Vit e [%,%].
We will set
A=
Jnax Jo G(t,5)g(s) ds,
B := %jG(to,s)g(s) ds, for some tg € [0, 1].
We let

= mi <al:= .
(Co) 1< ag té%?l] a(t) <a tren[gnﬁ] a(t)

429

(3.3)

Assume that the following assumptions hold for some positive reals «, 5 with a # 3:

@) 4h(Le) <a,

(C2) Bh (%BO) > B3, where 8y = Bo(83) > 0 such that 33 + a8y = B.

Remark 3.1. From the properties of Green’s function, we get

1
max]/ G(t,s)g(s)ds <
0

te(0,1
and

min /Z G(t,s)g(s)ds > L min g¢(t).

te[4,3] 16 te[1,3)

Then, for the conditions (C;) and (Cz) to be satisfied it is enough that constants o

and [ satisfy

1 1 1
— max g(t)h (a) <« and 6

8 tef0,1] ag 6 teeld,

Now we state our main result

min, (1) (iﬁo) > .
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Theorem 3.2. Let Assumptions (Co)-(Ce) be satisfied. Then the nonlinear boundary
value problem has a solution x which belongs to C([0,1],R4).

Proof. Consider the Banach space X = C([0,1]) normed by ||z| = m[guf] |z(t)|, the
teo,

set
K={zeX|az(t)>0Vte[01]}

and the positive cone P
1 1 3
P=<zxeX:xz>0o0n]0,]1] andx(t)ZZHxH for thgi .

Define the operators T : K — K and F : K — X by
Tx(t) = z(t)® + a(t)z(t)

Fﬂﬂ:dﬂ—/Gm@ﬂ@Mﬂ@M&
0

respectively, for ¢ € [0,1]. Then the integral equation (3.2) is equivalent to the op-
erational equation x = Tz + Fx. We check that all assumptions of Theorem 2.1 are
satisfied.

(a) The operator T : K — K is surjective and it is expansive with constant
ag > 1.

(b) Using the Arzela-Ascoli compactness criteria, we can show that I — F' maps
bounded sets of K into relatively compact sets. In view of the sup-norm and the
continuity of functions G,g and h, it is easily checked that I — F' is continuous.
Therefore, the operator I — F' : K — P is completely continuous.

(c) Assume the existence of zg € T~(P) with ||Tzo|| = o and Ag > 1 such that

o — )\0T§C0 + F‘$07
1
Then, AgTzg = zog — Fzog = [ G(.,5)g(s)h(zo(s))ds on [0,1].
0
So
1
a < Nol|Tzol| = tm[goi] / G(t, s)g(s)h(xo(s)) ds. (3.4)
€lo,
0
On the other hand, we have
_ 1 1
[zoll = |77 Taol| £ — || Taol| = —a,
ao Qo
where % < 1 is the Liptchiz constant of 71, which implies that
1
0 <zo(t) < —a for t €0,1].
ag

Since the function h is increasing, we get

0 < h(zo(t)) <h <1a> for ¢t €[0,1].
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Thus, for all ¢ € [0, 1], we obtain

;G(t,s)g(s)h(mo(s))ds < h (a—loa) zG(t,s)g(s) ds
< Jy Gos)als)dsl b (La)

< Ah (a—loa) < a.

By passage to the maximum, we obtain

1

tren[g’)i 0/ G(t,8)g(s)h(zo(s)) ds <

which leads to a contradiction with (3.4).

(d) Assume the existence of z1 € T~ (P) with ||Tz:|| = 8 and po > 0 such that
ry =Tz + Fr1 — poyo,
where yo € P with yo(¢t) > 0 on [0,1]. Then

/G(.,s)g(s)h(zl(s)) ds =x1 — Fay = Txy — poyo < Tzq on [0,1].
0
Since for all t € [0, 1], (Tz1)(t) < || Tz1]| = B, we get
/G(t,s)g(s)h(xl(s)) ds < (Tx1)(t) < B, YVt €[0,1]. (3.5)
0

On the other hand, from the property of Green’s function G, for all ¢ € [i, %], we
have

@
—
w

»

)g(s)h(x1(s)) ds

=

Bl RJ%\W = %P\W

OflG(t,s)g(s)h(xl(s))ds >

> G(to, s)g(s)h(z1(s)) ds.

=

Since ||Tx1|| = B there exists ¢t; € [0, 1] such that (Tz1)(¢t1) = 8. That is
(21(£2)) + a(ty)zr(t1) = B < (21(t1))* + a1 (1),
where a® = max a(t). Let By = B0(8) > 0 such that 83 + a°By = . So z1(t1) > Bo,

te0,1]
which implies that ||lzq|| > Bo. Hence z1(s) > 1 By, Vs € [1, 2], which gives

h(z1(s)) > h (iﬂ()) .
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Thus

/lG h(z(s)) ds > - h( 50)/G o, 5) (s)ds:Bh(i&)) > 8,
0

which leads to a contradiction with (3.5). Therefor Theorem 2.1 applies and assure
that Problem (3.1) has at least one positive solution = € C([0, 1]) such that

r<||Tz|| <R,
where r = min(«, 8) and R = max(«, ). O
3.2. Example 2

Consider the following second-order nonlinear boundary value problem posed on
the positive half-line

— L F(tx() + K2 (1, 2(t) = g(t)h(t, 2(1)), t € (0, +00).

2(0) =0, lim z(t) =0,

t——+o0

(3.6)

where k is a positive real parameter and f : [0,400) x R; — R, is a continuous
function defined by:

f(t,u) =u® + a(t)u, a € C*(0,+00),Ry).

The functions g : [0, +00) = R4 and & : [0, +00) x Ry — R, are continuous.
Problem (3.6) is equivalent to the integral equation

“+o0
_ / G(t, 5)g(s)h(s, x(s))ds, (3.7)

where G is the corresponding Green’s function defined by:

Git.s) = 1 [ ehs(elt —eM), if 0<t<s<oo,
2k | e M(eP —eF), if 0<s<t<oo.

The Green function G satisfies the following useful estimates:

G(t,s) < G(s,s) < 5z, Vt, s €[0,+00).

G(t,s)e M < G(s,s)e ™, Vi, s €[0,+00), V> k.

G(t,s) > AG(s,s)e™" V(0 <y <), VL€ [y,d], Vs € [0,+00),
where
0 < A=min(e ® ek —e7F7) < 1.
Assume that the following conditions are satisfied

(Ho) 1<ap: = inf a(t)<a’: = sup a(t).
t€[0,+00) t€[0,400)
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(H1) h:]0,+00) x Ry — R, is continuous and satisfies the polynomial growth
condition:

Jd>0:d#1,0<h(t,x) <b(t) +c(t)zd, V(t,x) € [0, +00) x Ry,
where the functions b, ¢ € C([0, +00),Ry).
(H2) Assume the integrals

M, : = e *3b(s)G(s,5)g(s)ds

My : = eld0=R)s ()G (s, 5)g(s)ds

are convergent and satisfy

1
IR >0, My + My— R* <R,
ag
(H3) There exists r with 0 < r < R such that
s
A/eikSG(s, 8)g(s)h(s,u)ds > re®® for all u > Arg,
Y
where rog = ro(r) > 0 such that r§ + a®rg = r.

Now we state our main result.

Theorem 3.3. Let Assumptions (Ho)-(Hs) be satisfied. Then the nonlinear boundary
value problem (3.6) has at least one positive solution.

Proof. Given a real parameter § > k and consider the weighted Banach space

X = {m € C([0,+00),R) : o up ){e_at\l‘(t)l} < OO}

normed by

|zllo = sup {e”"|a(t)]}.
te[0,4+00)

Consider the set
K={zeX|z(t)>0,Vte[0,+0)}.

For arbitrary positive real numbers 0 < v < 4, let P the positive cone defined in X
by

Sl

Define the operators T : K — K and F : K — X by:
Tx(t) = 2(t)® + a(t)x(t)
+oo

Fz(t) = x(t) — / G(t,s)g(s)h(s,xz(s))ds,

0

P= {x €X: z>0on[0,+00) and rr[lirg]x(t) > A||x||9} .
t
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respectively, for ¢ € [0,+00).Then the integral equation (3.7) is equivalent to the
operational equation x = Tx + Fa. We check that all assumptions of Theorem 2.1
are satisfied:

(a) The operator T : K — K is surjective and it is expansive with constant
ap > 1.

(b) Using the properties of Green function G and appealing to the Zima com-
pactness criteria (see [17, 18]), we can show that the operator I — F : K — P is
completely continuous (see [7, 8] ).

(c) Assume the existence of 2o € T71(P) with ||Tzgllp = R and A9 > 1 such
that

o = XoTzo + Fxo,
o0
Then, AgTzg = o — Fzo = [ G(.,s)g(s)h(s,zo(s))ds on [0,+00).
So ’
R < Xo||[Tzollo = [|(I — F)xolls. (3.8)
On the other hand, we have

_ 1 1
lzolle = [T~ " Txollg < — [[Taolle = — R,
ao ap

where % < 1 is the Liptchiz constant of T~!. Thus, by Assumptions (H1), (Hz2) and
the properties of function G, for all ¢ € [0, 4+00), we obtain

|(I — F)zo(t)|e % e~ G(t,5)g(s)h(s,20(s)) ds

K
T

< e k3G (s, 8)g(s)[b(s) + c(s)|zo(s)|4] ds
< [ e*G(s,8)g(s)b(s)ds
0
+
+llzollg [ e =RG(s, 5)g(s)c(s) ds
0
< My + Mol|zo|l§
<

M, + 2 R <R.
0
By passage to the supremum over ¢, we get

sup  {[(1 — F)zo(t)e” "} < My + My |lzo]l§ < R,
t€[0,400)

which leads to a contradiction with (3.8).
(d) Assume the existence of z; € T~1(P) with | Tz1]lg = r and po > 0 such that

=Tz + Fx1 — poyo,
where yo € P with yo(¢) > 0 on [0,400). Then

/ G(t, s)g(s)h(s,x1(s))ds =21 — Fx1 = Tx1 — poyo < Tz1.
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Since for all ¢ € [0, +00), |(Tx1)(t)|e% < ||Tz1]lo = r, we get

+oo
/ G(t,s)g(s)h(s,x1(s)) ds < (Tx1)(t) < e, Yt € [v,6]. (3.9)
0

On the other hand, ||Tz1|/¢ = r implies one of the following cases:
Case 1. There exists ¢; € [0, +00) such that |(Tx1)(t;)]e” % = r. That is

(6_9t1$1(t1))3 + a(tl)e_gtlml(tl) =r< (6_9t1$1(t1)>3 + aoe_‘%lxl (t1>,

where a® = sup a(t). Let 79 = ro(r) > 0 such that 7§ + a%rg = r.
te[0,4+00)
Thus, e~ %121 (t1) > ro, which implies that ||z1|lg > ro. Hence z1(s) > Arg, Vs € [v,d].

. 79t o .
Case 2. tll+moo [(Tz1)(t)|e~" = r. That is

: —0t 3 : : —0t _
i (a0 + lm_al0) e (0) =7

< : —o0t 3 0 1; —ot .
< tlﬁl@o(e z1(t))? +a t_liglooe x1(t)

Thus, there exists ro = ro(r) > 0 such that

: —ot
>
t_lgTooe x1(t) > ro,
which gives ||z1|lg > 7.
Consequently, from Assumption (H2) and the properties of Green function G, for all
t € [, 9], we have

+OfOOG(t, s)g(s)h(s,z1(s))ds > A t)fooeksG(s, $)g(s)h(s,z1(s)) ds
5
> A [e*G(s,8)g(s)h(s,x1(s)) ds
> 1"ez‘S

7

which leads to a contradiction with (3.9). Then Theorem 2.1 applies. Therefore, Prob-
lem (3.6) has at least one solution z € K such that

r <||Tz|| <R. O

3.3. Example 3

In the following example, we will use the Theorem 2.4 to study the existence
of positive solutions to a boundary value problem for a system of differential equa-
tions of the second order. A study that allows the nonlinear term of our system to
have different behaviors both in components and in variables, and it gives a kind of
localization of each component of a solution.
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Consider the following nonlinear boundary value problem for system of two dif-
ferential equations with Dirichlet condition

— L f (2 (1) = g () ha (21 (), 2a(E)), 0 <t < 1

— s falt, 22()) = g2 (Dha (21 (1), 2a(1)), 0 < t < 1 (3.10)
21(0) = z1(1) =0,
22(0) = 2(1) = 0,

where for ¢ € {1,2}, f;:[0,1] x R — R, are continuous functions defined by:
fi(t,u) = u® + a;(t)u, a; € C*([0,1],Ry).

gi € C([0,1],Ry) and h; : Ry x Ry — Ry are continuous increasing functions with
respect to its two variables.
The system (3.10) is equivalent to the integral system

filt,z1(t)) = flG(t,s)gl(s)hl(x(s))ds, t€0,1)
9 (3.11)
fa(t,za(t)) = {G(t,s)gg(s)hg(x(s))ds, t €[0,1],

where x = (z1,z2) and G is the corresponding Green’s function given in (3.3). We
will set

A = ! ;
i Jnax Jo G(t,5)g:(s) ds,
3
1
B, : = 1[Gt} s)gi(s)ds, for some ) € [0,1].
1
1

In what follows we consider ¢ € {1,2} and let
(Co) 1< al = min a;(t) < b := max a;(t).

te(0,1] - tef0,1]
Assume that the following assumptions hold for some «;, 5; with «; # f;:

(C1) Ashi(Far, Sras) < ay,
Our main existence result on system (3.10) is

Theorem 3.4. Let Assumptions (Cg)-(Cs) be satisfied. Then the system (3.10) has a
solution x = (x1,x2) which belongs to C([0,1],Ry) x C([0,1],Ry).

Proof. We apply Theorem 2.4. Here X; = X5 = C[0, 1] with norm

= t 3
oo = mase u®)

and
Ky =Ky ={ueC[0,1]: u(t) >0 forall ¢t €[0,1]};

<t<

oo

1 1
PrL=P2 = {u cueC[0,1]:u>0on [0,1] and u(t) > ZHUH for 1 }
Define the operators T; : K; — K; and F; : K1 x Ko — X;, fori=1,2,
Tixi(t) = X; (t)3 + a; (t)SL‘Z‘ (t)

by:
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1

Fia(t) = a:(t) = [ G0, 9)gu(s)hu(a(s)) ds.
0
respectively, for ¢ € [0, 1].
Then, the integral system (3.11) is equivalent to the operator equation

(1, 22) = (Thxy + Fi(z1,22), Toxs + Fo(x1, 22)),

According to Theorem 2.4 and in a way similar to the one used to show Theorem
3.2, we can easily show that the system (3.10) has at least one positive solution
x = (21, x2) which belongs to C[0, 1] x C[0, 1] such that

ri < ||Tixi]| < Ry,
where r; = min(«;, ;) and R; = max(a;, 8;) for i = 1,2. O
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Four-dimensional Riemannian product manifolds
with circulant structures

Iva Dokuzova

Abstract. A 4-dimensional Riemannian manifold equipped with an additional
tensor structure, whose fourth power is the identity, is considered. This structure
has a circulant matrix with respect to some basis, i.e. the structure is circulant,
and it acts as an isometry with respect to the metric. The Riemannian product
manifold associated with the considered manifold is studied. Conditions for the
metric, which imply that the Riemannian product manifold belongs to each of
the basic classes of Staikova-Gribachev’s classification, are obtained. Examples of
such manifolds are given.
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1. Introduction

The study of Riemannian manifolds M with a metric g and an almost product
structure P is initiated by K. Yano in [15]. The classification of the almost prod-
uct manifolds (M, g, P) with respect to the covariant derivative of P is made by
A. M. Naveira in [11]. The manifolds (M, g, P) with zero trace of P are classified with
respect to the covariant derivative of P by M. Staikova and K. Gribachev in [14]. The
basic classes of this classification are Wy, Wy and Ws. Their intersection is the class
Wy of Riemannian P-manifolds. The class of the Riemannian product manifolds is
Wi @& Ws. It is formed by manifolds with an integrable structure P. The class Wy
consists of the conformal Riemannian P-manifolds. Some of the recent studies of the
Riemannian almost product manifolds are made in [4], [5], [7], [8] and [12].

Problems of differential geometry of a 4-dimensional Riemannian manifold M
with a tensor structure @ of type (1,1), which satisfies Q* = id, Q? # +id, are
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considered in [1], [2], [3], [10] and [13]. The matrix of @ in some basis is circulant and
Q is compatible with the metric g, so that an isometry is induced in any tangent space
on M. Such a manifold (M, g,Q) is associated with a Riemannian almost product
manifold (M, g, P), where P = Q2 and trP = 0.

In the present work we continue studying the manifold (M,g,Q) and the as-
sociated manifold (M, g, P). Our purpose is to determine their position, among the
well-known manifolds, by using the classifications in [11] and [14]. In Sect. 2, we re-
call some necessary facts about (M, g, @) and about (M, g, P). In Sect. 3, we obtain
the components of the fundamental tensor F', determined by the metric ¢ and by
the covariant derivative of P. We establish that (M, g, P) is a Riemannian product
manifold, i.e. (M, g, P) belongs to the class W; & W,. We find necessary and sufficient
conditions under which (M, g, P) belongs to each of the classes Wy, Wy and Ws. In
Sect. 4, we give some examples of the considered Riemannian product manifolds.

2. Preliminaries

Let M be a 4-dimensional Riemannian manifold equipped with a tensor structure
Q of type (1,1). The structure @ has a circulant matrix, with respect to some basis,
as follows:

(@)= (2.1)

o o O
S O O
o O = O
o= OO

Then @ has the properties
Q' =id, Q%+ +id.
Let the metric g and the structure @ satisty
9(Qz,Qy) = g(z,y), x,y € X(M).

The above condition and (2.1) imply that the matrix of ¢ has the form:

A B C B
B A B C

(9i5) = C B A B (2.2)
B C B A

Here A, B and C are smooth functions of an arbitrary point p(z!, 2%, 2%, 2*) on M.
It is supposed that A > C > B > 0 in order g to be positive definite. The manifold
(M, g,Q) is introduced in [13].

Anywhere in this work, x,y, z will stand for arbitrary elements of the algebra
X(M) of the smooth vector fields on M. The Einstein summation convention is used,
the range of the summation indices being always {1,2,3,4}.

In [1], it is noted that the manifold (M, g, P), where P = @2, is a Riemann-
ian manifold with an almost product structure P, because P? = id, P # =+id and
g(Px, Py) = g(z,y). Moreover trP = 0. For such manifolds Staikova-Gribachev’s
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classification is valid [14]. This classification was made with respect to the tensor F'
of type (0,3) and the associated 1-form 6, which are defined by

F(x,y,2) = 9(VoP)y.2), 0(z) = g" F(es, e;,). (2.3)

Here V is the Levi-Civita connection of g, and g% are the components of the inverse
matrix of (g;;) with respect to an arbitrary basis {e;}. The tensor F' has the following
properties

F(.’E,Z,y) ZF(x,y,z), F(.’E,Py7PZ) = —F(w,y,z). (24)
The manifolds (M, g, P) with an integrable structure P are called Riemannian product
manifolds and they form the class Wi @ W,. The characteristic conditions for the
classes Wy, W1, W5 and Wy @ W are the following;:

i) We:
F(z,y,2) =0, (2.5)

i) Wh:
F(a,y.2) = 7 ((o(e,1)0(=) + gl 2)0(0) 06

—g(z, Py)0(Pz) — g(z, P2)0(Py)),

i) W

F(z,y,Pz) + F(y,z, Px) + F(z,z,Py) =0, 6(z) =0, (2.7)
iv) Wy @ Ws:

F(z,y,Pz) + F(y,z, Px) + F(z,z, Py) = 0. (2.8)

In the next section, we obtain conditions under which (M, g, P) belongs to each
of the classes i) — iv) and to some of their subclasses. Thus the following statements
are useful for the completeness of our research.

Theorem 2.1. [10] If the structure Q of (M, g, Q) satisfies VQ = 0, then VP = 0, i.e.
(M, g, P) belongs to the class Wy.

Theorem 2.2. [13] The structure Q of (M,g,Q) satisfies VQ = 0 if and only if the
following equalities are valid:
A3 =C1, A1 =03, B3=DB, 2B =0C4+0Cy,
By =By, Ay=0Cy, Ay=Cy 2By =C+Cs,
0A p. _ 9B . _ 0C

Oxt ) - Oxt? T T 9t

(2.9)

where A; =

3. The fundamental tensor F' on (M, g, P)

The components of Nijenhuis tensor N of the almost product structure P are
determined by the equalities
k a k k a k k
It is known from [14] that the vanishing of the Nijenhuis tensor N is equivalent to
the condition (2.8).
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Using (2.1), we get that the components of the almost product structure P = Q2
on (M, g, P) are given by the matrix

Evidently the Nijenhuis tensor N of P vanishes, so we have the following

o= O O
_ o o o
(=l
o O = O

Lemma 3.1. The manifold (M, g, P) belongs to the class Wy © Wh.

(3.1)

Further, we will consider each of the cases when the fundamental tensor F' on
(M, g, P) satisfies the identities (2.5), (2.6) or (2.7), since F' satisfies (2.8). First we
calculate the components of F'.

Lemma 3.2. The nonzero components Fij, = F(e;, e;,ex) of the fundamental tensor
F on the manifold (M, g, P) are given by

Fii1 = —Fi33 = A3 — (4,
Fioo = —Fi44 = By — Ba,
F511 = —Fb33 = B3 — By,
Fogp = —Foyy = Ay — Cy,
F311 = —F333 = C3 — Ay,
F399 = —F344 = By — DBa,
Fy11 = —Fy33 = B3 — By,
Fyog = —Fyyy = Cy — Ay,

2F)19 = —2F134 = Ay — By — Cy + Bs,
2F)14 = —2F193 = Ay — By — C4 + Bs,
2Fp19 = —2Fp34 = A3 — By — Cy + By,
2F53 = —2F514 = A1 + By — C3 — By,
2F334 = —2F319 = Ay + By — C4 — Bs,
2F393 = —2F314 = Ay + By — Cy — Bs,
2Fy34 = —2F412 = Ay + By — C3 — By,
2F 14 = —2F493 = A3 — By — C1 + Bs.

Proof. The inverse matrix of (g;;) has the form:

where

(9™)

S
I

(A

1
D

Sl Ql S
Ql ol | I
ol el ) Q)
=l ol Al

A(A+C)—2B? B=DB(C-A), C=2B>-C(A+0),
—O)((A+C)? —4B?).

The next formula for the Christoffel symbols I' of V is well known:

a0}, =

9°%(0:90; + 0jGai — 0agij)-

(3.2)
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Then, using (2.2), (3.3) and (3.4), we calculate these coefficients. They are given
below:

Tl = 515 (B(C ~ A4B; — A; — A,) +2B°(2C; — A; — Ay)
+A(A+C)A; - C(A+0)(2C; — Ap)),
= %(3(0 — A)(4; +2C; — Ay) +2B%(A; — A,)
+A(A+C)(2B; — A;) — C(A+ C)(2B; — A)),
1

Ik = D (B(C — A)(4B; — Aj — A,) +2B*(A; + A, — 2C))

+ A(A+O)(2C; — Ag) — C(A+C)A)),
ri = %(B(C A Ai4+Ci+ B — B +2BXBi+Cy— Bi—A;)  (35)
+ A(A+O)A; — C(A+ O)(B; + C; — By)),
Iy = %(B(C — A)(A; + C; + Bj — By) +2B*(By, — Cj — B; + A;j)
+ A(A+C)(B; + Cj — By) — C(A+ C)4;),
I, — % (B(C — A)(Ai + Ax) + 2B%(C; — Cs)
+ A(A+ C)(B; + By — C;) — C(A+ C)(B; + B — Cy)),
L= %(B(C — A)(2B; + 2By, — Cj — C,) + 2B*(4; — Ay)
+ A(A+C)A, — C(A+ O)4;)).

In the equalities (3.5) it is assumed that i # j # k # s and the numbers in the pair
(i, k) (resp. in (j, s)) are simultaneously even or odd.

The matrix of the associated metric g, determined by g(z,y) = g(z, Py), is of the
type:

C B AB

) B C B A

@i)=\4 B c B (3:6)
B A B C

Due to (2.3) the components of F' are F;;;, = V;g;i. The well-known are the following
identities for a Riemannian metric:

Vigik = 0iGjk — UijGak — T Gay- (3.7)
Applying (3.5) and (3.6) into (3.7), and bearing in mind (2.3) and (2.4), we find the
nonzero components of F, given in (3.2). O

Immediately, we have the following
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Corollary 3.3. The components 05, = g F(e;, ej,exr) of the 1-form 6 on the manifold
(M, g, P) are expressed by the equalities

01 = —(C(2C3 — 2A;) + B(4B3 — 4By) + A(243 — 2C))

)

o=

) \

(3.8)

) \

)
(Z (244 — 2C3) + B(4By — 4Bs) + C(2C, — 243)),
(5 (201 — 243) + B(4B, — 4B3) + A(2A; — 2C3)),
- (A )-

A(245 — 2C4) + B(4By — 4By) + C(2C5 — 2A4)

) \

Proof. The equalities (3.8) follow by direct computations from (3.2), (3.3) and (3.4).
O

Having in mind Lemma 3.1, Lemma 3.2 and Corollary 3.3 we obtain the next
statements.

Theorem 3.4. The manifold (M, g, P) belongs to the class Wy if and only if the fol-
lowing equalities are valid:

A3 =C1, A1 =Cs, B3=DB, By=DB;, Ay=0Cy4, As=0Cs. (3.9)
Proof. Due to (3.2) we get that (2.5) is satisfied if and only if (3.9) holds true. O

Theorem 3.5. The manifold (M, g, P) belongs to the class Wy if and only if the fol-
lowing equalities are valid:

(A+C)(By— By) = B(Ay — Cy + Cy — Ag),

3.10
(A+C)(Bs — By) = B(A3 — Cy + Cs — Ay). (3:.10)
Proof. Using (2.2), (3.1), (3.2), (3.6), (3.8) and (3.10) we obtain
1 = 0 =~ 0 0 a
Frij = Z(gkﬁi + gkibj — Grj0i — Grib;), 0; = Pfba, (3.11)

which is equivalent to (2.6).
Vice versa, if (3.11) holds true, then (2.2), (3.1), (3.2), (3.6) and (3.8) imply
(3.10). O

In [14], it is proved that W, = W5 @Ws, where Wy and Wg are two basic classes
of Naveira’s classification. These classes have the following characteristic conditions

(6], [9]):
Ws: F(z,y,z) = i((g(ﬂc,y) + g(z, Py))0(2)

(3.12)
+ (g(m,z) + g(ac,Pz))H(y)), 0(Pz) = —0(z).

We: Fla.y.2) = 1 (o) — gl Py)(2)

(3.13)
+ (g(x,z) - g(:sz))H(y)), O(Pz) = 6(z).
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Corollary 3.6. The manifold (M,g, P) belongs to the class W3 if and only if the
following equalities are valid:

Ay —Cy=Cy— A, (A+C)(By— Bs) =2B(As — Cs),

3.14
As—Ci=Cs— A, (A+C)(Bs— By) = 2B(As — 1), (3.14)
Proof. The local form of (3.12) is
1 ) R _
Frij = Z((gki + Gri)0; + (gkj + Grj)bs), 0; = —b;. (3.15)

Taking into account (3.8) and (3.10), we get that (3.15) is satisfied if and only if (3.14)
holds true. 0

Corollary 3.7. The manifold (M,g, P) belongs to the class W if and only if the
following equalities are valid:

A4—02:A2—C4, B4:BQ, Ag—Clel—Cg, B3:Bl. (316)

Proof. The local form of (3.13) is

1 ~ . -
Fiij = Z((gki — Gri)0j + (grj — Grj)0i),  0i = 0;. (3.17)
Having in mind (3.8) and (3.10), we get that (3.17) is satisfied if and only if (3.16)
holds true. O]

Theorem 3.8. The manifold (M, g, P) belongs to the class Ws if and only if the fol-
lowing equalities are valid:

(A+C)<03—A1) (Bg—Bl) Cs3— A = A3z — (4,

(A+C)(Ci — As) = 2B(By — By), Cy— Ay = Ay — Cs, (3.18)
Proof. From (2.7) and (3.8) we have
C(2C3 — 2A,) + B(4Bs — 4B1) + A(243 — 2C1) = 0,
§(2A4 —2Cy) + €(4B4 - 432) + ?(204 —24,) =0, (319)
C(2C, — 2A3) + B(4By — 4B3) + A(2A, — 2C3) =0,
A(245 — 2C4) + B(4By — 4By) + C(203 — 244) =0
The equalities (3.4) and (3.19) imply (3.18).
Vice versa. We apply (3.18) into (3.8) and we get that (2.7) holds true. O

4. Examples of manifolds (M, g, P)

In this section we give a solution of each system of differential equations (3.9),
(3.10), (3.14), (3.16) and (3.18), in order to get examples of (M, g, P) of the classes
considered.
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4.1. An example in W,
Let (M, g, P) be a manifold with

A=Y+ @2+ (@) + (2?2, B=a + 22 + 23 + 2*, (4.1)
C =22tz + 2222*, .
where z* > 1.

Evidently A > C' > B > 0 are valid. We check directly that the functions (4.1)
and their derivatives satisfy the equalities (3.9).

Thus we have the following
Proposition 4.1. The manifold (M, g, P) with (4.1) belongs to W.

Remark 4.2. We note that the functions (4.1) do not satisfy (2.9). Then we have
VQ # 0 for (M, g, P), where P = Q2. An example of a manifold (M, g,Q) with
VQ =0 is given in [13].

4.2. An example in W5
Let (M, g, P) be a manifold with

A=a(z' +2° —2® —2%), B=b"+2* 2> —2),

. 4.2
C =c(x + 2% — 2% —a*), (4.2)

where a,c,b€R, a>c>b>0, ' + 22 — 23 —2* > 0.
The inequalities A > C > B > 0 hold true. The functions (4.2) and their
derivatives satisfy the equalities (3.14) and do not satisfy the conditions (3.9).
Therefore, we establish the following

Proposition 4.3. The manifold (M, g, P) with (4.2) belongs to W3 but does not belong
to W().

4.3. An example in W
Let (M, g, P) be a manifold with

A=a(z' + 2+ 2 + 1Y), B=b" + 2> +2° +2?), (4.3)
C =c(xt + 2% + 23 + %), '
where a,c,b€R, a>c>b>0, o' + 22+ 23 +2* > 0.
The inequalities A > C' > B > 0 are satisfied. The functions (4.3) and their
derivatives satisfy the equalities (3.16) and do not satisfy the conditions (3.9).
Immediately, we state the following

Proposition 4.4. The manifold (M, g, P) with (4.3) belongs to Wg but does not belong
to Wo.
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4.4. An example in W,
Let (M, g, P) be a manifold with

A =aexp(z! — 2?), C = cexp(z? — 23), (4.4)
B =aexp(z! — %) — cexp(z? — 2?), .

2
where a,c € R, S <zl -2 4232t <ln .
a a
Then A > C' > B > 0 are valid. The functions (4.4) satisfy the equalities (3.10)

but do not satisfy any of the conditions (3.14) and (3.16).
Therefore, we establish the following

Proposition 4.5. The manifold (M, g, P) with (4.4) belongs to Wi but does not belong
to W3 or to We.

4.5. An example in W,
Let (M, g, P) be a manifold with

A=exp (2! + 22 —2® —2%), B =sinh(z' 4 2% — 23 — 27, (45)
C =exp (23 + 2 — 2 — 2?), '
where 0 < 2! + 22 — 2% — 2% < In /3.
The inequalities A > C' > B > 0 are satisfied. The functions from (4.5) give a
solution to (3.18) but do not give a solution to (3.9).
Consequently we have the following

Proposition 4.6. The manifold (M, g, P) with (4.5) belongs to Wa but does not belong
to Wo.

5. Conclusion

In this paper we classify the 4-dimensional Riemannian product manifolds
(M,g,P), associated with the Riemannian manifolds with circulant structures
(M, g,Q), using the well-known classifications in [11] and [14].
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Abstract. Let (X,d) be a complete metric space, (Y, p) be a metric space and
f,9: X — Y be two mappings. The problem is to give metric conditions which
imply that, C(f,g) = {z € X | f(z) = g(z)} # 0. In this paper we give
an abstract coincidence point result with respect to which some results such
as of Peetre-Rus (I.A. Rus, Teoria punctului fix in analiza functionald, Babes-
Bolyai Univ., Cluj-Napoca, 1973), A. Buicd (A. Buica, Principii de coincidentd
si aplicatii, Presa Univ. Clujeand, Cluj-Napoca, 2001) and A.V. Arutyunov (A.V.
Arutyunov, Covering mappings in metric spaces and fixed points, Dokl. Math.,
76(2007), no.2, 665-668) appear as corollaries. In the case of multivalued mappings
our result generalizes some results given by A.V. Arutyunov and by A. Petrusel
(A. Petrusel, A generalization of Peetre-Rus theorem, Studia Univ. Babeg-Bolyai
Math., 35(1990), 81-85). The impact on metric fixed point theory is also studied.
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1. Introduction

Let (X, d) be a complete metric space, (Y, p) be a metric space and f,g: X —Y
be continuous mappings. The following results are well known:
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Peetre-Rus’ Theorem ([42]). We suppose that there exist two mappings @, : Ry —
R4+ and M > 0 such that:

(1) there exists x € X such that, p(f(z),g9(z)) < M;
(2) for each x € X with p(f(x),g(x)) < M, there exists x1 € X such that,

p(f(x1),9(z1)) < @(p(f(x), 9(x)))
and
d(z,x1)

(p(f(x), g(x)));
(3) ¢ and ¢ are increasing, @(M) "

<v
<M, ¢"(M)—0 asn — oo and

D U(¢'(M)) < +oc.
i=0

In these conditions, C(f,g) :={z € X | f(z) =g(x)} #0.

Buica’s Theorem ([15]; see also [2]). We suppose that there exists, 0 <1 < 1, k >0
and h : X — X such that:

p(f(h(x)), g(h(x))) < lp(f(2), 9(x)), V x € X,
and
d(z, h(z)) < kp(f(x),9(x)), V 2z € X.
Then we have that:
(i) C(f,9) #0;
(ii) for each xg € X, h™(xg) — x*(xg) as n — 0o and z*(xg) € C(f,9);
(idi) d(zo,2*(z0)) < 7%70(f(20), 9(0)), ¥V 20 € X.

Arutyunov’s Theorem ([5]). We suppose that:

(1) f is a-covering with o > 0, i.e., By (f(z),ar) C f(Bx(z,7)),Vax € X,V r>0;
(2) g is L-Lipschitz with L < «.

Then for any g € X, there exists *(xg) € X such that:

(1) f(z"(z0)) = g(z"(x0));
(i1) d(zo,z*(w0)) < (o = L)~ p(f(w0), g(w0)), ¥ x0 € X.

In this paper we give an abstract result with respect to which the above results
appear as corollaries. In the last section we present a similar result in the case of
multivalued mappings, result which generalizes some results given by A.V. Arutyunov
([5]) and by A. Petrusel ([35]).

The impact of our results on metric fixed point theory is also analyzed.

The paper has the following structure:

2. Preliminaries

2.1. Comparison functions

2.2. Pre-weakly Picard mappings

2.3. Covering mappings

2.4. Conditions, on a functional on metric space, weaker then continuity
3. Basic coincidence point results in metric spaces
4. Ulam-Hyers stability of a coincidence point equation
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5. Well-posedness of the coincidence point problem
6. The case of multivalued mappings

2. Preliminaries

2.1. Comparison functions
For M €]0,40o0], a function ¢ : [0, M[— [0, M| is called:
(a) a comparison function on [0, M| if ¢ is increasing and ¢™(t) — 0 as n — oo,
Vitelo, M
(b) a strong comparison function on [0, M| if ¢ is a comparison function on [0, M|
and

D i (t) < 400, Ve [0, M].
=0

We remark that if ¢ is a comparison function on [0, M| then, ¢(t) < t, ¥V t €]0, M|
and ¢(0) =0, i.e., ¢ is a Picard function.
Now, let ¢ : [0, M[— [0, M[ and v : [0, M[— Ry be two functions. By definition,
the pair (¢, ) is a comparison pair on [0, M| if:
(1) ¢ is a comparison function on [0, M;
(2) 7 is increasing, 1(0) = 0 and % is continuous in 0;

(3) S (i (1)) < +oo, V t € [0, M][.
1=0

Example 2.1. For each M €]0,+o0], if ¢(t) := It, where 0 < [ < 1 and ¢(t) := kt,
where k > 0 and ¢ € [0, M], then the pair (p,v) is a comparison pair on [0, M[. In
> : kt
thi ‘) = — t M.
s case, D00 = 7. € 0.
Example 2.2. If ¢ : [0, M[— [0, M] is a strong comparison function on [0, M| and
Y(t) == kt, V t € [0, M[, with & > 0, then the pair (p,) is a comparison pair on
[0, M].
2.2. Pre-weakly Picard mappings
Let (X, d) be a metric space. By definition, a mapping f : X — X is a pre-weakly
Picard mapping (pre-WPM) if the sequence (f™(z))nen is a convergent sequence for

allz € X.
If f: X — X is pre-WPM, then we consider the mapping f>° : X — X, defined

by f(x) = lim_f"(x).
By definition, if f: X — X is pre-WPM with
[)eFr={reX| fz)=xa}, Ve eX,
then f is a weakly Picard mapping (WPM).

Example 2.3. If (X,d) is a complete metric space and f : X — X is a graphic
contraction (i.e., d(f*(z), f(z)) < ld(x, f(z)), V2 € X with 0 < [ < 1) then f is a
pre-WPM (see [13] and [47]).
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Example 2.4. If (X, d) is a complete metric space and f : X — X is a Caristi mapping
(i.e., d(z, f(z)) < 0(z) — 0(f(x)), V x € X, with the functional § : X — R.) then f
is a pre-WPM (see [13] and [47]).

Example 2.5. Let f : R — R be a function defined by

1
) g, forz e R\ Q
f(z) = {%(m—&—l), forz € Q

In this case:
(a) f is pre-WPM;
- 0, forx e R\ Q
(0) f=(z) =
1, for x € Q

(c) Fy=A{1}
(d) f°(0) =1 and f(1) = 1.

In the sequel of our paper we need the following result.

Invariant partition lemma. Let (X, d) be a metric space. If f: X — X is pre-WPM,
then there exists a partition of X,

X:UXU

uef=(X)
such that f(X,) C X,.

Proof. For u € f*(X), we take X, :={z € X | f"(x) = v as n — oo}. O

2.3. Covering mappings

If (X,d) is a metric space, then we denote by

Bx(x,7) :={u € X | d(x,u) < r} - the open ball of radius r € R’ , centered at
z € X;

Bx(z,r) := {u € X | d(x,u) < r} - the closed ball of radius € R, centered
at x € X.

Let (X, d) and (Y, p) be two metric spaces, f : X — Y be amapping and a € R .
By definition, f is an a-covering mapping if,
By (f(z),ar) C f(Bx(z,7)), Vo€ X, Vr e R,. (CV)
The condition (CV) is equivalent with each of the following ones:
(CV;y) For all r € R, the following implication holds,
z € X,y €Y and p(f(z),y) < ar = there exists ; € X such that,
f(z1) =y and d(z,z1) <7
(CV,) For all r € R4, the following implication holds,
r € X,y €Y and p(f(x),y) < r = there exists x; € X such that,
f(x1) =y and d(z,z1) < .
It is clear that each covering mapping is surjective.

For more considerations on covering mappings (also named open with linear rate)
and its relations with metric regularity see [2]-[8], [17], [54], [55], [14], [25], [18], [16].
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2.4. Conditions, on a functional on metric space, weaker than continuity

Let (X,d) be a metric space and F' : X — R be a functional. By definition
(Angrisani [3], Kirk-Saliga [26], Aamri-Chaira [1]), the functional F is called a regular-
global-inf (r.g.i.) if for each x € X, F(z) > igl(fF = inf{F(u) | v € X} implies that
there exist € > 0 such that, ¢ < F(z) — ig}f F, and a neighborhood V(x) of z, such
that, F(y) > F(z) — ¢, for each y € V(z).

From this definition it follows that:

(1) ([26]) The functional F'is an r.g.i. on X if and only if for any sequence (2, )nen C

X, we have the following implication:

Zn — ¥ and F(mn)—>i§fF:>F(a:*):igl(fF;

(2) FF:X —Ryisanrgi on X, (#,)neny C X with 2, — 2" and F(z,) — 0,
then F(z*) = 0.
We also have:

(3) If F: X — R4 is a lower semicontinuous (l.s.c.) functional and (zy)neny C X,
then the following implication holds:

Tp — ¥ and F(z,) - 0= F(z*) =0.

3. Basic coincidence point results in metric spaces

Let (X, d) and (Y, p) be two metric spaces and f,g: X — Y be two mappings.

For M €]0, +oo] we denote by Xar := {z € X | p(f(x),g(z)) < M}. We remark that:
Xoo =X and C(f,g9) C X, ¥V M €]0, 00].
More general, if A: Y XY — R, is a functional, we denote by
Xy i={z e X [ M[f(2),9(z)) < M}.
For some M, Xj; may be ). For example, for f,g: R — R,
fl@)==, ga) =2+1, Xn =0,

for M <1 and Xy =R, for M €]1, +o0].

Our basic result, in the case of singlevalued mappings, is the following one:

Theorem 3.1. Let (X,d) be a complete metric space, (Y, p) be a metric space, f,g :
X — Y be two mappings, M €]0,+00] and A : Y x Y — Ry be a functional. We
suppose that:
(1) Xar 1= {o € X | A(f(2), g(2)) < M} #0;
(2) The coincidence point A-displacement, Ay : Xar = Ry, Ap q(z) = A(f(2), g(2))
is l.s.c.;
(3) There exists a comparison pair, (¢,1), on [0, M| with respect to which, for each,
x € Xy there exists x1 € X such that:
(@) A(f(21),9(21)) < @(A(f(2), 9(2)));
(0) d(z,21) < Y(A(f(2), 9(2))).
Then there exists a pre-WPM, h : Xa; — Xar such that:
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(@) A(f(h*= (@), g(h*(2))) =0, ¥ x € Xpr;
(i) d(z, h>(x <Z¢ ,9()))), Vo € Xar;

(#5i) If in addition,
u,v €Y, AMu,v) =0 = u=u,
then, h*°(x) € C(f,q), ¥V = € X, i-e., C(f,g) # 0.

Proof. From (a) and (b) there exists h : Xp; — X such that,
A(f (W), g(h(x))) < p(A(f(2),9(x))), ¥ & € Xar,

and

A, h(2)) < BO(F(), 9(@))), ¥ 7 € Xar.
These imply that,

A f(R™(x)), A" (2)) < " (M(f(z),9(z))) = 0asn — o0, V€ Xy
and
d(h™ (z), k" (2)) < D(e" (A(f(2), 9(2)))), ¥V 2 € X
Since (X, d) is a complete metric space and (p, ) is a comparison pair on [0, M|,
it follows that h is pre-WPM.
On the other hand, from (2) we have,

0 < AGH(h= (@), g(h™(@))) < lim A(F(h" (2), g(h"(2)) = 0.
Tt is clear that, from the above considerations, we have (7), (i7) and (i4i). O

Remark 3.2. If f and g are continuous, M < +o00, A := p, then from Theorem 3.1 we
have Peetre-Rus’ theorem.

Remark 3.3. If f and g are continuous, M = 400, A := p, ¢(t) :=It, where 0 < [ < 1
and ¢(t) := kt, with & > 0, V t € [0, M, then from Theorem 3.1 we have Buicd’s
theorem.

Remark 3.4. Let f and g be as in Arutyunov’s theorem. Since f is a-covering, for

r:= L we have that, if 2 € X, y € Y with p(f(z),y) < t, there exists 21 € X such

that, f(x1) =y and d(z1,z) < £. So, p(f(2), f(21)) <t
If we take, t := p(f(z),g(x)) and y := g(z) = f(x1), we have

p(F (1), ge0)) < = p(f(x), g(a)) and d(ar21) < —p((x), 9(a))

If we take in Theorem 3.1, f continuous and a-covering, g L-Lipschitz with
L <a, M :=+400, A:=p, o(t) = Lt and ¥(t) := =, we have Arutyunov’s theorem.
Moreover, from the above proof, we have

Theorem 3.5. Let (X, d) be a complete metric space, (Y, p) be a metric space, f : X —
Y be continuous, g : X — Y be L-Lipschitz and o > 0 with L < a. We suppose that
the following implication holds:

re X, yeV, p(f(x),y) < p(
f(x1) =y and d(z,z1) < Lp(f(x (ir))

< p(f(z),g(x)) = there exists v1 € X such that,
)
Then there exists a pre-WPM, h : X — X such that:
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(i) h>(z) € C(f,9), YV x € X;
(i) d(z,h>*(2)) < (a = L)"'p(f(z), 9(z)).
Remark 3.6. Let us consider in Theorem 3.1, M := 400, A := p, ¢(t) := lt, where

0<l<1,9(t):=kt, with k >0,V ¢t € [0, M[. In this case Theorem 3.1 takes the
following form:

Theorem 3.7. Let (X,d) be a complete metric space, (Y, p) be a metric space, f,g
X =Y be two mappings. We suppose that:
(2") The coincidence point displacement, pyq: X — Ry, x — p(f(z),g(x)) is Ls.c.;
(3') There exist 0 <1 <1 and k > 0 w.r.t. which for each x € X there exists 11 € X
such that:
(@) p(f(x1),9(x1)) < lp(f(x),9(x));
(0) d(z,21) < kp(f(z),9(x)).
Then there exists a pre-WPM, h: X — X, such that:
(i') h*(z) € C(f,9), Vx € X, i.e., C(f,g) # 0;
(i') d(z,h>(z)) < £5p(f(2),9(z)), V 2 € X.

Remark 3.8. If in Theorem 3.7 we take, Y := X and g := 1x we have the following
result:

Theorem 3.9. Let (X, d) be a complete metric space, p be a metric on X and f : X —
X be a mapping. We suppose that:
2""Y The fized point displacement (X,d) =R x) = p(z, f(x)), is Ls.c.;
( ) ﬁ p /4 y Pf ( ) ) +7pf() p( 7f( ))7 ’
3") There exist 0 <1 <1 and k > 0 w.r.t. which for each x € X there exists 11 € X
(3") f 1
such that:
(") p(ay, f(z1)) < lp(z, f(2));
") d(x,21) < kp(z, f(x)).
Then there exists a pre-WPM, h: (X,d) — (X, d) such that:
(") h*°(z) € Ff,Vz € X, i.e, Fy #0;
(i) d(w, 1>°(2)) < 223p(e, f(2)), ¥ 2 € X.

Remark 3.10. If in Theorem 3.9 we take, p := d and f and [-graphic contraction, then
we have:

Theorem 3.11. Let (X,d) be a complete metric space and f : X — X be an l-graphic
contraction. If the fized point displacement dy : X — Ry, x — d(z, f(x)) is l.s.c.,
then f is a WPM and

d(z, f>(x)) < -1

Proof. We take, h(x) := f(z). O

d(z, f(x)), Vz e X.

Remark 3.12. If in Theorem 3.9 we take, p := d and f an [-contraction, then we have
the following variant of contraction principle:

Theorem 3.13. Let (X,d) be a complete metric space and f : X — X be an I-
contraction. Then we have that:
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(i) Fy =Fp ={2*}, Vn e N*;
(1) fr(x) = «* asn—>oo VreX;
(it) d(z,z*) < {Hd(z, f(x )),VmeX.

The above consideration give rise to the following questions:
Problem 3.14. To translate Arutyunov’s theorem in terms of metric regularity.
References: [17], [14], [25], [18], [16].

Problem 3.15. Which metric conditions on f: X — X imply that:
(i) f is a graphic contraction ?
(#) df : X = Ry, df(x) :=d(z, f(z)) is Ls.c. ?
References: [47], [49], [27], [32], [28], [1], [21], [26], [12], [44].

Problem 3.16. Let (X,d) be a metric space and f : X — X be a mapping. The
problem is to compare the following conditions on f:

(1) the graphic of f is closed;

(2) f is orbitally continuous;

(3) the fixed point displacement of f, df : X — X, ds(x) :=d(z, f(z)) is Ls.c.

References: [1], [47], [27], [32], [21], [26], [3].

4. Ulam-Hyers stability of coincidence point equations

Let (X, d) and (Y, p) be two metric spaces, f,g: X — Y be two mappings and
A:Y XY — R, be such that the following implications hold,

u,v €Y, Mu,v) =0 & u=no.

Let us consider the coincidence point equation,

f(z) =g(x) (0)
and for each € > 0, the e-coincidence point inequation, with respect to A,
A(f(z),g(x)) <e (€)

We denote by, Cc 2 (f,9) :=={x € X | A(f(x),g(x)) < €}, the solution set of ().

By definition, the equation (0) is Ulam-Hyers stable, with respect to the func-
tional A, if there exists ¢ > 0 such that for each ¢ > 0 we have that: for each
u* € Ce(f, g) there exists * € C(f, g) with, d(u*, z*) < ce.

Our result is the following.

Theorem 4.1. Let f,g: X — Y be as in Theorem 3.1. If in addition, M := +o0o and

the comparison pair, (p, ) is such that there exists ¢ > 0 for which, Z Y(pH(t)) < ct,
i=0

for allt > 0, then the equation (0) is Ulam-Hyers stable with respect to the functional

A.

Proof. For u* € C: \(f, g) we take x* := h>(u*). O
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Remark 4.2. If we take A := p then we have the Ulam-Hyers stability with respect to
p, in the conditions of Buicad’s theorem and in the conditions of Arutyunov’s theorem.

Remark 4.3. For more considerations on Ulam-Hyers stability of fixed point equations
and of coincidence point equations see: [45], [30] and the references therein.

5. Well-posedness of the coincidence point problem

Let (X,d) and (Y, p) be two metric spaces and f,g : X — Y with C(f,g) # 0
and r : X — C(f,g) be a set retraction. By definition, the coincidence point problem
for the pair (f, g) is well-posed with respect to r and to the functional A : Y xY — R
if for each x* € C(f, g) and each (x,,)nen C 771 (2*) the following implication holds:

AMf(xn),g(zn)) > 0asn — o0 = x, »z* as n — oo.
We have the following result:

Theorem 5.1. Let f,g : (X,d) = (Y,p), \: Y XY =Ry and h : X — X as in
Theorem 3.1. If in addition, M := +00 and A(u,v) = 0 < u = v, then the coincidence
point problem for the pair (f,g) is well-posed with respect to h™ and to A, if the pair

(¢, 1) is such that Zi/}((pl(t)) —0ast—0.
=0

Proof. First, we remark that h> : X — C(f,g) is a set retraction. Let (2, )nen C
(h>°)~Y(z*) with x* € C(f, g). Then,

d(@n,a") = d(wn, h (@) < 3 V(' A (@n). g(2a))) = 0asn— 00, O
=0

For more consideration on well-posedness of fixed point problem and of coinci-
dence point problem, see: [47], [22], [46], [32].

6. The case of multivalued mappings

Throughout this section we follow the notations and terminology in [39]. See
also: [37], [38], [49], [9], [29], [11], [16].
The basic result of this section is the following:

Theorem 6.1. Let (X,d) be a complete metric space, (Y, p) be a metric space, T, S :
X = Py(Y) be two multivalued mappings, M €]0,+00], (¢,%) be a comparison pair
on [0,M] and A : Py(Y) X Py(Y) — Ry U {400} be a functional. We suppose that:
(1) Xag = {2 € X | A(T(2),5(2)) < M} #0;
(2) The A-coincidence point displacement functional, Ar s : Xar — Ry,
Ar s(z) .= A(T(x), S(x))

is l.s.c.;
(3) For each x € X there exists x1 € X such that:

(@) MT(21), S(x1)) < p(A(T(2),5(x)));
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(0) d(z,z1) < Y(A(T(x),5(x))).
Then there exists a pre-WPM, h : Xy — Xy such that:
(@) AT (h>(2)), S(h*=(2))) =0,V & € Xn;

(i) d(z,h>(r)) < Z¢ 5(x)))), ¥V x € Xu;

(#3i) If in addition, for A,B € Py(Y), A(A, B) = 0 implies that:
(ii1) ANB # 0,
then, C(T,S) :={z € X | T(z)NS(x) # 0} # 0;
(iiiy) A= B,
then, C(T,S) # 0 and T(h*°(z)) = S(h*>°(z)), V = € Xpr;
(iii3) A =B ={y"},
then C(T,S) # 0 and T(h*>®(z)) = S(h>(z)) = {y}}.
Proof. If we take, h(z) := x1, then we have that:
AT (h(x)), S(h(x))) < o(MT(x), S5(x))), V& € Xnr,
and
d(z,h(z)) < (AT (z),S(x))), Ve Xny.
These imply that,
A(T(h"™(x)), S(h"(z))) — 0 as n — oo,
and h is a pre-WPM, and

d(x, h*™(x §i x),S5(x)))), Ve Xuy.

Since, A7 g is Ls.c., it follows that,
0 < A(T(h>*(x)), S(h*>(x))) < Lim A(T'(h"(x)), S(h"(x)))

n—oo

= lim A(T(h"(z)), S(h"(z))) = 0.

So, we have the conclusions (i), (i) and (4i%). O

Remark 6.2. If we take in Theorem 6.1, A := H,, the Pompeiu-Hausdorff metric on
P, (Y), then we have:

Theorem 6.3. Let A := H, in Theorem 6.1. Then we have the following conclusions:
There exists a pre-WPM, h : Xpr — Xar such that:
(@) T(h>(w)) = S(h>(x)), V = € Xar;

(ii") d(z, h>®(z <Z¢ ,S(x), Yz € Xy

Remark 6.4. Let A := ¢, in Theorem 6.1., the excess functional. In this case, A, B €
P,(Y), e(A,B) := sup{p(a,B) | a € A} =0 = A C B. So, we have the following
result:

Theorem 6.5. If in Theorem 6.1., we take A := e, then the conclusions of this theorem

take the following form.:
There exists a pre-WPM, h : Xpr — Xar such that:
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(@) T(h>(z)) C S(h“(x)), i.e., C(T,8) #0;
(i) d(z, h>®(z)) < Z¢ S(x))), V x e Xa.

Remark 6.6. If we take A := D, where for A, B € P,(Y),
D(A, B) :=inf{p(a,b) | a € A, b€ B},
then we have a theorem given by A. Petrusel in [35] and A.V. Arutyunov in [5].

Remark 6.7. If we take in Theorem 6.1, Y := X, S :=d, S(z) := {z}, V 2 € X, then
Theorem 6.1 takes the following form:

Theorem 6.8. Let (X, d) be a complete metric space, T : X — Py (X), M €]0, +o0],
and (@,v) be a comparison pair on [0, M[, A : X x Py(X) — Ry U {+o0} be a
functional. We suppose that:
(1) Xy ={xeX | Ax,T(z)) < M} #0;
(2) Ar: Xy — Ry, Ap(z) = Az, T(x)), the A-fized point displacement is l.s.c.;
(3) For each x € Xy, there exists x1 € Xy such that:
(@) A(z1, T(21)) < p(Az, T(2)));
(0) d(z,x1) < p(A(z,T(x))).
Then there exists a pre-WPM, h : Xpr — X such that:

(1) A(h®(z), T(h”o(:c))) =0,VzeXy;
(i6) d(z,h™(x Zw (). ¥ 7 € Xur.

Remark 6.9. It is clear that, if in Theorem 6.8 we take:
e A := Hy, then T(h*(x)) = {h*>(z)}, i.e., h*™°(x) is a strict fixed point of T,
Ve X
o A := D, then h*°(z) € T(h*>°(x)), V © € Xy, i.e., h*°(x) is a fixed point of T,
VreXy.

Remark 6.10. In [19] Y. Feng and S. Liu, have given the following fixed point result:
Let (X, d) be a complete metric space, T : X — P,;(X) be a multivalued map-
ping. For a positive constant b €]0, 1|, set

Iy =={y € T(x) | bd(x,y) < d(z,T(z))}-

If there exists a constant ¢ €]0,1[ such that for any = € X, there is y € I}
satisfying

d(y, T(y)) < cd(z,y),

then T has a fixed point in X provided ¢ < b and the fixed point displacement, dr
is l.s.c. We remark that we are in the conditions of Theorem 6.8, with, M := +o0,

@(t) == §t,p(t) := t and A := D

From the considerations presented in this section, the following questions follow:
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Problem 6.11. Let (X,d) and (Y, p) be two metric spaces and 7,5 : X — Py(Y)
be two multivalued mapping. Let P : Py(Y) x Py(Y) — Ry U {+o0} be a metric
(H,, H;‘, ...). In which conditions the Pr g-coincidence displacement, Pr s : X — Ry,
Pr g(z) :== P(T(x),S(z)), is Ls.c. ?

References: [37], [39], [27], [9], [29], [4].

Problem 6.12. To use Theorem 6.1 in studying the Ulam-Hyers stability of a coinci-
dence equation.

References: [45], [49], [30], [50].

Problem 6.13. To use Theorem 6.1 to study the well-posedness of coincidence point
problem.

References: [39], [40], [49], [9], [29], [11], [53], [50].

Problem 6.14. Which metric fixed point theorems appear as consequences of Theorem
6.8 7

References: [17], [22], [37], [48], [49], [10], [41], [51], [11], [52], [36], [12], [44].
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