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CSABA VARGA – In Memoriam

Alexandru Kristály

Abstract. This note is devoted to present the scientific work of Professor Csaba
Varga (1959-2021), who had contributions in Calculus of Variations and its ap-
plications in the theory of Partial Differential Equations and Finsler Geometry.

Mathematics Subject Classification (2010): 35A15, 35B38, 58J05, 58J60.

Keywords: Csaba Varga, critical points, Finsler geometry.

1. Introduction

Csaba György Varga passed away on 16 August 2021, after a long illness period.
He was 62 years old.

Csaba was born on 5 February 1959 in Gyulakuta (Fântânele, Romania). He
finished his university studies in 1983 at the Faculty of Mathematics of the Babeş-
Bolyai University, Cluj-Napoca.

After being a highschool teacher for seven years in
Bistriţa-Năsăud (Romania), he started his academic career
in 1990. According to him, after ”seven years of darkness”,
he had the opportunity to restart to work again in advanced
mathematics together with his former students M. Crainic
and G. Farkas. In that time, they learned and investigated
together algebraic topology, Ljusternik-Schnirelmann cate-
gory, density and condensation problems, see the early papers
[28, 30, 31, 32, 33].

These papers have proved to be influential in the coming
years when Csaba has got in contact with D. Motreanu. They
started together to explore topological and variational phe-
nomena in the context of elliptic problems. Due to this fruitful
collaboration, Csaba defended his doctoral dissertation in 1996, entitled Topological
Methods in Optimizations, under the supervision of J. Kolumbán. The central theme
of his doctoral thesis is the non-smooth critical point theory (for locally Lipschitz
functions) with applications in the theory of differential inclusions.

In the sequel, I invite the reader on a quick tour of Csaba’s mathematical interests
and contributions, placing them in the main research directions of critical point theory
and Finsler geometry.
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2. Critical point theory: from smooth to nonsmooth

From the mid of the 20th century, variational principles have been subject to rele-
vant developments, when – among others – the modern critical point theory appeared.
To be more precise, let X be a real Banach space, E : X → R be a differentiable func-
tion; x0 ∈ X is said to be a critical point of E, if the derivative of E at x0 vanishes,
i.e., dE(x0) = 0. This class of problems includes important chapters from modern
mathematics:

• weak solutions of elliptic PDEs and related problems (weak solutions of differ-
ential equations are critical points of the energy functional associated to the
original equation);

• geodesic lines in Riemannian/Finsler manifolds (these geometric objects occur
as the critical points of the natural energy functionals defined on the space of
curves with further particular properties).

A basic tool to guarantee critical points of energy functionals is the celebrated
Mountain Pass Theorem, developed by A. Ambrosetti and P. Rabinowitz [3]. The
proof of this result is based on a deformation lemma, which requires the existence of
a suitable gradient vector field, coming from the high regularity of the functional. The
Mountain Pass Theorem is applied to solve various elliptic problems; for simplicity,
we consider the model problem{

−∆u(x) = f(u(x)) x ∈ Ω,
u(x) = 0 x ∈ ∂Ω,

(P )

where Ω ⊂ Rn is a bounded domain with C1-boundary, ∆ is the Laplace operator,
while f : R → R is a continuous functions verifying certain growth conditions at the
origin and at infinity. In such cases, we associate to problem (P ) its natural energy

functional E : W 1,2
0 (Ω)→ R, defined by

E(u) =
1

2

∫
Ω

|∇u(x)|2dx−
∫

Ω

∫ u(x)

0

f(t)dtdx, u ∈W 1,2
0 (Ω),

where W 1,2
0 (Ω) = H1

0 (Ω) is the usual Sobolev space. If f has appropriate properties,
it follows that E is a C2-class functional and

dE(u) = 0⇐⇒ u is a weak solution of (P ).

A highly nontrivial problem occurs when E is not differentiable, which requires
a deep analysis; in this framework, Csaba has some relevant contributions, which are
presented roughly in the next two subsections.

2.1. Critical points for locally Lipschitz functionals

In the early eighties, K.-C. Chang [7] proposed to study the problem (P ) when-
ever f is not necessarily continuous, being only locally essentially bounded. Such
phenomena arise in mathematical physics, engineering, etc.

Since in the new situation the nonlinear term f is only locally essentially
bounded, it is possible to have the unlikely situation that problem (P ) has only
the zero solution, in spite of the fact that one could expect the presence of nontrivial
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solutions from practical point of view. For this reason, one usually substitutes the
value f(t) by the interval [f(t), f(t)], where

f(t) = lim
δ→0+

essinf |s−t|<δf(s), f(t) = lim
δ→0+

esssup|s−t|<δf(s),

while essinfAf = sup{a ∈ R : f(x) ≥ a for a.e. x ∈ A} and esssupAf = −essinfA(−f),
A 6= ∅. In this way, instead of problem (P ) we consider the differential inclusion{

−∆u(x) ∈ ∂F (u(x)) x ∈ Ω,
u(x) = 0 x ∈ ∂Ω,

(DI)

where F (t) =

∫ t

0

f(s)ds is a locally Lipschitz function1, whose Clarke subgradient is

∂F (t) = [f(t), f(t)], t ∈ R.

The energy functional E : W 1,2
0 (Ω)→ R associated to (DI) is not of class C1, being

only locally Lipschitz on the Sobolev space W 1,2
0 (Ω), while its critical point in the

sense of Chang, i.e., 0 ∈ ∂E(u), is a solution of the differential inclusion (DI).
In general, if E : X → R is a locally Lipschitz function in a given Banach space

X, its Clarke subgradient at u ∈ X is defined by

∂E(u) = {ξ ∈ X∗ : Eo(u; v) ≥ 〈ξ, v〉, ∀v ∈ X},

see F. H. Clarke [8], where X∗ is the dual of X, 〈·, ·〉 is the duality mapping, and

Eo(u; v) = lim sup
w→v,t→0+

E(w + tv)− E(w)

t

stands for the Clarke directional derivative of E at the point u ∈ X and direction
v ∈ X.

In a joint work with D. Motreanu, Csaba provided the first extension of the
celebrated Mountain Pass Theorem to locally Lipschitz functions, see [27]. Moreover,
they provided the so-called ’zero altitude’ version of the result, which was new even
in the smooth setting. The main tool they used is a non-smooth deformation lemma,
where the key idea is the introduction of the so-called pseuso-gradient vector field
for locally Lipschitz functions. Their non-smooth deformation lemma implies further
non-smooth minimax results (saddle point, linking theorems).

The results from [27] has several applications and extensions, see e.g. C.O. Alves
and J.A. Santos [1], or C.O. Alves, R.C. Duarte and M.A.S. Souto [2]. Moreover, var-
ious applications of the non-smooth Mountain Pass Theorem have been developed,
both in the theory of differential inclusions and hemivariational inequalities. More-
over, spectacular arguments were provided not only in bounded domains, but also on
unbounded domains. While in the former case Sobolev compactness is expected, in
the latter case – in order to regain some sort of compactness – either certain coerciv-
ity or symmetric structures are required on unbounded domains. Such an approach
is the so-called principle of symmetric criticality (both for smooth and nonsmooth

1The function F : X → R is locally Lipschitz, if for every x ∈ X there exist a neighborhood U and

a constant Kx > 0 such that |f(u)− f(v)| ≤ Kx‖u− v‖ for every u, v ∈ U , see F. H. Clarke [8].
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functionals); over the years, Csaba became a worldwide expert of this principle, most
of his results in this direction being influential in the literature, see e.g. [23, 24].

2.2. Critical points for continuous and set-valued functions

In the early nineties, M. Degiovanni and M. Marzocchi [11] have developed the
theory of critical points for continuous functionals, by introducing the so-called weak
slope of a continuous function E : X → R defined on a metric space X. A point u ∈ X
is a critical point of E if its weak slope vanishes at u. In addition, if the functional E
is of class C1, the weak slope coincides with the norm of the usual differential of E.

Being an expert of the critical point theory for locally Lipschitz functions, Csaba
obtained several important results also in the context of weak slopes. More precisely,
Csaba and his co-authors obtained quantitative versions of the deformation lemma
(without using pseudo gradient vector fields, which is not defined in such non-smooth
settings), minimax results, see e.g. [22].

In addition, inspired by the work of M. Frigon [13], Csaba and his co-authors
provided quantitative deformation lemmas and minimax results for set-valued maps,
see [21]. The Mountain Pass Theorem for set-valued maps from [21] has a central
place in the monograph of Y. Jabri [15].

3. Finsler geometry: from synthetic aspects to PDEs

In general, Finsler geometry is viewed as an extension of Riemannian geome-
try. S.-S. Chern claimed that Finsler geometry is just Riemannian geometry with-
out the quadratic restriction. In certain sense, Chern’s statement is confirmed, since
many classical results can be easily extended from Riemannian to Finsler structures,
as Hopf-Rinow, Cartan-Hadamard and Bonnet-Myers theorems, Rauch and Bishop-
Gromov comparison principles, see D. Bao, S.-S. Chern and Z. Shen [4]. In spite of
these facts, deep differences appear between the two geometries. Csaba was also ex-
tremely motivated to identify such nontrivial differences. In the sequel, we focus to
the following two topics, both of them being his favorite research directions:

• Busemann inequalities and the existence of ’orthogonal’ geodesic segments be-
tween Finsler submanifolds;

• Sobolev spaces over Finsler manifolds and their applications in the theory of
PDEs.

To be more precise, let us give some basic notions from Finsler geometry. Let M be an
n(≥ 2)-dimensional differentiable manifold and its tangent bundle TM =

⋃
x∈M TxM .

The pair (M,F ) is called a Finsler manifold, if the continuous function F : TM →
[0,∞) verifies the assumptions:

(a) F ∈ C∞(TM \ {0});
(b) F (x, λy) = λF (x, y) for every λ ≥ 0 and (x, y) ∈ TM ;
(c) gij(x, y) = [ 1

2F
2]yiyj (x, y) is positive definite for every (x, y) ∈ TM \ {0}, where

F (x, y) = F (yi ∂
∂xi |x).

(M,F ) is reversible, if instead of (b) one has:

(b’) F (x, λy) = |λ|F (x, y) for every λ ∈ R and (x, y) ∈ TM .
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Unlike the Levi-Civita connection in Riemannian geometry, there is no unique
natural connection in the Finsler setting; either the metric compatibility or the
torsion-free property fails for a generic Finsler connection. Among these objects, the
Chern connection has appropriate properties to provide qualitative results on Finsler
manifolds, see D. Bao, S.-S. Chern and Z. Shen [4]. By means of this connection, one
can introduce Jacobi fields, geodesics, flag curvature (replacing the sectional curva-
ture), etc.

3.1. Busemann inequalities and ’orthogonal’ geodesics on Finsler manifolds

In the forties, parallel to A.D. Alexandrov’s theory, H. Busemann [5] developed
a synthetic geometry on non-smooth metric spaces. Among others, H. Busemann
elaborated axiomatically the theory of non-positively curved metric spaces, where no
differential structure is needed. This notion of non-positive curvature requires that
in small geodesic triangles the length of a side is at least the twice of the geodesic
distance of the midpoints of the other two sides, see H. Busemann [5, p. 237]; if this
property is valid in every small geodesic triangle, the space is called Busemann NPC
space. By making a connection between smooth and synthetic objects, H. Busemann
proved that a Riemannian manifold (M, g) is a Busemann NPC space if and only if its
sectional curvature is non-positive. At the same time, he formulated the open question
for non-Riemannian manifolds asking if non-positively curved Finsler manifolds are
Busemann NPC space. It turned out that the picture for non-Riemannian Finsler
spaces is totally different with respect to Riemannian manifolds. Indeed, P. Kelly and
E. Straus [16] proved that a convex closed planar domain endowed with the standard
Hilbert distance (providing a Finsler structure with constant flag curvature -1) is a
Busemann NPC space if and only if the curve is an ellipse, thus the geometry reduces
to the Riemannian one. After this result, nothing relevant happened till the early
2000s concerning Busemann’s question on Finsler manifolds.

In 2003, Csaba and his co-authors proved in [17] that non-positively curved
Berwald manifolds2 are Busemann NPC spaces. In this way, Berwald manifolds be-
came the first non-Riemannian Finsler spaces where H. Busemann’s original question
has been affirmatively answered. This result has been extended to further synthetic
properties in [19], where the authors conjectured that non-positively curved Berwald
manifolds are the largest Finsler objects which are Busemann NPC spaces. This ques-
tion has been confirmed recently by S. Ivanov and A. Lytchak [14].

Since Busemann’s inequality can be reformulated in terms of convexity, several
applications can be found of the main results of [17, 19] by treating optimization
problems, as Weber-type transportation phenomena on curved spaces; the reader
may consult the monograph [20] for further applications in Economics and Geometry,
written by Csaba and his co-authors.

Another important aspect of Finsler manifolds is to determine the number of
geodesic segments perpendicular to certain submanifolds. Since the notion of perpen-
dicularity as well as the behavior of the energy functional defined on the space of

2Special Finsler structures, where the coefficients of the Chern connection are not directional-

dependent.
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curves are delicate issues on Finsler manifolds, a comprehensive study of this prob-
lem was completed by Csaba and his co-authors in [18]; the most challenging part
of the proof is the validity of the Palais-Smale compactness condition of the energy
functional defined on the space of curves. The result from [18] has been extended by

E. Caponio, M.Á. Javaloyes and A. Masiello [6] to stationary spacetimes over Finsler
structures.

3.2. Sobolev spaces versus Finsler manifolds

Within the class of reversible Finsler manifolds (including in particular the class
of Riemannian manifolds), the synthetic notion of Sobolev spaces on metric measure
spaces and the analytic notion of Sobolev spaces coincide. However, the case when
the Finsler manifold is not reversible (modeling e.g. Randers spaces, the Matsumoto
mountain slope metric, or the Finsler-Poincaré ball), it turns out that surprising
phenomena arise, which was described in the paper [12] of Csaba and his co-authors.
To be more precise, let

W 1,2(M,F,m) =

{
u ∈W 1,2

loc (M) :

∫
M

F ∗2(x,Du(x))dm(x) < +∞
}
,

and W 1,2
0 (M,F,m) be the closure of C∞0 (M) with respect to the (asymmetric) norm

‖u‖F =

(∫
M

F ∗2(x,Du(x))dm(x) +

∫
M

u2(x)dm(x)

)1/2

, (3.1)

where m is the usual measure on (M,F ). Let

rF = sup
x∈M

sup
y∈TxM\{0}

F (x, y)

F (x,−y)

be the reversibility constant on (M,F ). Clearly, rF ≥ 1 and rF = 1 if and only if
(M,F ) is reversible. Let

Fs(x, y) =

(
F 2(x, y) + F 2(x,−y)

2

)1/2

, (x, y) ∈ TM.

It is clear that (M,Fs) is a reversible Finsler manifold, Fs being the symmetrized
Finsler metric associated with F .

In [12] the authors proved that if rF < +∞, then (W 1,2
0 (M,F,m), ‖ · ‖Fs) is a

reflexive Banach space, while the norm ‖ · ‖Fs
and the asymmetric norm ‖ · ‖F are

equivalent; in particular,(
1 + r2

F

2

)−1/2

‖u‖F ≤ ‖u‖Fs
≤
(

1 + r−2
F

2

)−1/2

‖u‖F , ∀u ∈W 1,2
0 (M,F,m).

A more surprising fact – which shows the genuine difference between Riemannian and
Finsler geometry – is that the authors of [12] constructed a function u on the Finsler-

Poincaré ball (having the reversibility constant +∞) such that u ∈ W 1,2
0 (M,F,m)

but −u /∈ W 1,2
0 (M,F,m). In this way, the Sobolev space over a non-compact Finsler

manifold (M,F ) with rF = +∞ need not be even a vector space.
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Csaba was also interested to study elliptic PDEs involving the Finsler-Laplace
operator. Such kind of problems were discussed in [25], where the authors established
Hardy-type inequalities on Finsler manifolds with some applications. Further results
of Csaba and his co-authors, involving elliptic operators on different domains can be
found in [10, 26, 29].

4. Concluding part

Csaba’s most important contributions to applied mathematics have been pub-
lished in internationally recognized journals such as Calculus of Variations and Partial
Differential Equations, Nonlinear Differential Equations and Applications, Discrete
and Continuous Dynamical Systems-A, Advances in Differential Equations, Non-
linear Analysis Real World Applications, etc. A summary of these results has been
published in two monographs by Cambridge University Press in 2010 (see [20]) and
Springer in 2021 (see [9]).

Csaba was invited to various research institutes and universities, as Universita
di Perugia, Eötvös Lóránd University, Alfréd Rényi Institute of Mathematics, Uni-
versita di Catania, Technical University of Athens, etc. He collaborated with dozens
of national and international mathematicians, resulting joint publications. He has
more than 90 research papers, being cited in prestigious journals such as Mathematis-
che Annalen, Journal of Functional Analysis, Journal of Differential Equations and
others.

In addition to his scientific achievements, one of Csaba’s greatest merits lies
in discovering and educating young mathematical talents. Many of his former stu-
dents became world-renowned mathematicians, working at prestigious European and
American universities such as Humboldt University, Utrecht University, Virginia Poly-
technic Institute and State University. As a doctoral supervisor, he advised numerous
students, who became outstanding researchers and lecturers at the Babeş-Bolyai Uni-
versity and Sapientia University of Transylvania.

Csaba’s absence remains an unfilled void in our soul.
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[9] Costea, N., Kristály, A., Varga, Cs., Variational and Monotonicity Methods in Non-
smooth Analysis, Springer International Publishing, 2021.
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Stud. Univ. Babeş-Bolyai Math. 68(2023), No. 1, 13–27
DOI: 10.24193/subbmath.2023.1.01

Generalized de Jonquières divisors on generic
curves

Gavril Farkas

To the memory of Csaba Varga (1959-2021)

Abstract. The classical de Jonquières and MacDonald formulas describe the vir-
tual number of divisors with prescribed multiplicities in a linear system on an
algebraic curve. We discuss the enumerative validity of the de Jonquières formulas
for a general curve of genus g.

Mathematics Subject Classification (2010): 14H10, 14H51.

Keywords: Algebraic curves, de Jonquières divisors, moduli space of curves.

1. Introduction

De Jonquières’ formula [11] is concerned with the following classical enumerative
question: Given a suitably general (singular) plane curve of Γ degree d and geometric
genus g, how many plane curves of given degree meet Γ in ni unspecified points with
contact order ai, for i = 1, . . . , e? De Jonquières using an ingenious recursive argument
(later considerably simplified by Torelli [24] and then slightly generalized by Allen [1])
showed that the number in question equals[

an1
1 an2

2 · · · anee
]

n1! n2! · · ·ne!
, where in general we define the quantity

[a1 · · · ae] = a1 · · · ae
g!

(g − e− 1)!

(
a1 · · · ae
g − e

−
e∑
i=1

a1 · · · âi · · · ae
g − e+ 1

+ · · ·+ (−1)e
1

g

)
.

(1.1)
The formula (1.1) recovers many well known formulas in the theory of algebraic

curves, for instance the number 2g−1(2g−1) of odd theta characteristics on a smooth
curve of genus g, or the Plücker formula for the total number of ramification points on
a linear series on a curve. The original proofs [11], [24] of the de Jonquières formula

Received 14 October 2022; Revised 05 February 2023.
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use an induction on the multiplicities ai coupled with the Brill-Cayley correspondence
principle. For a historic perspective on the de Jonquières formula we refer to Zeuthen’s
treatise [26, 136], or if one prefers English, the books of Coolidge [8, Book 3, Chapter
3.3] or Baker [5, pages 35-45]. De Jonquières’ formula has been rediscovered by Mac-
Donald [21] and Vainsencher [25] and a summary of their work, reinterpreting this
number as a fundamental class of a modified diagonal on the symmetric product of a
smooth curve can be found in the book [3].

In order to formulate the problem in modern terms, let C be a smooth curve of
genus g and we fix a linear series ` = (L, V ) ∈ Grd(C). For a partition µ = (a1, . . . , ae)
of d, we define the de Jonquières cycle DJµ(C, `) to be the locus of divisors of the
type a1 · x1 + · · ·+ ae · xe lying in the linear system `. Observe that DJµ(C, `) can be
realized as the rank r degeneracy locus of the evaluation morphism of vector bundles

χ : V ⊗OCe −→ Jµ(L)

over the product Ce, where the fibre of the vector bundle Jµ(L) over a point
(x1, . . . , xe) equals the d-dimensional vector space L|a1·x1+···+ae·xe . Accordingly, the
virtual dimension of DJµ(C, `) equals e − d + r. In the case e = d − r, this number
equals zero and one expects ` to contain finitely many divisors with multiplicities
prescribed by the partition µ. As pointed out in [3, page 359], the virtual class of this
degeneracy locus can be realized via the Porteous formula as the coefficient of the
monomial t1t2 · · · te in the polynomial(

1 + a21t1 + · · ·+ a2ete
)g(

1 + a1t1 + · · ·+ aete
)d−r−g

.

It is straightforward to see that this is simply a convenient way to repackage compactly
the information contained in the formula (1.1). For instance, we obtain that a linear
system ` ∈ Grd(C) is expected to contain precisely

2r
((

d− r
r

)
+ g

(
d− r − 1

r − 1

)
+

(
g

2

)(
d− r − 2

r − 2

)
+ · · ·

)
divisors containing r double points, that is, of the type

2 · x1 + · · ·+ 2 · xr + xr+1 + · · ·+ xd−r

and so on. Here we use the convention that
(
m
−h
)

= 0 when h > 0.

More generally, we consider a positive partition µ = (a1, . . . , ae) and set

|µ| := a1 + · · ·+ ae and `(µ) := e.

For 0 ≤ f ≤ |µ| we define the generalized de Jonquières (secant) locus

DJfµ (C, `) := Z|µ|−f (χ)

=
{

(x1, . . . , xe) ∈ Ce : dim
∣∣V (−a1 · x1 − · · · − ae · xe)

∣∣ ≥ r − |µ|+ f
}
.

Being a degeneracy locus, each component of DJfµ (C, `) has dimension at least

e− f(r + 1− |µ|+ f).

If µ = (1e), then using the notations of [9] or [15], we observe that DJfµ (`) = V e−fe (`)
can be identified with the variety of e-secant (e − f − 1)-planes to the embedded
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curve C
|V |
↪→ Pr. Moreover, if |µ| = d, then DJd−rµ (C, `) = DJµ(C, `) is the locus of de

Jonquières divisors in the linear series `. De Jonquières loci have been used to study the
geometry of the moduli spaces of curves or that of strata of holomorphic differentials
[4]. The class of effective divisors onMg involving de Jonquières conditions have been
computed in [10], [16], [17], or [22].

The question of how to interpret the de Jonquières count when a curve C ⊆
Pr acquires singularities has been treated both in classical and modern times. The
problem we address in this note on the other hand is the enumerative validity of
the de Jonquières count when C is a general curve in moduli. We treat this problem
variationally and consider de Jonquières cycles associated to all linear systems ` ∈
Grd(C), that is, we set up the correspondence:

Σfµ(C) :=
{(
`, x1, . . . , xe

)
: (x1, . . . , xe) ∈ DJfµ (C, `)

}
π1

ss

π2

**
Grd(C) Ce

(1.2)

The main result of this paper is then summarized as follows:

Theorem 1.1. Let C be a general curve of genus g and we fix a partition

µ = (a1, . . . , ae),

as well as positive integers d, r and f with ρ(g, r, d) ≥ 0 and |µ| − r ≤ f ≤ |µ|. Then
each irreducible component of Σfµ(C) has dimension ρ(g, r, d) + e− f(r+ 1− |µ|+ f).
Accordingly, if

ρ(g, r, d) + e− f(r + 1− |µ|+ f) < 0,

then DJfµ (C, `) = ∅ for every linear series ` ∈ Grd(C).

This result generalizes [15, Theorem 0.1] to the case of an arbitrary partition
µ, the result in loc.cit. corresponding to the case when µ = (1e). It also generalizes
Ungureanu’s results [23, Theorem 1.5] corresponding to the case when |µ| = d =
deg(`), asserting that if C is a general curve, no linear series ` ∈ Grd(C) possesses a de
Jonquières divisor of length e < d− r. Observe that the case f = |µ| − r in Theorem
1.1 can be obviously reduced to the classical de Jonquières case, by extending the
partition µ to µ′ = (µ, 1d−|µ|) of the degree d of the curve in question.

We now discuss several cases in which Theorem 1.1 applies. The first case be-
yond the classical de Jonquières situation treated for instance (under some restric-
tive assumptions) in [23] is when f = |µ| + 1 − r, when the residual linear series∣∣V (−a1 · x1 − · · · − ae · xe)

∣∣ is a pencil, which can be formulated as saying that under
the map ϕ` : C → Pr induced by the linear series `, the (ai − 1)-st osculating planes
to C at the points xi span a codimension two plane, that is,〈

a1 · x1, . . . , ae · xe
〉 ∼= Pr−2. (1.3)

Tangential secants. Let us consider the case a1 = 2 and a2 = · · · = ae = 1 and f = 1, in
which case the condition (1.3) translates into saying that 〈2 · x1, x2, . . . , xe〉 ∼= Pe−1,
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that is, the tangent line to C at the point x1 lies in the (e − 1)-plane spanned by
the points x1, . . . , xe. Following classical terminology, we say that 〈x1, . . . , xe〉 is a
tangential (e+ 1)-secant to C. Theorem 1.1 can be formulated in this case as follows:

Corollary 1.2. We fix positive integer g, r, d and e such that 2e < r + 1 − ρ(g, r, d).
For a general curve C of genus g, no linear seris ` ∈ Grd(C) carries a tangential
(e+ 1)-secant.

Note that every space curve C ⊆ P3 of degree d and genus g is expected to have
finitely many tangential trisecants and their number

T (d, g) = 2(d− 2)(d− 3) + 2g(d− 6),

which can derived from the de Jonquières formula, has been first computed by Salmon
and Zeuthen [26, 64], see also [3, page 364]. It is an interesting result of Kaji [18], valid
to a large extent even in positive characteristic, that an arbitrary smooth space curve
C ⊆ P3 cannot have infinitely many tangential trisecants, see also [7] for various
extensions of this result. For space curves, our Corollary 1.2 reduces to the Brill-
Noether Theorem, but already for curves C ⊆ P4 it goes beyond that and it states
that when ρ(g, r, d) = 0 a general such curve has no tangential trisecants.

Multiple tangents. Passing now to the case of tangent planes, that is, when a1 = · · · =
ae = 2, we look at (2e− 2)-planes in Pr that are tangent to C at e points, that is,〈

2 · x1, . . . , 2 · xe
〉 ∼= P2e−2.

We call such a configuration an degenerate e-tangent to C ⊆ Pr. With this terminol-
ogy, Theorem 1.1 takes the following form:

Corollary 1.3. Fix positive integers g, r, d, e with ρ(g, r, d) ≥ 0 and

3e < r + 2− ρ(g, r, d).

Then a general curve C of genus g has no linear series ` ∈ Grd(C) with degenerate
e-tangents.

The simplest case where Corollary 1.3 applies is when e = 2, r = 5. It says that
for a general curve C of genus g, no embedded curve ϕ` : C → P5 of degree d with
ρ(g, r, d) = 0 has a pair of coplanar tangent lines.

Another immediate application of Theorem 1.1 is when again a1 = · · · = ae = 2
but this time f = 2e− r > 0, hence〈

2 · x1, . . . , 2 · xe
〉∼= Pr−1.

In other words, the points x1, . . . , xe span a tangent hyperplane. We find the following
result:

Corollary 1.4. Fix integers g ≥ 1, r ≥ 3 and d such that ρ(g, r, d) ≥ 0 and e ≥ r + 1.
Then for a general curve C of genus g the locus of linear systems ` ∈ Grd(C) such
that ϕ` : C ↪→ Pr admits an e-secant tangent hyperplane is equal to ρ(g, r, d) + r − e.
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In particular, for e = r + 1 specializes to the known result [23], that for a Brill-
Noether general curve C ⊆ Pr no hyperplane can be tangent at more than r points.

Flex lines and bitangents. A general smooth space curve C ⊆ P3 is expected to
possess no bitangent or flex lines lines, that is, no de Jonquières divisors of length two
corresponding to the partitions µ = (2, 2) and µ = (3, 1) respectively. We consider the
problem more generally for curves C ⊆ Pr and our result in this case lends a sharp
form to this expectation.

Corollary 1.5. Fix positive integers g ≥ 1, r ≥ 3 and d with ρ(g, r, d) ≥ 0 and a1, a2
such that

a1 + a2 >
ρ(g, r, d) + 2r

r − 1
.

Then for a general curve C of genus g, no degree d embedding ϕ` : C ↪→ Pr possesses
a secant line meeting the image of C with multiplicities a1 and a2 at the points of
secancy.

For instance when r = 3, e = 2 and |µ| = 4, Corollary 1.5 implies that when
ρ(g, 3, d) ≤ 1, for a general curve C of genus g no embedding ϕ` : C ↪→ P3 of degree
d possesses either a bitangent or a flex line.

The last application of Theorem 1.1 is to the case when the partition µ is of
length one.

Corollary 1.6. We fix positive integers g, r, d and a such that 2a > ρ(g, r, d)− 1 + 2r.
Then a general curve C of genus g carries no linear series ` ∈ Grd(C) having a point
x ∈ C with `(−a · x) ∈ G1

d−a(C).

Specializing even further to the case d = 2g − 2 and r = g − 1 in which case
` necessarily equals the canonical linear series |ωC |, via the Riemann-Roch Theorem
Corollary 1.6 can be reformulated as stating that for a general curve of genus g, if
a ≥ g − 1 we have that

h0
(
C,OC(a · x)

)
≤ a+ 2− g,

for each point x ∈ C. When a = g − 1 we obtain that C carries no pencil of degree
g − 1 totally ramified at a point, which is a well-known result. The locus of curves
[C] ∈Mg having such a pencil has been studied by Diaz [12], who also computed the

class of its compactification in Mg.

2. Generalized de Jonquières divisors on flag curves

We fix a smooth curve C of genus g and we denote by Grd(C) the variety of

linear systems of type grd on C, that is, pairs ` = (L, V ), where L ∈ Picd(C) and
V ⊆ H0(C,L) is an (r + 1)-dimensional subspace of sections. Recall that when C is
a general curve of genus g, then Grd(C) is a smooth variety of dimension equal to the
Brill-Noether number ρ(g, r, d) = g − (r + 1)(g − d + r). Our proof of Theorem 1.1
is by degeneration and we will use throughout the theory of limit linear series. We
begin by quickly recalling the notation for vanishing and ramification sequences of
linear series on curves largely following [13] and [14].
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If ` = (L, V ) ∈ Grd(C) is a linear series, the ramification sequence of ` at a point q ∈ C

α`(q) : 0 ≤ α`0(q) ≤ · · · ≤ α`r(q) ≤ d− r
is obtained from the vanishing sequence

a`(q) : 0 ≤ a`0(q) < · · · < a`r(q) ≤ d
by setting α`i(q) := a`i(q)− i, for i = 0, . . . , r. In case the underlying line bundle L is
clear from the context, we write αV (q) = α`(q) and aV (q) = a`(q). The ramification
weight of q with respect to ` is defined as the quantity

wt`(q) :=

r∑
i=0

α`i(q).

We denote by

ρ(`, q) := ρ(g, r, d)− wt`(q)

the adjusted Brill-Noether number of ` with respect to q. We recall also the Plücker
formula ∑

q∈C
α`(q) = (r + 1)d+ (r + 1)r(g − 1), (2.1)

measuring the total ramification of `. Incidentally, assuming that ` has only simple
ramification points, that is, points with ramification sequence at most (0, . . . , 0, 1),
then (2.1) is an instance of the de Jonquières formula (1.1) applied to the linear series
` and to the partition µ = (r + 1, 1d−r−1) of d).

Following Eisenbud-Harris [13, page 364], let us recall that a limit linear series
on a curve X of compact type consists of a collection

` =
{

(LC , VC) ∈ Grd(C) : C is a component of X
}
,

satisfying a compatibility condition on the vanishing sequences at the nodes of X in
terms of the vanishing sequences of the aspects on the two (smooth) components of

X on which each node of X lies. We denote by G
r

d(X) the variety of limit linear series
of type grd on X. More generally, if q ∈ Xreq is a smooth point and

α =
(
0 ≤ α0 ≤ · · · ≤ αr ≤ d− r

)
is a Schubert index, we denote by G

r

d

(
X, (q, α)

)
the variety of limit linear series

` ∈ Grd(X) satisfying the condition α`(q) ≥ α. From basic principles it follows that
each component has dimension at least ρ

(
g, r, d, α) = ρ(g, r, d)−wt(q). Eisenbud and

Harris offer in [14, Theorem 1.1] sufficient conditions ensuring when the equality

dim G
r

d

(
X, (q, α)

)
= ρ(g, r, d)− wt(α) (2.2)

holds, which we will make an essential use of in the course of proving Theorem 1.1.
In case a pointed curve [X, q] satisfies the condition (2.2) for each r, d ≥ 1 such that
ρ(g, r, d) ≥ 0 and for each choice of a Schubert index α, we say that [X, q] verifies the
strong Brill-Noether Theorem.

Having fixed a positive partition µ = (a1, . . . , ae), a positive integer f with
|µ| − r ≤ f ≤ |µ| and a smooth curve C, we have defined in the Introduction the
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subvariety Σfµ(C) ⊆ Grd(C)×Ce. Due to its determinantal structure, each irreducible

component of Σfµ(C) has dimension at least

dim Grd(C) + e− f(r + 1− |µ|+ f) ≥ ρ(g, r, d) + e− f(r + 1− |µ|+ f).

From this fact we obtain that once one shows that for a general curve C of genus g each
irreducible component of Σfµ(C) has dimension at most ρ(g, r, d)+e−f(r+1−|µ|+f),

it will also follow that Σfµ(C) is in fact equidimensional of this dimension.

Assume we are in a situation when Σfµ(C) in nonempty for a general (and there-
fore for an arbitrary) smooth curve C of genus g.

2.1. Universal de Jonquières divisors on curves of compact type.

The proof of Theorem 1.1 relies, like several other proofs involving limit linear
series, on degenerating a smooth curve of genus g to a flag curve consisting of a rational
spine and g smooth elliptic tails. It is known [13] and [14] that such curves satisfy the
Brill-Noether Theorem independently of the position of the g points of attachment
on the rational spine. One has however to deal with the serious complication that,
under this degeneration, although one has a good understanding of the aspects of
the limit linear series on the flag curve, a priori there is no control on the position
of the e marked points lying in the support of a generalized de Jonquières divisor.
For the combinatorial argument required to prove Theorem 1.1 it is however essential
to ensure that one can always find such a flag curve degeneration of a generic curve
of genus g in which these e marked points specialize to a subcurve of the flag curve
having relatively small arithmetic genus. To make sure this is possible, we employ a
strategy already used in [15], which relies on considering all flag curves of genus g
at once and using certain basic facts about the geometry of the (rational) parameter
space of such a curves.

We set some further notation. Let j : M0,g →Mg the map assigning to a stable

rational pointed curve [R, p1, . . . , pg] ∈M0,g fixed smooth elliptic tails E1, . . . , Eg at
the marked points p1, . . . , pg. We denote the resulting compact type curve by

X := R ∪p1 E1 ∪ . . . ∪pg Eg,

that is, pa(X) = g and let pR : X → R be the map contracting each elliptic component
Ei to the point pi. We introduce the universal n-pointed curve Cg,n =Mg,n+1 of genus

g and denote by π : Cg,n →Mg,n the morphism forgetting the (n+1)-st marked point.

For e ≥ 1, we write πe : Ceg,n →Mg,n for the e-fold fibre product of Cg,n over Mg,n.
We finally introduce the map

χ : M0,g ×Mg
Ceg → C

e

0,g, (2.3)

which collapses the fixed elliptic tails E1, . . . , Eg and projects the corresponding
marked points onto the rational spine R. With the notation introduced above, we
thus have

χ
(

[R, p1, . . . , pg], (x1, . . . , xe)
)

=
(

[R, p1, . . . , pg], pR(x1), . . . , pR(xe)
)
,

where x1, . . . , xe ∈ X.
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Let DJ ⊆ Ceg be the closure of the locus of generalized de Jonquières divisors on
smooth curves of genus g, that is, of the following determinantal variety

DJ :=
{

[C, x1, . . . , xe] : [C] ∈Mg, xi ∈ C, ∃` = (L, V ) ∈ Grd(C) such that

dim
∣∣V (−a1 · x1 − · · · − ae · xe)

∣∣ ≥ r − |µ|+ f
}
.

Since we assume that Σfµ(C) 6= ∅ for a general curve [C] ∈Mg, we have that

πe
(
DJ
)

=Mg,

where recall that πe : Ceg →Mg. Next, we define the locus

U := χ
(
M0,g ×Mg

DJ
)
⊆ Ce0,g. (2.4)

We use the commutativity of the following diagram, where the horizontal upper arrow
is induced via the stabilization isomorphism Cg,n ∼= Mg,n+1, see [20, page 175] by
taking fibre products

Ce0,g

πe

��

// Ceg

πe

��
M0,g

j //Mg

in order to conclude that πe(U) = M0,g. We denote by e − m the generic fibre

dimension of the map πe|U : U →M0,g. Thus 0 ≤ m ≤ e and

dim
(
U ∩ π−1e [R, p1, . . . , pg]

)
= e−m,

for a general stable curve [R, p1, . . . , pg] ∈M0,g.
We introduce the birational map

ϑ : Ce0,g →M
g−3+e
0,4

∼= (P1)g−3+e

whose components are the forgetful morphisms πi : M0,g+e →M0,4 which for i = 4,
. . . , g + e only retain the marked points labelled by 1, 2, 3 and i respectively. Fixing
for instance the first three marked points as usual p1 = 0, p2 = 1 and p3 = ∞ ∈ P1,
by slightly abusing notation we can think of ϑ as the map assigning(

[R, p1, . . . , pg], x1, . . . , xe
) ϑ7→

(
p4, . . . , pg, x1, . . . , xe

)
∈ (P1)g−3+e.

Using essentially only the elementary fact that the diagonal of P1 × P1 is am-
ple, we then establish in [15, Proposition 2.2], that depending on whether ϑ(U) ⊆
(P1)g−3+e intersects the small diagonal (x1 = · · · = xe) in (P1)g−3+e or not, one of
the following three possibilities occur:

• There exists a point (p4, . . . , pg, x1, . . . , xe) ∈ ϑ(U) with x1 = · · · = xe and at least
g −m− 3 of the points p4, . . . , pg are mutually distinct.
• There exists a point (p4, . . . , pg, x1, . . . , xe) ∈ ϑ(U) such that at least g −m of the
points p4, . . . , pg are equal to a point r ∈ P1 r {x1, . . . , xe}.
• There exists a point (p4, . . . , pg, x1, . . . , xe) ∈ ϑ(U) such that e − 1 of the marked
points x1, . . . , xe are equal and at least g −m of the points p4, . . . , pg are equal to 0.



Generalized de Jonquières divisors on generic curves 21

Investigating the fibres of the map ϑ in each of these cases we find the following,
see [15]:

Proposition 2.1. Keeping the notation above, if dim(U) = g − 3 + e−m, there exists
a point (

[R, p1, . . . , pg], x1, . . . , xe
)
∈M0,g ×Mg

DJ,

such that on the flag curve X = R ∪p1 E1 ∪ . . . ∪pg Eg the limiting de Jonquières
divisor (x1, . . . , xe) satisfies either (i) x1 = · · · = xe ∈ R r {p1, . . . , pg}, or else,
(ii) x1, . . . , xe all lie on a connected subcurve Y ⊆ X of genus at most m and with∣∣Y ∩ (X r Y )

∣∣ ≤ 1.

2.2. The proof of Theorem 1.1

We fix a partition µ = (a1, . . . , ae) and a positive integer f ≥ |µ|−r. We assume
that the variety Σfµ(C) ⊆ Grd(C) × Ce is not empty for every smooth curve C of
genus g. Keeping the notation above, we denote by e−m the fibre dimension of the
surjective morphism πe : U →M0,e. Recall that we defined DJ ⊆ Ceg to be the closure
of the universal locus of de Jonquières divisors and we assume that e−n is the generic
fibre dimension of the surjective morphism

πe|DJ : DJ→Mg.

When specializing to the subvariety of flag curves via the map j : M0,g ↪→ Mg the
fibre dimension of πe can only go up, we have that m ≤ n. We now apply Proposition
2.1 and let X = R∪E1∪ . . .∪Eg be the corresponding flag curve of genus g as above,
where for i = 1, . . . , g we denote by pi ∈ R the node corresponding to the intersection
of the spine R (which may itself well be reducible) with the subtree of X ending in
the elliptic tail Ei. We denote by Y ⊆ X the connected subcurve of X onto which
the marked points x1, . . . , xe (limiting a generalized de Jonquières divisor) specialize.
According to Proposition 2.1 there are two possibilities:

(i) pa(Y ) = m ≤ min{e, g}, or
(ii) x1 = · · · = xe ∈ Rr {p1, . . . , pg}.

We first treat case (i). Let Y ′ := X r Y be the subcurve of X complementary
to Y and set {p} := Y ∩ Y ′. When m = g, then set Y := X and Y ′ = ∅ and we let
p ∈ X be a general (smooth) point. The divisor a1 · x1 + · · · + ae · xe is a limit of
generalized de Jonquières divisors on smooth curves of genus g neighboring the genus
g curve of compact type X. Applying the formalism of stable reduction, we can find
a flat family of nodal curves of genus g

ϕ : X → (T, t0)

over a smooth pointed curve, together with sections s1, . . . , se : T → X such that:

(1) The generic fibre ϕ−1(t) = Xt is a smooth curve of genus g, whereas the central
fibre

X̃ := ϕ−1(0)

is stably equivalent to X, that is, it is a curve of arithmetic genus g obtained from X
by possibly attaching chains of smooth rational curves at the singularities of X.
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(2) si(0) = xi ∈ X̃reg for all i = 1, . . . , e.

(3) There exists a line bundle Lη of related degree d defined on the complement of
the central fibre Xη = X rϕ−1(0), and a subvector bundle Vη ⊆ ϕ∗(Lη) of rank r+1,
such that for t 6= 0, setting Lt = Lη|Xt ∈ Pic(Xt) and Vt = Vη|t ⊆ H0(Xt, Lt), we
have that (

(Lt, Vt), s1(0), . . . , se(t)
)
∈ Σfµ(Xt),

that is, dim
∣∣Vt(−a1 · s1(t)− · · · − ae · se(t))

∣∣ ≥ r − |µ|+ f .

We shall denote by Ỹ ⊆ X̃ the inverse image of Y under the contraction mor-

phism X̃ → X. Then set Ỹ ′ := X̃ r Ỹ and we still denote by p the point of intersection

of Ỹ and Ỹ ′.

Since when forming the family X → T we allow us the possibility of a further
base change and that of resolving the resulting singularities, we may furthermore

assume that the flag curve X̃ carries a (refined) limit linear series

` =
{
`Z = (LZ , VZ) : Z is a component of X̃

}
∈ Grd

(
X̃
)

obtained following the procedure described by Eisenbud and Harris [13] as a limit of
the linear series (Lt, Vt). Furthermore, the sublinear series described in (3) induce a
limit linear series

`′ =
{
`′Z = (LZ(−DZ), V ′Z) : Z is a component of X̃

}
∈ Gr−|µ|+fd−|µ|

(
X̃
)
,

where DZ is an effective divisor on Z supported on the union of the points

s1(0), . . . , se(0) that happen to lie on Z and the point of intersection Z ∩ X̃ r Z
(which is a smooth point of Z), and V ′Z ⊆ H0(Z,L′Z) is respectively a subspace of
sections of dimension r + 1− |µ|+ f .

Note that p is a smooth point of both subcurves Ỹ and Ỹ ′ of X̃, therefore it

is a smooth point of a unique irreducible component of Ỹ , respectively of a unique

irreducible component of Ỹ ′. We consider the respective aspects of ` and slightly
abusing notation, we denote by

a`Ỹ (p) =
(
a0 < · · · < ar

)
the sequence obtained by ordering the vanishing orders at p of the sections corre-

sponding to the irreducible component of Ỹ containing p. Similarly, we let

a`Ỹ ′ (p) =
(
b0 < · · · < br

)
be the sequence obtained by ordering the vanishing orders at p of the sections con-

tained in the aspect of ` corresponding to the component of Ỹ ′ containing p. Note
that ai+ br−i = d for i = 0, . . . , r. Furthermore, by ordering the vanishing orders at p

of the aspect of `′ corresponding to the component of Ỹ containing p, we obtain the
sequence

a`
′
Ỹ (p) =

(
ai0 < · · · < air−|µ|+f

)
.
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Clearly, this is a subsequence of a`Ỹ (p). The entries in the complementary subsequence
can be ordered as well and we denote this subsequence by(

aj0 < aj1 < · · · < aj|µ|−f−1

)
.

Note that {
ai0 , . . . , air−|µ|+f

}
∪
{
aj0 , . . . , aj|µ|−f−1

}
=
{
a0, . . . , ar

}
.

While the entries in the sequence (aj0 < · · · < aj|µ|−f−1
) corresponding to vanishing

orders of sections of a linear series on a single irreducible component of Ỹ , using the
procedure described in [15, Lemma 2.1], one can construct a sublimit linear series

`]
Ỹ
∈ G

|µ|−f−1
d (Ỹ ) of `Ỹ such that its vanishing sequence a`

]

Ỹ (p) equals precisely(
aj0 < · · · < a|µ|−f−1

)
.

We first assume Ỹ ′ 6= ∅. The point p ∈ Ỹ is a smooth point and lies on one

of its rational component. In particular the genus m pointed curve [Ỹ , p] verifies

the strong Brill-Noether Theorem, that is, both varieties G
r−|µ|+f
d−|µ|

(
Ỹ , (p, α`

′
Ỹ (p))

)
and G

|µ|−f−1
d

(
Ỹ , (p, α`

]

Ỹ
(p))
)

have the expected dimension given by the corresponding
adjusted Brill-Noether numbers, in particular these numbers must be non-negative,
cf. [14, Theorem 1.1]. We thus obtain the following two inequalities by writing this
for out for the limit linear series `Ỹ and `Ỹ ′ respectively:

dim G
|µ|−f−1
d

(
Ỹ ,
(
p, α`

]

Ỹ
(p))) = ρ

(
`]
Ỹ
, p
)

(2.5)

= ρ
(
m, |µ| − f − 1, d

)
− aj0 − · · · − aj|µ|−f−1

+

(
|µ| − f

2

)
≥ 0,

as well as

dim G
r−|µ|+f
d−|µ|

(
Ỹ ,
(
p, α`

′
Ỹ (p)

))
= ρ(`′

Ỹ
, p) (2.6)

= ρ
(
m, r − |µ|+ f, d− |µ|

)
− ai0 − · · · − ar−|µ|+f +

(
r + 1− |µ|+ f

2

)
≥ 0.

The same considerations can be applied to the complementary subcurve Ỹ ′ of X̃. The

point of attachment p lies on a rational component component of Ỹ ′, therefore the
strong Brill-Noether inequality holds for `Y ′ as well, and we obtain:

dim G
r

d

(
Ỹ ′, (p, α`Ỹ ′ (p))

)
= ρ(`Ỹ ′ , p) = ρ(g−m, r, d)−

(
b0 + · · ·+ br

)
+

(
r + 1

2

)
≥ 0.

(2.7)
We add the inequalities (2.5), (2.6) and (2.7) together and use the fact that (`Ỹ , `Ỹ ′)

form a refined limit linear series, therefore the vanishing orders of `′
Ỹ

, `]
Ỹ

and those

of `Ỹ ′ respectively add up, that is,

r∑
k=0

bk +

r−|µ|+f∑
k=0

aik +

|µ|−f−1∑
k=0

ajk =

r∑
k=0

(
ak + br−k

)
= (r + 1)d.
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We obtain the following estimate:

0 ≤ ρ(g −m, r, d) + ρ
(
m, r − |µ|+ f, d− |µ|

)
+ ρ
(
m, |µ| − f − 1, d

)
−(r + 1)d+

(
r + 1

2

)
+

(
r + 1− |µ|+ f

2

)
+

(
|µ| − f

2

)
= ρ(g, r, d)− f(r + 1− |µ|+ f) +m ≤ ρ(g, r, d)− f(r + 1− |µ|+ f) + e,

which is precisely the second half of Theorem 1.1. Note that in the last inequality,
the assumption m ≤ e guaranteed by Proposition 2.1 is absolutely essential.

In the case m = g, when necessarily e ≥ g and Ỹ = X̃, we proceed along similar
lines. We add together inequalities (2.5) and (2.6) to obtain:

ρ(g, r, d) + e− f(r + 1− |µ|+ f)

=

ρ(g, r − |µ|+ f, d− |µ|
)
−
r−|µ|+f∑
k=0

aik +

(
r + 1− |µ|+ f

2

)
+

(
ρ
(
g, |µ| − f − 1, d

)
−
e−f−1∑
k=0

ajk +

(
e− f

2

))

+

r−|µ|+f∑
k=0

aik +

|µ|−f−1∑
k=0

ajk −
(
r + 1

2

)
+ e− g

= dim G
r−|µ|+f
d−|µ|

(
Ỹ ,
(
p, α`

′
Ỹ (p)

))
+ dim G

|µ|−f−1
d

(
Ỹ ,
(
p, α`

]

Ỹ
(p)))

+

r−|µ|+f∑
k=0

aik +

|µ|−f−1∑
k=0

ajk −
(
r + 1

2

)
+ e− g ≥ 0,

since
r−|µ|+f∑
k=0

aik +

|µ|−f−1∑
k=0

ajk =

r∑
k=0

ak ≥
(
r + 1

2

)
and, as explained, e ≥ g.

Assume finally we are in the case (ii), that is, when x1 = · · · = xe ∈ Rr {p1, . . . , pg}.
Keeping the previous notation, we observe that the limit linear series ` ∈ Grd(X̃) has
vanishing sequence at x1

a`(x1) ≥
(

0, 1, . . . , |µ| − f − 1, |µ|, |µ|+ 1, . . . , r + f − 1, r + f
)
,

therefore wt`(x1) ≥ f(r + 1 − |µ| + f). Taking into account that [X̃, q] satisfies the
strong Brill-Noether Theorem, cf. [14, Theorem 1.1], Theorem 1.1, we obtain the
inequality

0 ≤ dim G
r

d

(
X̃,
(
x1, α

`(x1)
)

≤ ρ(g, r, d)− f(r + 1− |µ|+ f)

≤ ρ(g, r, d) + e− f(r + 1− |µ|+ f).
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This concludes the proof that the assumption Σfµ(C) 6= ∅ for a general curve of genus
g implies that ρ(g, r, d) + e− f(r + 1− |µ|+ f) ≥ 0.

We come now to the dimensionality statement for the variety

Σfµ(C) ⊆ Grd(C)× Ce,

when C is a general curve of genus g. Recalling from the Introduction that
π2 : Σfµ(C) → Ce is the natural projection, with our notation we have

dim π2
(
Σfµ(C)

)
= e − n ≤ e − m, where e − n has been defined as the minimal

fibre dimension of the surjection DJ→Mg. We now estimate the fibre dimension of
π2 over a general point (y1, . . . , ye) ∈ π2(Σfµ). To that end, we specialize once more
to the locus of flag curves. For an e-pointed curve [X,x1, . . . , xe] of compact type,
where the marked points are pairwise distinct smooth points of X, we denote by
Σfµ(X,x1, . . . , xe) the subvariety of G

r

d(X) consisting of limit linear series

` =
{
`Z = (`Z , VZ) : Z is a component of X

}
∈ Grd(X)

possessing a sublimit linear series of the form

`′ =
{
`′Z =

(
LZ(−DZ), V ′Z

)
: Z is a component of X

}
∈ Gr−|µ|+fd−|µ| (X),

where supp(DZ) = Z∩
(
(X r Z)∪{x1, . . . , xe}

)
. As already explained, via Proposition

2.1 we may consider a further degeneration to a flag curve [X̃, x1, . . . , xe], where

X̃ = Ỹ ∪ Ỹ ′ with Ỹ ∩ Ỹ ′ = {p} satisfies the conditions (1)-(3). Recall that x1, . . . , xe ∈
Ỹreqr{p}. It follows that for the generic fibre dimension of π2 the following inequality
holds:

dim π−12 (y1, . . . , ye) ≤ dim Σfµ
(
X̃, x1, . . . , xe

)
.

Furthermore, the dimension of Σfµ
(
X̃, x1, . . . , xe) cannot exceed the dimension of the

space of triples
(
`′
Ỹ
, `]
Ỹ
, `Ỹ ′

)
described earlier, which as explained, via the estimates

(2.5), (2.6) and (2.7) equals

dim G
r−|µ|+f
d−|µ|

(
Ỹ ,
(
p, α`

′
Ỹ (p)

))
+ dim G

|µ|−f−1
d

(
Ỹ ,
(
p, α`

]

Ỹ
(p)))

+ dim G
r

d

(
Ỹ ′, (p, α`Ỹ ′ (p))

)
= ρ(g, r, d)− f(r + 1− |µ|+ f) +m.

It follows that

dim Σfµ(C) ≤ dim π2
(
Σfµ(C)

)
+ dim Σfµ

(
X̃, x1, . . . , xe

)
≤ e− n+m+ ρ(g, r, d)− f(r + 1− |µ|+ f)

≤ e− f(r + 1− |µ|+ f),

since, as explained, m ≤ n. This brings the proof of Theorem 1.1 to an end. �
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Remark 2.2. A natural extension of Theorem 1.1 could be to consider the transver-
sality of curves C ⊆ Pr with respect to non-linear spaces. For instance, staying at the
level of space curves, it is expected that a general curve C ⊆ P3 has finitely many 8-
secant conics (but no 9-secant conics), finitely many 12-secant twisted cubics (but not
13-secant twisted cubics) and so on. The smooth curves confirming this expectation
have been recently characterized as those for which the blow-up of Pr along C yields
a threefold with big and nef anticanonical divisor, see [6]. The (virtual) number of
8-secant conics to C ⊆ P3 has been computed by Katz [18] as an iteration of multiple
point formulas. It would be interesting to have a study of the enumerative validity
of this and other similar formulas mirroring Theorem 1.1. In this case however more
subtle phenomena, related to the (Strong) Maximal Rank Conjecture [2, Conjecture
5.1], must come into play and which go beyond the Brill-Noether genericity of the
curve in question. It is for instance clear that whenever C ⊆ P3 lies on a quadric there
is a positive dimensional family of 8-secant conics, so at the very least these curves
will have to be excluded, probably other as well.
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Stud. Univ. Babeş-Bolyai Math. 68(2023), No. 1, 29–42
DOI: 10.24193/subbmath.2023.1.02

Generalized versus classical normal derivative
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Abstract. Given a bounded domain with Lipschitz boundary, the general Green
formula permits to justify that the weak solutions of a Neumann elliptic problem
satisfy the Neumann boundary condition in a weak sense. The formula involves
a generalized normal derivative. We prove a general result which establishes that
the generalized normal derivative of an operator coincides with the classical one,
provided that the operator is continuous. This result allows to deduce that, under
usual regularity assumptions, the weak solutions of a Neumann problem satisfy
the Neumann boundary condition in the classical sense. This information is nec-
essary in particular for applying the strong maximum principle.
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Keywords: Lipschitz domain, normal derivative, Green formula, generalized nor-
mal derivative, Neumann problem, strong maximum principle.

1. Introduction and statement of the result

Let Ω ⊂ RN (N ≥ 1) be a bounded domain with Lipschitz boundary. Then, it is
a consequence of Rademacher Theorem that the outward unit normal n(x) is defined
almost everywhere on the boundary ∂Ω (endowed with the Hausdorff measure HN−1).
The normal derivative of a function u ∈ C1(Ω) is then ∂u

∂n = ∇u · n on ∂Ω.

The nonsmooth Green formula ([6], [2]) asserts that∫
Ω

(div a)φdx+

∫
Ω

a · ∇φdx =

∫
∂Ω

γn(a)γ(φ) dHN−1

for all φ ∈W 1,p(Ω) and all a belonging to

V p
′
(Ω,div) = {a ∈ Lp

′
(Ω,RN ) : div a ∈ Lp

′
(Ω)}.

Received 01 October 2022; Revised 01 February 2023.
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Here p ∈ (1,+∞) and p′ := p
p−1 is its Hölder conjugate. The formula involves the clas-

sical trace operator γ : W 1,p(Ω)→ W
1
p′ ,p(∂Ω) (see, e.g., [3], [5]) and the generalized

normal derivative γn : V p
′
(Ω,div)→W

− 1
p′ ,p

′
(∂Ω) introduced in [6] and [2].

If φ ∈ C1(Ω), then due to the classical Green formula we have γ(φ) = φ|∂Ω. In
fact, it is well known that the equality γ(φ) = φ|∂Ω holds whenever φ ∈W 1,p(Ω)∩C(Ω)
(see, e.g, [3]).

Similarly, if a ∈ C1(Ω,RN ), then we have γn(a) = a ·n. Our main result ensures
that this equality holds more generally:

Theorem 1.1. Let γn : V q(Ω,div)→W−
1
q ,q(∂Ω) (with q ∈ (1,+∞)) be the generalized

normal derivative. Then, for all a ∈ V q(Ω,div) ∩ C(Ω,RN ), we have γn(a) = a · n.

As far as we know, there was no proof of this result in the literature.
This result can be applied to Neumann elliptic boundary value problems driven

by the p-Laplacian (or a more general nonlinear operator) for showing that a weak
solution u ∈ W 1,p(Ω) (which belongs in fact to C1(Ω) due to nonlinear regularity
theory) satisfies the classical Neumann boundary condition ∂u

∂n = 0. Without the

result stated in Theorem 1.1, we can just say that γn(|∇u|p−2∇u) = 0. The latter
equality can be viewed as a Neumann boundary condition in a weak sense. However,
it is a key point that for applying the strong maximum principle [9] to u (in order
to show for instance that a nonnegative, nontrivial solution is positive on Ω), it is
necessary to know that the strong Neumann condition ∂u

∂n = 0 holds (the weak one is
not sufficient).

The rest of the paper is organized as follows. In Section 2, we present the back-
ground on trace operator, generalized normal derivative, and Green formulas. In Sec-
tion 3, we give the proof of Theorem 1.1. In Section 4, we present the application to
Neumann and, more generally, Steklov boundary value problems.

2. Green formulas

In this section, we recall the generalized normal derivative operator defined in [6]
and [2]. This operator permits to obtain a nonlinear Green formula, which is crucial for
relating weak solutions of quasilinear elliptic problems and their boundary conditions.

Before stating the main definition and the general Green formula (Theorem 2.2),
we review other versions of the Green formula involving relatively regular functions
and operators.

Recall that Ω ⊂ RN (N ≥ 1) is a bounded domain with Lipschitz boundary ∂Ω.
This regularity of the domain implies that we have the (N−1)-dimensional Hausdorff
measure HN−1 on ∂Ω, and the outward unit normal n(·) is defined HN−1-almost
everywhere on ∂Ω.

The classical Green formula states as follows : if a ∈ C1(Ω,RN ) and v ∈
C1(Ω)(:= C1(Ω,R)), then∫

Ω

(div a)v dx+

∫
Ω

a · ∇v dx =

∫
∂Ω

(a · n)v dHN−1 (2.1)
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where div a =
∑N
i=1

∂ai
∂xi

and ∇v = ( ∂v∂x1
, . . . , ∂v

∂xN
), while “ · ” stands for the scalar

product in RN . For a first generalization of the Green formula, we take v in the
Sobolev space W 1,p(Ω) (p > 1) instead of being of class C1. To this end, the notion
of trace is needed:

Theorem 2.1 (see [3, §4.3] and [5, §1.5]). There is a unique bounded linear operator γ :
W 1,p(Ω)→ Lp(∂Ω, HN−1) which extends the operator C∞(Ω)→ C(∂Ω), v 7→ v|∂Ω.

Moreover, we have the following properties:

(a) γ(v) = v|∂Ω whenever v ∈W 1,p(Ω) ∩ C(Ω).
(b) (Green formula) If a ∈ C1(Ω,RN ) and v ∈W 1,p(Ω), then∫

Ω

(div a)v dx+

∫
Ω

a · ∇v dx =

∫
∂Ω

(a · n)γ(v) dHN−1. (2.2)

(c) ker γ = W 1,p
0 (Ω) and Im γ = W

1
p′ ,p(∂Ω).

In particular, in view of Theorem 2.1 (a)–(b), the Green formula (2.1) remains
valid if we assume that v ∈W 1,p(Ω) ∩ C(Ω) instead of v ∈ C1(Ω).

The final stage of the discussion is to replace the assumption that a ∈ C1(Ω,RN )
by a more general one. To this end, for q > 1, we define

V q(Ω,div) = {a ∈ Lq(Ω,RN ) : div a ∈ Lq(Ω)}
which is a Banach space for the norm

‖a‖V q(Ω,div) =
(
‖a‖q

Lq(Ω,RN )
+ ‖div a‖qLq(Ω)

) 1
q

.

This requires the definition of a new operator which extends a 7→ a · n to the space
V p
′
(Ω,div), where p′ = p

p−1 is the Hölder conjugate of p.

Theorem 2.2 ([6, 2]). There is a unique bounded linear operator

γn : V p
′
(Ω,div)→W

− 1
p′ ,p

′
(∂Ω) = W

1
p′ ,p(∂Ω)∗

which extends the operator C∞(Ω,RN )→ L∞(∂Ω, HN−1), a 7→ a · n.
Moreover, we have the following properties:

(a) (Green formula) If a ∈ V p′(Ω,div) and v ∈W 1,p(Ω), then∫
Ω

(div a)v dx+

∫
Ω

a · ∇v dx = 〈γn(a), γ(v)〉
W
− 1

p′ ,p
′
(∂Ω),W

1
p′ ,p(∂Ω)

. (2.3)

(b) Im γn = W
− 1

p′ ,p
′
(∂Ω).

Remark 2.3. Due to (2.2), (2.3), and the surjectivity of the trace operator γ :

W 1,p(Ω) → W
1
p′ ,p(∂Ω), we have immediately that γn(a) = a · n whenever a ∈

C1(Ω,RN ).

Example 2.4. (a) If p = 2, u ∈ W 1,2(Ω) is such that ∆u := div(∇u) ∈ L2(Ω), then
the Green formula (2.3) reads as∫

Ω

(∆u)v dx+

∫
Ω

∇u · ∇v dx = 〈γn(∇u), γ(v)〉
W−

1
2
,2(∂Ω),W

1
2
,2(∂Ω)

.
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(b) If p > 1 is arbitrary and letting a = |∇u|p−2∇u for u ∈ W 1,p(Ω), then the
Green formula (2.3) becomes∫

Ω

(∆pu)v dx+

∫
Ω

|∇u|p−2∇u · ∇v dx = 〈 ∂u
∂np

, γ(v)〉
W
− 1

p′ ,p
′
(∂Ω),W

1
p′ ,p(∂Ω)

provided that ∆pu ∈ Lp
′
(Ω), where ∆pu := div(|∇u|p−2∇u) is the p-Laplacian op-

erator and we denote ∂u
∂np

:= γn(|∇u|p−2∇u). In the case p ≥ 2, if u ∈ C2(Ω) then

|∇u|p−2∇u ∈ C1(Ω,RN ) and we get ∂u
∂np

= |∇u|p−2∇u ·n (see Remark 2.3). If, more-

over, p = 2, then ∂u
∂n2

= ∇u · n = ∂u
∂n . Thus ∂u

∂np
can be seen as a generalized normal

derivative.

3. Proof of Theorem 1.1

The proof splits into several steps.

Lemma 3.1. Let a ∈ V q(Ω,div) ∩ C(Ω,RN ). Assume that a is the restriction of a′ ∈
V q(Ω′,div) ∩ C(Ω′,RN ) for a bounded domain Ω′ ⊂ RN with Ω ⊂ Ω′. Then, the
equality γn(a) = a · n holds.

In the following proof, whenever ρ ∈ C∞c (RN ) and h ∈ L1
loc(RN ), we consider

the convolution

ρ ∗ h : RN → R, x 7→
∫
RN

ρ(x− y)h(y) dy.

If h ∈ Lq(Ω′) then we set ρ ∗ h = ρ ∗ h̄ where h̄ ∈ Lq(RN ) is the extension by zero of
h.

Proof of Lemma 3.1. Consider a regularizing sequence (ρk)k≥1, that is,

ρk ∈ C∞c (RN ), supp ρk ⊂ B(0, 1
k ),

∫
RN

ρk dx = 1, ρk ≥ 0 in RN .

Choose k0 ≥ 1 such that

Ω +B(0, 1
k0

) ⊂ Ω′. (3.1)

Write a = (a1, . . . , aN ) and a′ = (a′1, . . . , a
′
N ), so that ai = a′i|Ω for all i ∈ {1, . . . , N}.

Then we set

vk = ρk ∗ a′ = (ρk ∗ a′1, . . . , ρk ∗ a′N ).

Thus, vk ∈ C∞(RN ,RN ) ∩ Lq(RN ,RN ) (see [1, Théorème IV.15 and Proposition
IV.20]) and we have that

vk → a′ in Lq(Ω′,RN ) as k →∞ (3.2)

(see [1, Théorème IV.22]) and moreover

vk → a uniformly on Ω as k →∞ (3.3)

(see [1, proof of Proposition IV.21]).
Since div a′ ∈ Lq(Ω′), we have also that ρk ∗ div a′ ∈ C∞(RN ) ∩ Lq(RN ) and

ρk ∗ div a′ → div a′ in Lq(Ω′) as k →∞. (3.4)
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We claim that

div vk = ρk ∗ div a′ in Ω, for all k ≥ k0. (3.5)

The functions on the left- and the right-hand side of (3.5) belong to C∞(RN ), but since

we do not know that the partial derivatives
∂a′i
∂xi

are defined almost everywhere (though

it is the case for div a′ ∈ Lq(Ω′)), we will show (3.5) by reasoning in distributions. So
let ϕ ∈ C∞c (Ω). We compute

〈div vk, ϕ〉 =

N∑
i=1

〈∂(ρk ∗ a′i)
∂xi

, ϕ
〉

= −
N∑
i=1

∫
RN

(ρk ∗ a′i)
∂ϕ

∂xi
dx

= −
N∑
i=1

∫
Ω′
a′i

(
ρ̌k ∗

∂ϕ

∂xi

)
dx

= −
N∑
i=1

∫
Ω′
a′i
∂(ρ̌k ∗ ϕ)

∂xi
dx,

where we denote ρ̌k(x) = ρk(−x) and use [1, Propositions IV.16 and IV.20]. Since
ρk ∈ C∞c (B(0, 1

k )), ϕ ∈ C∞c (Ω), and due to (3.1) and the fact that k ≥ k0, we have
ρ̌k ∗ ϕ ∈ C∞c (Ω′) (see [1, Proposition IV.18]). Hence

〈div vk, ϕ〉 =

N∑
i=1

〈∂a′i
∂xi

, ρ̌k ∗ ϕ
〉

= 〈div a′, ρ̌k ∗ ϕ〉

=

∫
Ω′

(div a′)(ρ̌k ∗ ϕ) dx (since div a′ ∈ Lq(Ω′))

=

∫
RN

(ρk ∗ div a′)ϕdx (by [1, Proposition IV.16])

= 〈ρk ∗ div a′, ϕ〉.

This establishes (3.5).

We have vk ∈ V q(Ω,div) because vk ∈ C∞(RN ,RN ). Formulas (3.2), (3.4), and
(3.5) imply that

vk → a in V q(Ω,div).

Due to the continuity of the operator

γn : V q(Ω,div)→W−1/q,q(∂Ω)

we have

γn(vk)→ γn(a) in W−1/q,q(∂Ω) as k →∞. (3.6)

Since vk ∈ C∞(RN ,RN ), we have

γn(vk) = vk · n on ∂Ω for all k (3.7)

(by definition of γn; see Theorem 2.2). By virtue of (3.3), we have

vk · n→ a · n in L∞(∂Ω, HN−1) as k →∞.
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The continuity of the embeddings L∞(∂Ω, HN−1) ↪→ Lq(∂Ω, HN−1) ↪→W−1/q,q(∂Ω)
now implies that

vk · n→ a · n in W−1/q,q(∂Ω) as k →∞.

Combining this with (3.6) and (3.7), we conclude that

γn(a) = a · n on ∂Ω.

The proof of the lemma is complete. �

Lemma 3.2. There is an open covering

∂Ω =

m⋃
i=1

Γi,

a family of vectors (νi)
m
i=1 ⊂ RN and a constant δ > 0 such that, for every i ∈

{1, . . . ,m},
Ui(δ1, δ2) := {x+ tνi : x ∈ Γi, t ∈ (−δ1, δ2)}

is an open subset of RN for all δ1, δ2 ∈ (0, δ] and the following inclusions hold:

U ′i := {x+ tνi : x ∈ Γi, t ∈ (0, δ)} ⊂ Ω,

U ′′i := {x+ tνi : x ∈ Γi, t ∈ (−δ, 0)} ⊂ RN \ Ω.

Proof. Fix x ∈ ∂Ω. Since Ω is assumed to have Lipschitz boundary, there is an open
neighborhood V ⊂ RN of x and a Lipschitz map χ : RN−1 → R such that (up to
rotating and relabeling the axes)

V ∩ Ω = {(y1, . . . , yN ) ∈ V : χ(y1, . . . , yN−1) < yN},
V ∩ ∂Ω = {(y1, . . . , yN ) ∈ V : χ(y1, . . . , yN−1) = yN}

(see [3, §4.2]). There is δ > 0 and an open neighborhood W ⊂ V of x such that⋃
y∈W

B(y, δ) ⊂ V,

where B(y, δ) stands for the open ball of radius δ with respect to the norm

(y1, . . . , yN ) 7→ max
1≤i≤N

|yi|.

Let Γx = Γ = W ∩ ∂Ω and, given δ1, δ2 ∈ (0, δ], let

U(δ1, δ2) = {y + tν : y ∈ Γ, t ∈ (−δ1, δ2)}

where ν = (0, . . . , 0, 1). Note that we have equivalently

U(δ1, δ2) = {(y1, . . . , yN ) ∈ RN : (y1, . . . , yN−1, χ(y1, . . . , yN−1)) ∈W,
yN − χ(y1, . . . , yN−1) ∈ (−δ1, δ2)},

which shows that U(δ1, δ2) is open. Moreover, for all y = (y1, . . . , yN ) ∈ Γ and t ∈
(−δ, δ), we have y + tν = (y1, . . . , yN−1, yN + t) ∈ B(y, δ) ⊂ V and

χ(y1, . . . , yN−1) = yN

{
< yN + t if t ∈ (0, δ),
> yN + t if t ∈ (−δ, 0),
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whence

U ′ := {y + tν : y ∈ Γ, t ∈ (0, δ)} ⊂ Ω,

U ′′ := {y + tν : y ∈ Γ, t ∈ (−δ, 0)} ⊂ RN \ Ω.

By doing the same construction for every x ∈ ∂Ω and extracting a finite subcov-
ering from the open covering

⋃
x∈∂Ω Γx = ∂Ω so obtained, we get a family of open

subsets/vectors satisfying the conditions stated in the lemma. �

Lemma 3.2 yields an open neighborhood U :=
⋃m
i=1 Ui of the boundary ∂Ω,

where Ui := Ui(δ, δ). Since ∂Ω is compact, we can find a relatively compact, open
neighborhood V of ∂Ω such that V ⊂ U . Let U0 := Ω \ V . Then we have an open
covering

Ω ⊂
m⋃
i=0

Ui.

Let (θi)
m
i=0 be a partition of unity relative to this open covering, i.e.,

• θi ∈ C∞c (Ui) and 0 ≤ θi ≤ 1 for all i ∈ {0, 1, . . . ,m},
• θ0 + θ1 + . . .+ θm = 1 in Ω

(see [1, Lemme IX.3]).

Lemma 3.3. Let a ∈ V q(Ω,div) ∩ C(Ω,RN ). For every i ∈ {0, . . . ,m}, let ai = θia
for θi as above, so that a = a0 + a1 + . . .+ am. Then:

(a) ai ∈ V q(Ω,div) ∩ C(Ω,RN ) and supp ai ⊂ Ui for all i.
(b) In particular supp a0 ⊂ Ω and we have γn(a0) = a0 · n = 0.
(c) If γn(ai) = ai · n for all i ∈ {1, . . . ,m}, then γn(a) = a · n.

Proof. (a) Since ai = θia with θi ∈ C∞c (Ui) and a ∈ C(Ω,RN ), we get ai ∈ C(Ω,RN )
and supp ai ⊂ Ui. Moreover, we have

div ai = θi div a+ a · ∇θi
with div a ∈ Lq(Ω), a ∈ C(Ω,RN ), and θi ∈ C∞c (Ui), whence div ai ∈ Lq(Ω) and,
therefore, ai ∈ V q(Ω,div) for all i ∈ {0, . . . ,m}. This shows (a).

(b) In particular, we get supp a0 ⊂ U0 ⊂ Ω. This guarantees that, if a′0 denotes
the extension by zero of a0, we have a′0 ∈ V q(RN ,div) ∩ C(RN ), and by Lemma 3.1
we deduce that γn(a0) = a0 · n = 0 on ∂Ω.

(c) Since γn is linear and γn(a0) = 0, we have γn(a) = γn(a1) + . . . + γn(am).
On the other hand, since a0 · n = 0, we have a · n = a1 · n+ . . .+ am · n. Part (c) of
the lemma ensues. �

Lemma 3.4. Let an open subset Γ ⊂ ∂Ω, a vector ν0 ∈ RN , and a constant δ > 0 such
that

U(δ1, δ2) := {x+ tν0 : x ∈ Γ, t ∈ (−δ1, δ2)}
is an open subset of RN for all δ1, δ2 ∈ (0, δ], and

U ′ := {x+ tν0 : x ∈ Γ, t ∈ (0, δ)} ⊂ Ω,

U ′′ := {x+ tν0 : x ∈ Γ, t ∈ (−δ, 0)} ⊂ RN \ Ω.
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Let a ∈ V q(Ω,div) ∩ C(Ω,RN ) and suppose that supp a ⊂ U := U(δ, δ). Then, there
is a sequence (vk)k≥1 ⊂ V q(Ω,div) ∩ C(Ω,RN ) satisfying the following properties:

(a) vk → a in V q(Ω,div);
(b) vk → a uniformly on Ω;
(c) for every k ≥ 1, vk is the restriction of v′k ∈ V q(Ωk,div) ∩ C(Ωk,RN ) for a

bounded domain Ωk ⊂ RN with Ω ⊂ Ωk.

In particular, by virtue of Lemma 3.1, we have γn(vk) = vk ·n for all k ≥ 1 and finally
γn(a) = a · n.

Proof. The final conclusion of the lemma can be justified as follows: on the basis
of (c) we can apply Lemma 3.1 which yields γn(vk) = vk · n for all k ≥ 1. Then,
on the one hand, due to (a) and the continuity of γn, we have γn(vk) → γn(a) in

W−
1
q ,q(∂Ω) as k → ∞. On the other hand, due to (b), we have vk · n → a · n in

Lq(∂Ω, HN−1) ⊂W−
1
q ,q(∂Ω). Altogether, this yields γn(a) = a · n as asserted.

Let us now show the rest of the lemma. Let ε ∈ (0, δ) small so that

supp a ⊂Wε := {x+ tν0 : x ∈ Γ, t ∈ (−δ + ε, δ − ε)}.

Let Uε = U(ε, δ− ε) = {x+ tν0 : x ∈ Γ, t ∈ (−ε, δ− ε)} and Vε = {x ∈ RN : x+ εν0 /∈
supp a}. The union Ωε := Uε ∪ Vε is then an open subset which contains Ω. The
latter property can be shown as follows. Let x ∈ Ω and assume that x+ εν0 ∈ supp a
(otherwise, we get immediately x ∈ Vε ⊂ Ωε). Due to the inclusion supp a ⊂Wε, there
are x′ ∈ Γ and t ∈ (−δ+ ε, δ− ε) such that x+ εν0 = x′+ tν0, hence x = x′+(t− ε)ν0.
Moreover, since x ∈ Ω, we must have t− ε ≥ 0. Hence t− ε ∈ [0, δ − 2ε) ⊂ (−ε, δ − ε)
and therefore x ∈ Uε ⊂ Ωε.

Now we define v′ε ∈ C(Ωε,RN ) by

v′ε(x) =

{
a(x+ εν0) if x ∈ Uε,
0 if x ∈ Vε.

If x ∈ Uε then x+ εν0 ∈ U ′ ⊂ Ω hence a(x+ εν0) is well defined. If x ∈ Uε ∩ Vε then
x+ εν0 /∈ supp a (due to the definition of Vε), thus a(x+ εν0) = 0. This shows that v′ε
is well defined and continuous (since a ∈ C(Ω,RN )).

Moreover, we have

div v′ε(x) =

{
div a(x+ εν0) for a.e. x ∈ Uε
0 for x ∈ Vε

= div a(x+ εν0) (3.8)

where div a ∈ Lq(RN ) is the extension by zero of div a. Indeed, if x ∈ Uε, we have
div v′ε(x) = div a(x + εν0) = div a(x + εν0). If x ∈ Vε, then x + εν0 /∈ supp a, hence
either we have x + εν0 ∈ Ω \ supp a in which case div a(x + εν0) = div a(x + εν0) =
0 = div v′ε(x), or we have x+ εν0 /∈ Ω in which case div a(x+ εν0) = 0 = div v′ε(x) (by
definition of div a). This shows (3.8).

Since div a ∈ Lq(RN ) it follows that div v′ε ∈ Lq(Ωε). We define vε := v′ε|Ω. Then

vε ∈ V q(Ω,div) ∩ C(Ω,RN ).
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Moreover, vε satisfies condition (c) of the statement. In addition, in view of (3.8) we
can apply [1, Lemme IV.4] which yields

div vε → div a in Lq(Ω) as ε→ 0.

This will show condition (a) of the statement once we will have shown condition (b).

Let ε > 0. Since a is continuous on Ω which is compact, it is uniformly continu-
ous, hence there is α > 0 such that

(x, y ∈ Ω and |x− y| < α) =⇒ |a(x)− a(y)| < ε,

where | · | : (x1, . . . , xN ) ∈ RN 7→ max1≤i≤N |xi| is the infinite norm. Assume ε small

enough so that ε ∈ (0, α). For x ∈ Ω ∩ Uε, we deduce that

|vε(x)− a(x)| = |a(x+ εν0)− a(x)| ≤ ε.

Now let x ∈ Ω ∩ Vε. If x /∈ supp a, then we have

|vε(x)− a(x)| = 0.

If x ∈ supp a, knowing that supp a ⊂Wε, by definition of Wε we have that x+ εν0 ∈
U ′ ⊂ Ω (since x ∈ U ∩ Ω) and x+ εν0 /∈ supp a (since x ∈ Vε), hence

|vε(x)− a(x)| = |0− a(x)| = |a(x+ εν0)− a(x)| ≤ ε.

Finally we have shown

‖vε − a‖∞ ≤ ε.
This establishes the convergence

vε → a in C(Ω,RN ) as ε→ 0.

We obtain condition (b) of the statement. The proof of the lemma is therefore com-
plete. �

Theorem 1.1 follows from the above lemmas. Specifically, Lemma 3.3 shows that
it is sufficient to deal with elements a as those considered in Lemma 3.4. Then, the
result follows from Lemma 3.4.

Remark 3.5. (a) Our proof of Theorem 1.1 relies on ideas used in [6] for showing that
C∞(Ω,RN ) is dense in V q(Ω,div).

(b) Theorem 1.1 could be already deduced from Lemma 3.1 if one can show that
every element in V q(Ω,div)∩C(Ω,RN ) admits an extension to V q(Ω′,div)∩C(Ω′,RN )
for some larger domain Ω′ ⊃ Ω. We have no indication whether this general extension
property holds.

4. Boundary conditions for weak solutions of elliptic Neumann and
Steklov problems

In this section, we first consider a Neumann problem involving the Carathéodory
functions

a : Ω× R× RN → RN and f : Ω× R× RN → R
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(i.e., a(·, s, ξ) is measurable for all (s, ξ) ∈ R× RN and a(x, ·, ·) is continuous for a.e.

x ∈ Ω, and similarly for f). Let p∗ be the Sobolev critical exponent given by p∗ = Np
N−p

if p < N and p∗ = +∞ otherwise. In what follows, we assume:

Assumption 4.1. There are constants r ∈ (p, p∗) and a1, a2, a3, c1 ∈ (0,+∞) such that

|a(x, s, ξ)| ≤ a1(|ξ|p−1 + |s|r/p
′
+ 1), (4.1)

a(x, s, ξ) · ξ ≥ a2|ξ|p − a3(|s|r + 1), (4.2)

|f(x, s, ξ)| ≤ c1(|ξ|p−1 + |s|r−1 + 1) (4.3)

for a.e. x ∈ Ω, all (s, ξ) ∈ R× RN .

Parts (4.1) and (4.3) of this assumption guarantee that:

u ∈W 1,p(Ω) =⇒ a(x, u,∇u) ∈ Lp
′
(Ω,RN ) and f(x, u,∇u) ∈ Lr

′
(Ω)

=⇒ a(x, u,∇u), f(x, u,∇u) ∈W 1,p(Ω)∗

so that the following definition makes sense.

Definition 4.2. A weak solution of the Neumann problem{
−div a(x, u,∇u) = f(x, u,∇u) in Ω,
∂u
∂n = 0 on ∂Ω

(4.4)

is a function u ∈W 1,p(Ω) such that the equality∫
Ω

a(x, u,∇u) · ∇v dx =

∫
Ω

f(x, u,∇u) v dx (4.5)

holds for all v ∈W 1,p(Ω).

For the moment, the boundary condition “ ∂u∂n = 0” in problem (4.4) is just a
notation, in the sense that the normal derivative is a priori not defined for elements
in W 1,p(Ω). However, in Proposition 4.6, by using Theorem 1.1, we will show that
the boundary condition is satisfied in the classical sense, under suitable regularity
conditions on the operator a and the boundary ∂Ω.

In the following lemma, we show that weak solutions to problem (4.4) satisfy a
Neumann-type boundary condition in the “weak” sense.

Lemma 4.3. Assume that u ∈W 1,p(Ω) is a weak solution of problem (4.4). Then:

(a) u ∈ L∞(Ω).

(b) a(x, u,∇u) ∈ V p′(Ω,div) and u satisfies the weak Neumann condition

γn(a(x, u,∇u)) = 0 in W
− 1

p′ ,p
′
(∂Ω).

Proof. Part (a) can be shown by Moser iteration technique; see [4].

(b) First we note that part (a) combined with (4.3) ensures that

f(x, u,∇u) ∈ Lp
′
(Ω).
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Taking any smooth function v ∈ C∞c (Ω) as test function, and using the definition of
the divergence (as a distribution) and the fact that u is a weak solution of problem
(4.4) gives∫

Ω

−div a(x, u,∇u) v dx =

∫
Ω

a(x, u,∇u) · ∇v dx =

∫
Ω

f(x, u,∇u)v dx.

This implies that −div a(x, u,∇u) = f(x, u,∇u) ∈ Lp′(Ω), and yields in particular

a(x, u,∇u) ∈ V p
′
(Ω,div)

so that γn(a(x, u,∇u)) is a well-defined element of W
− 1

p′ ,p
′
(∂Ω). Now taking an ar-

bitrary v ∈ W 1,p(Ω) as test function in (4.5) and using the Green formula (2.3), we
get

〈γn(a(x, u,∇u)), γ(v)〉

=

∫
Ω

div a(x, u,∇u) v dx+

∫
Ω

a(x, u,∇u) · ∇v dx

= −
∫

Ω

f(x, u,∇u) v dx+

∫
Ω

f(x, u,∇u) v dx = 0

(here, for making the notation easier, we have dropped the reference to the pair

(W
− 1

p′ ,p
′
(∂Ω),W

1
p′ ,p(∂Ω)) in the duality brackets 〈·, ·〉). Since v ∈ W 1,p(Ω) is arbi-

trary and the trace map γ : W 1,p(Ω) → W
1
p′ ,p(∂Ω) is surjective (see Theorem 2.1),

it follows that

γn(a(x, u,∇u)) = 0 in W
− 1

p′ ,p
′
(∂Ω),

which concludes the proof. �

In order to apply the regularity theory and relate the generalized normal deriv-
ative with the classical one, in Proposition 4.6 and Corollary 4.8 below we assume
that the domain Ω has C1,γ boundary ∂Ω, for some γ ∈ (0, 1), and we also need to
strengthen the hypothesis on a.

Assumption 4.4. (a) a : Ω×R×RN → R is continuous and its restriction to Ω×R×
(RN \ {0})→ R is of class C1. Moreover, a is of the form

a(x, s, ξ) = α(x, s, ξ)ξ

with α : Ω× R× RN → (0,+∞).
(b) There are constants µ, ν ∈ (0, 1), R ∈ [0,+∞), a nonincreasing map κ1 :

[0,+∞)→ (0,+∞) and a nondecreasing map κ2 : [0,+∞)→ (0,+∞) such that

a′ξ(x, s, ξ)η · η ≥ κ1(|s|)(R+ |ξ|)p−2|η|2,
‖a′ξ(x, s, ξ)‖ ≤ κ2(|s|)(R+ |ξ|)p−2,

|a(x, s, η)− a(y, t, η)| ≤ κ2(|s|+|t|)(|x− y|µ + |s− t|ν)(1 + |η|)p−2|η|

for all x, y ∈ Ω, s, t ∈ R, ξ, η ∈ RN , ξ 6= 0. Here a′ξ(x, s, ·) denotes the differential of

the map a(x, s, ·) and ‖ · ‖ denotes the norm in the space of linear endomorphisms of
RN .
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Example 4.5. For p > 1, the mapping a : (x, s, ξ) 7→ |ξ|p−2ξ satisfies Assumption 4.4
with the map α given by

α : (x, s, ξ) 7→
{
|ξ|p−2 if ξ 6= 0,
1 if ξ = 0.

(Note that Assumption 4.4 does not require α to be continuous.) This mapping
corresponds to the p-Laplacian operator ∆p : u ∈ W 1,p(Ω) 7→ div a(x, u,∇u) =
div(|∇u|p−2∇u).

Under Assumptions 4.1 and 4.4, we have:

Proposition 4.6. Let u ∈W 1,p(Ω) be a weak solution of problem (4.4). Then:

(a) u ∈ C1,λ(Ω) for some λ ∈ (0, 1).

(b) a(x, u,∇u) ∈ V p′(Ω,div)∩C(Ω,RN ) and u satisfies the classical Neumann con-
dition ∂u

∂n = 0 on ∂Ω.

Proof. Part (a) follows from nonlinear regularity theory [7]. The first claim of Part
(b) then follows from Lemma 4.3 and the continuity of a in Assumption 4.4. Then,
Theorem 1.1 combined with Lemma 4.3 yields

a(x, u,∇u) · n = γn(a(x, u,∇u)) = 0 on ∂Ω.

By Assumption 4.4, we have that a(x, u,∇u) = α(x, u,∇u)∇u with α(x, u,∇u) ∈
(0,+∞), whence finally

∂u

∂n
= 0 on ∂Ω.

Note that this equality holds everywhere on ∂Ω. Theorem 1.1 and Lemma 4.3 yield
an equality almost everywhere, but in the present proposition due to the regularity
assumption on the domain, the outward unit normal n is defined everywhere on ∂Ω
so that the equality makes sense and holds everywhere by continuity. �

We strengthen our assumption in order to apply the strong maximum principle:

Assumption 4.7. (a) The mapping a(x, s, ξ) = a(x, ξ) is independent of the variable
s. Moreover, there are constants d1, d2, d3, δ ∈ (0,+∞) such that

a′ξ(x, ξ)η · η ≥ d1|ξ|p−2|η|2,
‖a′ξ(x, ξ)‖ ≤ d2|ξ|p−2,

|ξ| < δ ⇒ ‖a′x(x, ξ)‖ ≤ d3|ξ|p−1

for all x ∈ Ω, ξ, η ∈ RN , ξ 6= 0.

(b) There is a constant c > 0 such that f(x, s, ξ) ≥ −csp−1 for a.e. x ∈ Ω, all
s ∈ [0, δ), ξ ∈ RN .

Under Assumptions 4.1, 4.4, 4.7, we have:

Corollary 4.8. Let u ∈ C1,λ(Ω) be a weak solution of problem (4.4), as in Proposition
4.6. Assume that u ≥ 0 on Ω and u 6≡ 0. Then we have u > 0 on Ω.
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Proof. By Assumption 4.7 (b), (4.3), and u ∈ C1(Ω), we find c̃ > 0 with

div a(x,∇u) ≤ c̃up−1 in Ω.

This combined with Assumption 4.7 allows us to invoke the strong maximum principle
[8, Theorem 8.27], which yields u > 0 on Ω and

∀x ∈ ∂Ω, u(x) = 0 ⇒ ∂u

∂n
(x) < 0.

Since we know that ∂u
∂n (x) = 0 for all x ∈ ∂Ω (by Proposition 4.6), we get u(x) > 0

for all x ∈ ∂Ω. Whence u > 0 on Ω as asserted. �

Finally we consider more general (Steklov-type) boundary conditions. Let g :
∂Ω× R→ R be a Carathéodory function satisfying the growth condition

|g(x, s)| ≤ c2(|s|σ−1 + 1) for a.e. x ∈ ∂Ω, all s ∈ R, (4.6)

for a constant c2 > 0 and some σ ∈ (1, (N−1)p
N−p ) if p < N and an arbitrary σ ∈ (1,+∞)

if p ≥ N . Given a, f satisfying respectively (4.1) and (4.3) in Assumption 4.1, we say
that u ∈W 1,p(Ω) is a weak solution of the problem{

−div a(x, u,∇u) = f(x, u,∇u) in Ω,
∂u
∂na

= g(x, u) on ∂Ω
(4.7)

if the equality∫
Ω

a(x, u,∇u) · ∇v dx =

∫
Ω

f(x, u,∇u) v dx

+

∫
∂Ω

g(x, γ(u))γ(v) dHN−1 (4.8)

holds for all v ∈ W 1,p(Ω) (there is a continuous embedding W
1
p′ ,p(∂Ω) ⊂

Lσ(∂Ω, HN−1), so the definition makes sense).

Proposition 4.9. Let u ∈ C1(Ω) be a weak solution of (4.7) such that a(x, u,∇u) ∈
C(Ω,RN ). Then,

a(x, u,∇u) · n = g(x, u) on ∂Ω.

In particular, if a(x, u,∇u) = |∇u|p−2∇u, then |∇u|p−2 ∂u
∂n = g(x, u) on ∂Ω.

Proof. Arguing as in the proof of Lemma 4.3, one has div a(x, u,∇u) = −f(x, u,∇u) ∈
Lp
′
(Ω) hence a(x, u,∇u) ∈ V p′(Ω,div). For every v ∈W 1,p(Ω), by virtue of Theorem

2.2 and formula (4.8), we get

〈γn(a(x, u,∇u)), γ(v)〉 =

∫
Ω

a(x, u,∇u) · ∇v dx

−
∫

Ω

f(x, u,∇u) v dx

=

∫
∂Ω

g(x, u)γ(v) dHN−1,
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and Theorem 2.1 (c) yields γn(a(x, u,∇u)) = g(x, u) in W
− 1

p′ ,p
′
(∂Ω). On the other

hand, Theorem 1.1 implies that γn(a(x, u,∇u)) = a(x, u,∇u)·n on ∂Ω. The conclusion
follows. �
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Abstract. In the present note we study a semilinear elliptic Dirichlet problem
involving a singular term with variable exponent of the following type −∆u = f(x)

uγ(x)
, in Ω

u > 0, in Ω
u = 0, on ∂Ω

(P)

Existence and uniqueness results are proved when f ≥ 0.
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1. Introduction

In the present note we consider the following semilinear singular elliptic problem −∆u = f(x)
uγ(x)

, in Ω
u > 0, in Ω
u = 0, on ∂Ω

(P)

where Ω is a bounded domain of RN (N > 2) with smooth boundary, f ∈ Lp(Ω)
(p > N

2 ) is a nonnegative function and γ ∈ C1(Ω) is positive. Singular nonlinear
problems were introduced by Fulks and Maybee [10] as a mathematical model for
describing the heat conduction in an electric medium and received a considerable
attention after the seminal paper of Crandall, Rabinowitz and Tartar [8]. There is a
wide literature dealing with singular term of the type u−γ (i.e. γ(x) = const.) when
0 < γ < 1. In such a case one can associate to the problem an energy functional
which, although not continuously Gâteaux differentiable, is strictly convex. Its global
minimum turns out to be the unique (weak) solution of (P) and variational methods

Received 26 September 2022; Revised 23 January 2023.
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apply (see for example [9, 11, 17] where the singular term is perturbed by suitable
nonlinearities). When γ ≥ 1 such kind of problems are less investigated. Notice in fact
that the energy functional (when γ > 1) in general is not defined on the whole space
H1

0 (Ω). However, one may still prove existence results in the framework of variational
setting by constructing suitable approximation sequences or employing techniques
from non smooth analysis (see for instance [3, 4, 5, 6, 13, 15, 16]).

As far as we know, the variable exponent case has been treated recently in [7].
Using Schauder’s fixed point theorem, the authors prove the existence of an increasing
sequence of solutions of non-singular approximating problems which converges to a
weak solution of (P) in the natural energy space H1

0 (Ω) or to a function of H1
loc(Ω)

according to the behaviour of γ on the boundary of Ω.

In the present note we will complete the result of [7] showing the uniqueness of
the solution of (P). For general variable exponent we don’t expect to have solutions in
H1

0 (Ω) (notice that in [2], where the uniqueness issue is addressed, the authors assume
the solutions to be in H1

0 (Ω)). As in [4], a weak solution is meant in the following
sense:

Definition 1.1. A weak solution of (P) is a function u ∈ H1
loc(Ω) such that u > 0 in

Ω, (u− ε)+ ∈ H1
0 (Ω) for every ε > 0,

f(x)

uγ(x)
∈ L1

loc(Ω),

and ∫
Ω

∇u∇ϕ dx =

∫
Ω

f(x)

uγ(x)
ϕ dx for all ϕ ∈ C1

c (Ω).

Our result reads as follows:

Theorem 1.2. Assume that f ∈ Lp(Ω) (p > N
2 ) is a nonnegative function and γ ∈

C1(Ω) is a positive function. Then, problem (P) has a unique weak solution.

2. Proof of Theorem 1.2

Existence of solution of (P). The existence of a solution has been already proved in
[7]. We propose here a slightly different approach which is purely variational and does
not make use of the Schauder fixed point theorem. Denote by g : Ω × (0,+∞) → R
and gn : Ω× R→ R the functions

g(x, t) =
f(x)

tγ(x)
, and

gn(x, t) = g(x, t+ +
1

n
) for every n ∈ N+.

For every n ∈ N+, gn is a Carathéodory function and if Gn : Ω × R → R is its
primitive, i.e.

Gn(x, t) =

∫ t

0

gn(x, s)ds,
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the following inequalities hold:

0 < gn(x, t) ≤ f(x)n‖γ‖∞

|Gn(x, t)| ≤ f(x)n‖γ‖∞ |t|

Denote by En : H1
0 (Ω)→ R the functional

En(u) =
1

2
‖u‖2 −

∫
Ω

Gn(x, u(x))

which is well defined, coercive, sequentially weakly lower semicontinuous. Let un be
its global minimum.

Since the functional En is of class C1(H1
0 (Ω)) with derivative at u given by

E ′n(u)(ϕ) =

∫
Ω

∇u∇ϕ−
∫

Ω

gn(x, u)ϕ for every ϕ ∈ H1
0 (Ω)

un turns out to be a weak solution of{
−∆u = gn(x, u), in Ω
u = 0, on ∂Ω.

(Pn)

Thus, in particular,∫
Ω

∇un∇ϕ =

∫
Ω

gn(x, un)ϕ for all ϕ ∈ H1
0 (Ω). (2.1)

Testing the above equality with ϕ = u−n we obtain at once that un ≥ 0. By classical
regularity results, un ∈ C1,α(Ω) for some α ∈ (0, 1) and by the strong maximum
principle, un > 0 in Ω. Moreover, since the function gn(x, ·) is decreasing, in a standard
way one can prove that un is the unique solution to (Pn).

As in [8], let n > m and denote by w = un − um. Then w ∈ C1
0 (Ω) and

−∆w =
f(x)(

un + 1
n

)γ(x)
− f(x)(

um + 1
m

)γ(x)
.

Using w− ∈ H1
0 (Ω) as test function in the above equality, we deduce that

−‖w−‖2 =

∫
{x∈Ω : un<um}

(
f(x)(

un + 1
n

)γ(x)
− f(x)(

um + 1
m

)γ(x)

)
w− ≥ 0,

which implies w− = 0, i.e. un(x) ≥ um(x) for every x ∈ Ω.

Put now z = um+ 1
m −

(
un + 1

n

)
. Then, z ∈ C1(Ω) and z− ∈ H1

0 (Ω) (recall that
n > m) so, using z− as test function in

−∆z =
f(x)(

um + 1
m

)γ(x)
− f(x)(

un + 1
n

)γ(x)
,

we obtain

−‖z−‖2 =

∫
{x∈Ω : um+ 1

m<un+ 1
n}

(
f(x)(

um + 1
m

)γ(x)
− f(x)(

un + 1
n

)γ(x)

)
z− ≥ 0,
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which implies z− = 0, i.e. un(x) + 1
n ≤ um(x) + 1

m for every x ∈ Ω. In conclusion, if
n > m then

0 ≤ un(x)− um(x) ≤ 1

m
− 1

n
for all x ∈ Ω.

Hence, there exists u ∈ C0(Ω) such that un ⇒ u in Ω and

un ≤ u ≤ un +
1

n
for every n ∈ N. (2.2)

Let us prove that u is a solution of (P). It is clear that u > 0 in Ω. Moreover if K ⊂ Ω
is a compact set, then, for suitable constants c0, c1, c2 > 0,

u(x) ≥ c0 for all x ∈ K,

0 ≤ f(x)

u(x)γ(x)
≤ c1f(x) and 0 ≤ f(x)

un(x)γ(x)
≤ c2f(x) for all x ∈ K,

thus in particular, f(x)
uγ(x)

is in L1
loc(Ω).

Let δ be a positive number and denote

Ωδ = {x ∈ Ω : d(x, ∂Ω) < δ}.
We distinguish two cases. Assume that ‖γ‖L∞(Ωδ) ≤ 1. Following [7], the se-

quence {un} is bounded in H1
0 (Ω) (for completeness we give the details). For a suitable

constant c we obtain

‖un‖2 =

∫
Ωδ

f(x)

(un + 1
n )γ(x)

un +

∫
Ω\Ωδ

f(x)

(un + 1
n )γ(x)

un

≤
∫

Ωδ

f(x)u1−γ(x)
n + c

∫
Ω\Ωδ

f(x)un

≤
∫

Ω

f(x)(1 + (1 + c)un) = ‖f‖1 + S(1 + c)‖f‖ 2N
N+2
‖un‖,

being S the embedding constant of H1
0 (Ω) ↪→ L2?(Ω).

Thus, u turns out to be also the limit in the weak topology of H1
0 (Ω) of {un}.

Being u ∈ H1
0 (Ω), for every ε > 0, (u − ε)+ ∈ H1

0 (Ω). Let ϕ ∈ C1
c (Ω) and denote by

c1 the positive constant such that un ≥ c1 on suppϕ. Since

gn(x, un(x))ϕ(x)→ f(x)

u(x)γ(x)
ϕ(x) for all x ∈ Ω

and

0 ≤ gn(x, un(x))ϕ(x) ≤ f(x)

c
γ(x)
1

ϕ(x) ∈ L1(Ω),

passing to the limit in∫
Ω

∇un∇ϕ =

∫
Ω

gn(x, un)ϕ for all n ∈ N

we obtain ∫
Ω

∇u∇ϕ =

∫
Ω

f(x)

u(x)γ(x)
ϕ,
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as we claimed.

Otherwise, ‖γ‖L∞(Ωδ) > 1. Set γ∗ = ‖γ‖L∞(Ωδ). In this case we prove that{
u
γ∗+1

2
n

}
is bounded in H1

0 (Ω). Since

∫
Ω

∇un∇uγ
∗

n = γ∗
∫

Ω

uγ
∗−1
n |∇un|2 = γ∗

(
2

γ∗ + 1

)2 ∫
Ω

∣∣∣∣∇u γ∗+1
2

n

∣∣∣∣2 ,
using uγ

∗

n as test function in (2.1), we obtain∫
Ω

|∇u
γ∗+1

2
n |2 =

4γ∗

(γ∗ + 1)2

∫
Ω

gn(x, un)uγ
∗

n

≤ 4γ∗

(γ∗ + 1)2

(∫
Ωδ

f(x)uγ
∗−γ(x)
n + c0

∫
Ω\Ωδ

f(x)uγ
∗

n

)

≤ 4γ∗

(γ∗ + 1)2

(∫
Ω

f(x)(1 + (1 + c0)uγ
∗

n )

)
=

4γ∗

(γ∗ + 1)2
‖f‖1 +

4γ∗

(γ∗ + 1)2
(1 + c0)

∫
Ω

f(x)uγ
∗

n .

By the assumption, f ∈ L
N(γ∗+1)
N+2γ∗ and applying Hölder inequality we obtain∫

Ω

f(x)un(x)γ
∗
≤

(∫
Ω

f(x)
N(γ∗+1)
N+2γ∗

) N+2γ∗
N(γ∗+1)

(∫
Ω

un(x)
N(γ∗+1)
N−2

)N(γ∗+1)
(N−2)γ∗

≤ ‖f‖N(γ∗+1)
N+2γ∗

‖u
γ∗+1

2
n ‖

γ∗+1
2γ∗

2∗ ≤ ‖f‖N(γ∗+1)
N+2γ∗

(1 + S‖u
γ∗+1

2
n ‖).

Thus, for suitable constants one has

‖u
γ∗+1

2
n ‖2 ≤ c1 + c2‖u

γ∗+1
2

n ‖,

that is our claim. Thus, u
γ∗+1

2 ∈ H1
0 (Ω) and from [5, Theorem 1.3], it follows that

(u− ε)+ ∈ H1
0 (Ω) for every ε > 0.

Moreover, if K ⊂ Ω is a compact set, there exists a constant c > 0 such that
uγ
∗−1
n ≥ c uniformly on K. Since

c

∫
K

|∇un|2 ≤
∫
K

uγ
∗−1
n |∇un|2 =

4

(γ∗ + 1)2

∫
K

|∇u
γ∗+1

2
n |2 ≤ const,

we deduce at once that {un} is bounded in H1
loc(Ω), thus u ∈ H1

loc(Ω). We conclude
as above.

Uniqueness of solution of (P).
In order to prove the uniqueness of the solution we follow [6] and prove that

inequality (2.2) holds for every solution u of (P).
Let u ∈ H1

loc(Ω) be a solution of (P), n ∈ N+ and un be the solution of (Pn).
Let us prove that un ≤ u ≤ un + 1

n . We first prove that u ≤ un + 1
n .
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Fix a sequence {ϕk} ⊂ C1
c (Ω) converging in H1

0 (Ω) to
(
u− un − 1

n

)+
and let

ϕ̃k = min{ϕk,
(
u− un − 1

n

)+}. Thus, {ϕ̃k} ⊂ C1
c (Ω) still converges in H1

0 (Ω) to(
u− un − 1

n

)+
and suppϕ̃k ⊆ supp

(
u− un − 1

n

)+ ⊆ supp(u− 1
n )+. Then,∫

Ω

∇u∇ϕ̃k =

∫
Ω

f(x)

uγ(x)
ϕ̃k.

Since u is H1(supp
(
u− 1

n

)+
), passing to the limit one has also that∫

Ω

∇u∇ϕ̃k →
∫

Ω

∇u∇
(
u− un −

1

n

)+

.

From the definition of ϕ̃k and Fatou lemma, one also has∫
Ω

f(x)

uγ(x)
ϕ̃k →

∫
Ω

f(x)

uγ(x)

(
u− un −

1

n

)+

.

Combining the above outcomes,∫
Ω

∇u∇
(
u− un −

1

n

)+

=

∫
Ω

f(x)

uγ(x)

(
u− un −

1

n

)+

.

Since un is a solution of (Pn),∫
Ω

∇un∇
(
u− un −

1

n

)+

=

∫
Ω

f(x)(
un + 1

n

)γ(x)

(
u− un −

1

n

)+

,

and subtracting one has∥∥∥∥∥
(
u− un −

1

n

)+
∥∥∥∥∥

2

=

∫
Ω

f(x)

(
1

uγ(x)
− 1(

un + 1
n

)γ(x)

)(
u− un −

1

n

)+

≤ 0,

which implies the claim.

Let us prove now that u ≥ un. Let ε ≤ 1
n . Put ψε = (un − u− ε)+

for every
n ∈ N. Notice that ψε has compact support since un ≤ ε in a neighborhood of the
boundary. Thus, ∫

Ω

∇u∇ (un − u− ε)+
=

∫
Ω

f(x)

uγ(x)
(un − u− ε)+

,

and ∫
Ω

∇un∇ (un − u− ε)+
=

∫
Ω

f(x)(
un + 1

n

)γ(x)
(un − u− ε)+

.

Subtracting,∥∥∥(un − u− ε)+
∥∥∥2

=

∫
Ω

f(x)

(
1(

un + 1
n

)γ(x)
− 1

uγ(x)

)
(un − u− ε)+ ≤ 0,

which implies un ≤ u+ ε. Letting ε→ 0 we obtain the desired inequality.
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The proof of uniqueness follows at once: let u, v be solutons of (P). Then, for
every n ∈ N+ one has

u ≤ v +
1

n
,

which implies, passing to the limit that u ≤ v. Analogously we get the converse
inequality. �
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Existence results for Dirichlet double phase
differential inclusions

Nicuşor Costea and Shengda Zeng

Dedicated to the memory of Professor Csaba Varga

Abstract. In this paper we consider a class of double phase differential inclusions
of the type{

−div
(
|∇u|p−2∇u+ µ(x)|∇u|q−2∇u

)
∈ ∂2

Cf(x, u), in Ω,
u = 0, on ∂Ω,

where Ω ⊂ RN , with N ≥ 2, is a bounded domain with Lipschitz boundary, f(x, t)
is measurable w.r.t. the first variable on Ω and locally Lipschitz w.r.t. the second
variable and ∂2

Cf(x, ·) stands for the Clarke subdifferential of t 7→ f(x, t). The
variational formulation of the problem gives rise to a so-called hemivariational
inequality and the corresponding energy functional is not differentiable, but only
locally Lipschitz. We use nonsmooth critical point theory to prove the existence of
at least one weak solution, provided the ∂2

Cf(x, ·) satisfies an appropriate growth
condition.

Mathematics Subject Classification (2010): 35J60, 35D30, 35A15, 49J40, 49J52.

Keywords: Differential inclusion, double phase problems, Musielak-Orlicz-Sobolev
spaces, nonsmooth critical point theory, hemivariational inequality.

1. Introduction and main results

In this paper we are interested in a class of boundary value problems of the
following type:

(P ) :

{
−div

(
|∇u|p−2∇u+ µ(x)|∇u|q−2∇u

)
∈ ∂2

Cf(x, u), in Ω,
u = 0, on ∂Ω,

where Ω ⊂ RN , with N ≥ 2, is a bounded domain with Lipschitz boundary and
∂2
Cf(x, t) stands for the Clarke subdifferential of the locally Lipschitz mapping t 7→
f(x, t).

Received 07 October 2022; Revised 25 January 2023.
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The presence of the double phase operator in the left-hand side requires that
weak solutions of problem (P ) to be sought in the Musielak-Orlicz-Sobolev space

W 1,H
0 (Ω) (see Section 2.2), while the presence of the Clarke subdifferential in the

right-hand gives rise to a hemivariational inequality. More precisely, we say that u ∈
W 1,H

0 (Ω) is a weak solution of (P ) if it satisfies the following hemivariational inequality∫
Ω

[
|∇u|p−2∇u · ∇v + µ(x)|∇u|q−2∇u · ∇v

]
dx ≤

∫
Ω

f0(x, u; v)dx,

for all v ∈W 1,H
0 (Ω). Here and hereafter, f0(x, ·; ·) denotes the generalized directional

derivative of f (see Section 2.3).
The conditions, which guarantee the existence of weak solutions for problem (P ),

and the main results of the paper are listed as follows.
(H1) 1 < p < q < +∞ and 0 ≤ µ(·) ∈ L1(Ω).
(f1) f : Ω× R→ R is such that:

(i). x 7→ f(x, t) is measurable on Ω for all t ∈ R;
(ii). t 7→ f(x, t) is locally Lipschitz for a.a. x ∈ Ω;
(iii). f(x, 0) = 0 for a.a. x ∈ Ω.

(f2) There exist r ∈ (1, p∗), α ∈ L
r
r−1 (Ω) and k > 0 such that

|ζ| ≤ α(x) + k|t|r−1, for a.a. x ∈ Ω all t ∈ R and all ζ ∈ ∂2
Cf(x, t),

where p∗ is the critical exponent corresponding to p, i.e.,

p∗ :=

{ Np
N−p , if p < N,

+∞, otherwise.

The first existence result is devoted to the case when the exponent controlling
the growth of ∂Cf(x, ·) is sufficiently small. The proof relies on the fact that in this
case the associated energy functional is coercive. More precisely, we have the following
existence result.

Theorem 1.1. Assume (H1), (f1) and (f2) hold. Then for any r ∈ (1, p) the problem
(P ) possesses at least one nontrivial weak solution.

If the exponent controlling the growth of t 7→ ∂Cf(x, t) is “large”, i.e., r ∈ (q, p∗),
then the energy functional is no longer coercive. In this case we use the Ekeland
variational principle to prove the existence of at least one weak solution by replacing
(f2) with the slightly more restrictive condition (f ′2) and assume in addition condition
(f3), listed below:

(f ′2) There exist r ∈ (1, p∗), and k > 0 such that

|ζ| ≤ k|t|r−1, for a.a. x ∈ Ω all t ∈ R and all ζ ∈ ∂2
Cf(x, t).

(f3) There exist a nonempty open subset ω ⊂ Ω and δ,K > 0, s ∈ (1, p) such
that

f(x, t) ≥ Kts, whenever (x, t) ∈ ω × (0, δ].

Theorem 1.2. Assume (H1), (f1), (f ′2) and (f3) hold. Then for any r ∈ (q, p∗) the
problem (P ) possesses at least one nontrivial weak solution.
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We point out the fact that Theorem 1.2 is new even in the “smooth case”, i.e.,
f(x, ·) ∈ C1(R) on the one hand due to the fact that we do not impose the condition
p < N and we allow µ ∈ L1(Ω) and, on the other hand, due to the fact that we do
not impose an Ambrosetti-Rabinowitz type condition.

2. Preliminaries

2.1. Generalized N -functions and Musielak-Orlicz spaces

In this subsection we recall some definitions and basic properties of general-
ized Orlicz spaces also referred to as Musielak-Orlicz spaces. For more details and
connections see, e.g., [2, 7, 10].

Definition 2.1. A continuous and convex function ϕ : R→ [0,∞) is called N -function
if it satisfies the following conditions:

(i). ϕ(t) = 0 if and only if t = 0;
(ii). ϕ(−t) = ϕ(t) for all t ∈ R;

(iii). limt→0
ϕ(t)
t = 0 and limt→∞

ϕ(t)
t =∞.

Definition 2.2. Assume Ω ⊂ RN is a bounded domain. An application Φ : Ω × R →
[0,∞) is called generalized N -function if x 7→ Φ(x, t) is measurabe for all t ∈ R and
t 7→ Φ(x, t) is an N -function for a.a. x ∈ Ω.

Note that if Φ is a generalized N -function, then the corresponding Young con-
jugate function, Φ̃ : Ω× R→ [0,∞), defined by

Φ̃(x, s) := sup
t≥0
{st− Φ(x, t)} ,

is also a generalized N -function.

Definition 2.3. A generalized N -function Φ is said to satisfy the ∆2-condition if there
exist a constant k > 0 and a nonnegative function h ∈ L1(Ω) such that

Φ(x, 2t) ≤ kΦ(x, t) + h(x) for a.e. x ∈ Ω and all t ∈ R.

Let Φ1,Φ2 be two generalized N -functions. We say that Φ1 dominates Φ2, de-
noted Φ1 � Φ2, if there exist two constants K,L > 0 and a nonnegative function
h ∈ L1(Ω) such that

Φ2(x, t) ≤ KΦ1(x, Lt) + h(x), for a.a. x ∈ Ω and all t ∈ R.
The functions Φ1,Φ2 are called equivalent, denoted Φ1 ' Φ2, if Φ1 � Φ2 and Φ2 � Φ1.

For a generalized N -function Φ, the modular %Φ : L0(Ω) → R is the functional
given by

%Φ(u) :=

∫
Ω

Φ(x, |u|) dx,

where by L0(Ω) we denote the set of measurable functions defined on Ω. We consider
the following classes of functions:

(i). The Musielak-Orlicz class KΦ(Ω) defined by

KΦ(Ω) :=
{
u ∈ L0(Ω) : %Φ(u) <∞

}
;
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(ii). The Musielak-Orlicz space LΦ(Ω) is the linear space generated by KΦ(Ω).

Note that KΦ(Ω) ⊆ LΦ(Ω) and equality occurs if and only if KΦ(Ω) is a linear space,
or equivalently Φ satisfies the ∆2-condition.

The mapping ‖ · ‖Φ : LΦ(Ω→ [0,∞) defined by

‖u‖Φ := inf

{
β > 0 : %Φ

(
u

β

)
≤ 1

}
defines a norm (the so-called Luxemburg norm).

The following proposition highlights some useful properties of the Musielak-
Orlicz spaces.

Proposition 2.4. Let Φ,Ψ be two generalized N -functions. Then the following asser-
tions hold:

(i). The Musielak-Orlicz space (LΦ(Ω), ‖ · ‖Φ) is a Banach space;
(ii). If Φ � Ψ, then LΦ(Ω) ↪→ LΨ(Ω);
(iii). %Φ(u) < 1(resp. %Φ(u) = 1; %Φ(u) > 1) if and only if ‖u‖Φ < 1 (resp. ‖u‖Φ =

1; ‖u‖Φ > 1);
(iv). The following Hölder-type inequality holds∫

Ω

|uv| dx ≤ 2‖u‖Φ‖v‖Φ̃, for all u ∈ LΦ(Ω), v ∈ LΦ̃(Ω).

For a generalized N -function Φ the corresponding Musielak-Orlicz-Sobolev space
W 1,Φ(Ω) is defined by

W 1,Φ(Ω) :=
{
u ∈ LΦ(Ω) : |∇u| ∈ LΦ(Ω)

}
.

By a slight abuse, henceforth we denote ‖∇u‖Φ instead of ‖|∇u|‖Φ. Obviously the
mapping ‖ · ‖1,Φ : W 1,Φ(Ω)→ [0,∞)

‖u‖1,Φ := ‖u‖Φ + ‖∇u‖Φ
defines a norm.

The Musielak-Orlicz-Sobolev space W 1,Φ
0 (Ω) is defined as completion of C∞0 (Ω)

in W 1,Φ(Ω) w.r.t. the norm ‖ · ‖1,Φ.

Proposition 2.5 (Musielak [10]). Assume Φ is a generalized N -function such that

inf
x∈Ω

Φ(x, 1) > 0. (2.1)

Then (W 1,Φ(Ω), ‖ · ‖1,Φ) and (W 1,Φ
0 (Ω), ‖ · ‖1,Φ) are Banach spaces. Furthermore, if

LΦ(Ω) is reflexive, then W 1,Φ(Ω) and W 1,Φ
0 (Ω) are also reflexive.

2.2. The double phase space

Throughout this section we consider the particular case of the double-phase
space, required to study problem (P ). Note that if (H1) holds, then the double phase
function H : Ω× R→ [0,∞) given by

H(x, t) := |t|p + µ(x)|t|q

is a generalized N -function satisfying (2.1). Simple computations yield

H(x, 2t) ≤ 2qH(x, t), for a.a. x ∈ Ω and all t ∈ R,
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i.e., H satisfies the ∆2-condition. Moreover, according to Colasuonno & Squassina
[4, Proposition 2.14] the space (LH(Ω), ‖ · ‖H) is uniformly convex. Consequently,

Proposition 2.5 ensures that W 1,H(Ω) and W 1,H
0 (Ω) are reflexive. Moreover, if (H1)

holds, then the following Poincaré-type inequality holds

‖u‖H ≤ C‖∇u‖H, for all u ∈W 1,H
0 (Ω),

for some positive constant C independent of u. Thus, on the space W 1,H
0 (Ω) we can

use the equivalent norm

‖u‖ := ‖∇u‖H.
We introduce next the space

Lqµ(Ω) :=

{
u ∈ L0(Ω) :

∫
Ω

µ(x)|u|q dx <∞
}
,

endowed with the seminorm

|u|q,µ :=

(∫
Ω

µ(x)|u|q dx
)1/q

.

The definition of the Luxemburg norm together with the fact that H(x, t) is a gener-
alized N -function which satisfies the ∆2-condition. So, the following estimates hold:

‖u‖qH ≤
∫

Ω

[|u|p + µ(x)|u|q]dx ≤ ‖u‖pH, ∀u ∈ L
H(Ω), with ‖u‖H < 1, (2.2)

and

‖u‖pH ≤
∫

Ω

[|u|p + µ(x)|u|q]dx ≤ ‖u‖qH, ∀u ∈ L
H(Ω), with ‖u‖H > 1. (2.3)

The following proposition highlights some embedding results that will play a
crucial role throughout the subsequent sections.

Proposition 2.6 (Colasuonno & Squassina [4]). Assume (H1) holds. The following
statements are true:

(i). The embedding LH(Ω) ↪→ Lp(Ω) ∩ Lqµ(Ω) is continuous;

(ii). If µ ∈ L∞(Ω), then the embedding Lq(Ω) ↪→ LH(Ω) is continuous;

(iii). If p ≤ N , then the embedding W 1,H
0 (Ω) ↪→ Lr(Ω) is compact for all r ∈

(1, p∗);

(iv). If p > N , then the embedding W 1,H
0 (Ω) ↪→ Lr(Ω) is compact for all r ∈

(1,+∞).

2.3. Locally Lipschitz functionals

We recall that a functional φ : X → R, with X being a Banach space, is said
to be locally Lipschitz if, for every u ∈ X there exists a neighborhood V of u and a
positive constant L, which depends on the neighborhood V, such that

|φ(w)− φ(v)| ≤ L‖w − v‖, ∀v, w ∈ V.



56 Nicuşor Costea and Shengda Zeng

Definition 2.7. Let φ : X → R be a locally Lipschitz function. The generalized direc-
tional derivative of φ at u ∈ X in the direction v ∈ X, denoted φ0(u; v), is defined
by

φ0(u; v) := lim sup
w→u
t↓0

φ(w + tv)− φ(w)

t
. (2.4)

The following result points out some important properties of generalized directional
derivatives that will be used in the sequel. For the proof one can consult Clarke [3].

Proposition 2.8. Let φ, ρ : X → R be two locally Lipschitz functions. Then we have

(i). for each fixed u ∈ X, the function v 7→ φ0(u; v) is finite, subadditive and
satisfies

|φ0(u; v)| ≤ L‖v‖,
where L > 0 is the Lipschitz constant near the point u;

(ii). the function (u, v) 7→ φ0(u; v) is upper semicontinuous;
(iii). φ0(u;−v) = (−φ)0(u; v), for all u, v ∈ X;
(iv). φ0(u;µv) = µφ0(u; v), for all u, v ∈ X and all µ > 0;
(v). (φ+ ρ)0(u; v) ≤ φ0(u; v) + ρ0(u; v), for all u, v ∈ X.

Definition 2.9. The Clarke subdifferential of a locally Lipschitz function φ : X → R
at a point u ∈ X, denoted ∂Cφ(u), is the subset of X∗ defined by

∂Cφ(u) :=
{
ξ ∈ X∗ : φ0(u; v) ≥ 〈ξ, v〉, ∀v ∈ X

}
. (2.5)

We point out the fact that if φ is convex, then the Clarke subdifferential ∂Cφ
coincides with the subdifferential of φ in the sense of Convex Analysis. Although is
no longer monotone, for each u ∈ X the generalized gradient ∂Cφ(u) is a nonempty,
convex and weak*-compact subset of X∗ (see, e.g., Clarke [3, Proposition 2.1.2]).
Furthermore, if φ ∈ C1(X,R), then ∂Cφ(u) = {φ′(u)}.

Theorem 2.10 (Lebourg’s Mean Value Theorem [8]). Let U be an open subset of a
Banach space X and u, v be two points of U such that the line segment

[u, v] := {(1− t)u+ tv : 0 ≤ t ≤ 1} ⊂ U.
If φ : U → R is a locally Lipschitz function, then there exist t ∈ (0, 1) and

ζ ∈ ∂Cφ(u+ t(v − u)) such that

φ(v)− φ(u) = 〈ζ, v − u〉.

Definition 2.11. We say that u ∈ X is a critical point for the locally Lipschitz func-
tional φ : X → R if 0 ∈ ∂Cφ(u).

Remark 2.12. The point u ∈ X is critical for φ if and only if φ0(u; v) ≥ 0, ∀v ∈ X.
Furthermore, any local extremum of φ is in fact a critical point.

We close this subsection by recalling the well-known Ekeland variational principle
(see, e.g., [6]) which will play a key role in the proof of Theorem 1.2.

Theorem 2.13. Let (Y, d) be a complete metric space and let ϕ : Y → (−∞,∞] be
a proper, lower semicontinuous and bounded from below functional. Then for any
ε, λ > 0 and any v ∈ Y satisfying ϕ(v) ≤ infY ϕ+ ε there exists u ∈ Y such that:
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(i). ϕ(u) ≤ ϕ(v);
(ii). d(v, u) ≤ 1

λ ;
(iii). −ελd(u,w) ≤ ϕ(w)− ϕ(u), for all w ∈ Y.

3. Proof of the main results

Define the functionals I : W 1,H
0 (Ω)→ R and F : Lr(Ω)→ R by

I(u) :=

∫
Ω

[
1

p
|∇u|p +

µ(x)

q
|∇u|q

]
dx for all u ∈W 1,H

0 (Ω)

and

F (w) :=

∫
Ω

f(x,w)dx for all w ∈ Lr(Ω)

respectively. Then I ∈ C1(W 1,H
0 (Ω),R) with its derivative given by

〈I ′(u), v〉 =

∫
Ω

[
|∇u|p−2∇u · ∇v + µ(x)|∇u|q−2∇u · ∇v

]
dx, (3.1)

for all v ∈W 1,H
0 (Ω).

Due to the Aubin-Clarke Theorem (see, e.g., [3, Theorem 2.7.5]) F is locally
Lipschitz and

∂CF (w) ⊆
∫

Ω

∂2
Cf(x,w)dx,∀w ∈ Lr(Ω),

in the sense that for any ξ ∈ ∂CF (w) there exists ζ ∈ L
r
r−1 (Ω) such that 〈ξ, z〉 =

∫
Ω

ζ(x)z(x)dx, ∀z ∈ Lr(Ω),

ζ(x) ∈ ∂2
Cf(x,w(x)), for a.a. x ∈ Ω.

(3.2)

On the other hand, Proposition 2.6 ensures that for any r ∈ (1, p∗) the embedding

operator i : W 1,H
0 (Ω) → Lr(Ω) is compact and its adjoint operator, i∗ : L

r
r−1 (Ω) →

(W 1,H
0 (Ω))∗, is also compact. Consequently, the energy functional associated to prob-

lem (P ), E : W 1,H
0 (Ω)→ R

E(u) := I(u)− F (i(u)), (3.3)

is well defined, weakly lower semicontinuous and locally Lipschitz. Moreover, basic
subdifferential calculus (see, e.g., Carl, Le & Motreanu [1, Propositions 2.173, 2.174
& Corollary 2.180] ensures that

∂CE(u) ⊆ I ′(u)− i∗∂CF (i(u)), ∀u ∈W 1,H
0 (Ω).

Henceforth, for any u ∈ W 1,H
0 (Ω) and any ζ ∈ L

r
r−1 (Ω) we simply write u and ζ

instead of i(u) and i∗(ζ), respectivelly.

Lemma 3.1. If r ∈ (1, p∗), then any critical point of E (in the sense of Definition
2.11) is a weak solution for problem (P ).
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Proof. Let u ∈W 1,H
0 (Ω) be a critical point of E. Then 0 ∈ ∂CE(u), or equivalently

I ′(u) ∈ ∂CF (u).

Keeping in mind (3.2), there exists ζ ∈ L
r
r−1 (Ω) such that ζ ∈ ∂2

Cf(x, u) a.a. in Ω
and

〈I ′(u), v〉 =

∫
Ω

ζvdx, ∀v ∈W 1,H
0 (Ω).

Now, using the definition of the Clarke subdifferential and (3.1) we get that∫
Ω

[
|∇u|p−2∇u · ∇v + µ(x)|∇u|q−2∇u · ∇v

]
dx ≤

∫
Ω

f0(x, u; v)dx,

for all v ∈W 1,H
0 (Ω), i.e., u is indeed a weak solution for problem (P ). �

Proof of Theorem 1.1. Let u ∈W 1,H
0 (Ω) be fixed. Simple computations show that

1

q
%H(|∇u|) ≤ I(u) ≤ 1

p
%H(|∇u|),

which combined with (2.2)-(2.3) leads to the following inequalities:

1

q
‖u‖q ≤ I(u) ≤ 1

p
‖u‖p, if ‖u‖ < 1, (3.4)

and
1

q
‖u‖p ≤ I(u) ≤ 1

p
‖u‖q, if ‖u‖ > 1, (3.5)

respectivelly. On the other hand, using Lebourg’s Mean Value Theorem and the com-

pact embedding W 1,H
0 (Ω) ↪→ Lr(Ω) we get

|F (u)| =

∣∣∣∣∫
Ω

f(x, u)dx

∣∣∣∣ ≤ ∫
Ω

|f(x, u)− f(x, 0)|dx ≤
∫

Ω

|ζ||u|dx

≤
∫

Ω

(α(x) + k|u|r−1)|u|dx ≤ ‖α‖ r
r−1
‖u‖r − k‖u‖rr

≤ C0‖α‖ r
r−1
‖u‖+ C1‖u‖r,

for some suitable constants C0, C1 > 0. Thus, for any u ∈W 1,H
0 (Ω) with ‖u‖ > 1 one

has

E(u) = I(u)− F (u) ≥ 1

q
‖u‖p − C0‖α‖ r

r−1
‖u‖ − C1‖u‖r →∞, as ‖u‖ → ∞,

i.e., the energy functional E is coercive. Since E is also weakly lower semicontinuous,
The Direct Method in the Calculus of Variations (see, e.g., [5, Theorem 1.7]) ensures
the existence of a global minimizer u0 of E, i.e.,

E(u0) = inf
u∈W 1,H

0 (Ω)
E(u).

The conclusion follows now from Remark 2.12 and Lemma 3.1. �
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Lemma 3.2. Assume (H1), (f1) and (f ′2) hold. If r ∈ (q, p∗), then there exist ρ ∈ (0, 1)
and γ > 0 such that

inf
u∈∂Bρ(0)

E(u) ≥ γ,

where ∂Bρ(0) := {u ∈W 1,H
0 (Ω) : ‖u‖ = ρ}.

Proof. Since (f ′2) is in fact condition (f2) with α ≡ 0, it follows that there exists
C1 > 0 such that

|F (u)| ≤ C1‖u‖r, ∀u ∈W 1,H
0 (Ω).

Thus, for fixed ρ ∈
(

0,min
{

1, (qC1)
1
q−r

})
and any u ∈ ∂Bρ(0) one has

E(u) ≥ 1

q
‖u‖q − C1‖u‖r =

1

q
ρq
(
1− qC1ρ

r−q) .
The choice of ρ implies that γ := 1

qρ
q (1− qC1ρ

r−q) > 0, thus completing the proof.

�

Lemma 3.3. Assume (H1), (f1) and (f3) hold. If r ∈ (q, p∗), then there exist w0 ∈
W 1,H

0 (Ω) \ {0} and t0 ∈ (0, 1) such that

E(tw0) < 0, ∀t ∈ (0, t0).

Proof. Let x0 ∈ ω be fixed and choose R > 0 such that B̄R(x0) ⊂ ω. Then there
exists w0 ∈ C∞0 (ω) such that{

w0(x) = 1, in BR(x0),
0 ≤ w0(x) ≤ 1, on ω \ B̄R(x0).

Obviously w0 ∈W 1,H
0 (Ω) and ‖w0‖ > 0. Then, for any 0 < t < min{1, δ, ‖w0‖−1} the

following estimates hold

F (tw0) =

∫
Ω

f(x, tw0(x))dx =

∫
ω

f(x, tw0(x))dx ≥
∫
ω

Ktsdx = Kmeas(ω)ts,

and

E(tw0) = I(tw0)− F (tw0) ≤ 1

p
‖tw0‖p −Kmeas(ω)ts

= Kmeas(ω)ts
[
‖w0‖ptp−s

pKmeas(ω)
− 1

]
,

which shows E(tw0) < 0 for all t ∈ (0, t0) with

t0 := min

{
1, δ, ‖w0‖−1,

(
pKmeas(ω)

‖w0‖p

) 1
p−s
}
.

�

Proof of Theorem 1.2. Lemmas 3.2 and 3.3 ensure that there exists ρ ∈ (0, 1) such
that

inf
B̄ρ(0)

E < 0 < inf
∂Bρ(0)

E.
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Let {wn} ⊂ B̄ρ(u) be a minimizing sequence for E|B̄ρ(0), i.e., E(wn) →
infB̄ρ(0)E, as n→∞. Passing, if necessary, to a subsequence we may assume that

E(wn) < inf
B̄ρ(0)

E +
1

n
, ∀n ≥ 1. (3.6)

Applying Ekeland’s variational principle with ε := 1
n and λ :=

√
n we get that there

exists {un} ⊂ B̄ρ(0) such that

E(un) ≤ E(wn), ∀n ≥ 1, (3.7)

and

− 1√
n
‖v − un‖ ≤ E(v)− E(un), ∀v ∈ B̄ρ(0). (3.8)

The sequence {un} is clearly bounded, hence there exists u ∈ B̄ρ(0) and a subsequence
{unk} of {un} such that

unk ⇀ u in W 1,H
0 (Ω) and unk → u in Lr(Ω).

For any t ∈ (0, 1) the element vt := unk + t(u− unk) lies in B̄ρ(0) and using (3.8) we
have

− t√
n
‖u− unk‖ ≤ E(unk + t(u− unk))− E(unk).

Dividing the last relation by t > 0 then taking the lim sup as t↘ 0 we obtain

− 1√
n
≤ lim sup

t↘0

[
I(unk + t(u− unk))− I(unk)

t

+
(−F )(unk + t(u− unk))− (−F )(unk)

t

]
≤〈I ′(unk), u− unk〉+ (−F )0(unk ;u− unk),

which can be rewritten as

〈I ′(unk), unk − u〉 ≤
1√
n

+ F 0(unk ;unk − u), ∀n ≥ 1.

Taking the lim sup as n→∞ and using Proposition 2.8 we have

lim sup
n→∞

〈I ′(unk , unk − u)〉 ≤ F 0(u; 0) = 0.

Keeping in mind that I ′ of type (S)+ (see, e.g., [9, Proposition 3.1]) we infer that

unk → u in W 1,H
0 (Ω).

But, due to (3.6) and (3.7), we conclude

E(u) = lim
n→∞

E(unk) = inf
B̄ρ(0)

E < 0,

which shows that u is a nonzero local minimizer of E, and, according to Remark 2.12
a nontrivial critical point. �
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Luminiţa Barbu and Gheorghe Moroşanu
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Abstract. This is a survey on recent results, mostly of the authors, regarding
eigenvalue problems governed by the (p, q)−Laplacian and related open problems.
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1. Introduction

Let Ω ⊂ RN , N ≥ 2, be a bounded domain with smooth boundary ∂Ω. For θ ∈
(1,∞), consider in Ω the θ-Laplace operator ∆θu = div (| ∇u |θ−2 ∇u). Obviously,
∆2 is the classic Laplacian ∆. There are many applications involving such kind of
operators, including the so called two phase problems. For example, the operator(
∆ + c∆θ

)
, c > 0, θ ∈ (1,∞), has applications in Born-Infeld theory for electrostatic

fields (see Bonheure, Colasuonno & Fortunato [16], Fortunato, Orsina & Pisani [26]).
We also refer to Benci et al. [14] and Benci, Fortunato & Pisani [15] for more general
applications to quantum physics. Two phase equations arise also in other parts of
mathematical physics as reaction diffusion equations (see Cherfils & Il’yasov [18]) and
nonlinear elasticity theory (see Marcellini [35] and Zhikov [45]). In fact, the literature
related to this subject is vast and daily increasing.

For p, q ∈ (1,∞), define Apq := ∆p + ∆q, which is usually called (p, q)−Laplacian.
We assumes that p 6= q, because for p = q Apq = 2∆p and this case is not relevant for
our discussion here. Notice that the operator introduced above

(
∆ + c∆θ

)
with c = 1

is a (2, θ)−Laplacian. The restriction to the case c = 1 does not affect the generality.

Received 23 October 2022; Revised 14 November 2022.
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In what follows we recall some facts concerning the classic eigenvalue problem
for −∆p, p ∈ (1,∞), under the Dirichlet boundary condition{

−∆pu = λ | u |p−2 u in Ω,

u = 0 on ∂Ω.
(1.1)

A real number λ is called an eigenvalue of problem (1.1) if this problem admits a

nontrivial weak solution, i.e. there exists uλ ∈W 1,p
0 (Ω) \ {0} such that∫

Ω

| ∇uλ |p−2 ∇uλ · ∇w dx = λ

∫
Ω

| uλ |p−2 uλw dx ∀ w ∈W 1,p
0 (Ω). (1.2)

The nontrivial solutions uλ of problem (1.1) are called eigenfunctions corresponding
to the eigenvalue λ, and (λ, uλ) are called eigenpairs of problem (1.1).

A standard method to show the existence of an increasing sequence of eigenvalues
for problem (1.1),

0 < λD1 < λD2 ≤ λD3 ≤ · · · → ∞, (1.3)

relies on the Ljusternik-Schnirelmann principle and on the concept of Krasnosel’sk̆ıi
genus. There are also other methods to prove the existence of such a sequence (see
Garćıa-Azorero & Peral [28], Drábek & Robinson [23]). It is still not known whether
this sequence includes all eigenvalues of problem (1.1), except for the well-known
particular case p = 2.

On the other hand, it is well-known that −∆p with the Dirichlet boundary
condition admits a lowest positive eigenvalue λ1 (called principal eigenvalue), which
is simple, and there exists a corresponding eigenfunction which is positive in Ω (see
Lindqvist [34], Lê [33] and the references therein). Note also that the properties of
the next lowest eigenvalue λ2 have been investigated by Anane & Tsouli in [2], who
proved that λ2 has a variational characterization similar to that corresponding to the
linear case p = 2.

Similar situations can be reported in the case of Neumann, Robin or Steklov
boundary conditions.

2. Eigenvalue problems governed by the (p, q)−Laplacian

In this section we shall present some recent results on eigenvalue problems in-
volving the (p, q)−Laplacian with various boundary conditions. More precisely, these
results contain information regarding the corresponding eigenvalue sets. As seen be-
low, the fact that the differential operatorApq is non-homogeneous (i.e., p 6= q) implies
that the eigenvalue sets are intervals or contain intervals. Throughout this section we
will assume that p, q ∈ (1,∞), p 6= q, and introduce the following notations:

W := W 1,max{p,q}(Ω),

∂u

∂νpq
:=
(
| ∇u |p−2 + | ∇u |q−2

)∂u
∂ν
,

(2.1)

where ν is the outward unit normal to ∂Ω.
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2.1. The case of Dirichlet, Neumann, Robin or Steklov boundary conditions

Let us begin with the case of the Dirichlet boundary condition. Specifically, we
consider the problem {

−Apqu = λ | u |p−2 u in Ω,

u = 0 on ∂Ω.
(2.2)

The definitions of eigenvalues, eigenfunctions and eigenpairs for problem (2.2) are sim-
ilar to those corresponding to problem (1.1), the only differences being the following:
the left hand side of equation (1.2) is replaced by∫

Ω

(
| ∇uλ |p−2 + | ∇uλ |q−2

)
∇uλ · ∇w dx,

and the Sobolev space in which the weak solution is sought is now W
1,max{p,q}
0 (Ω).

The existence of eigenvalues for this problem in the case when the right hand
side of equation (2.2)1 is of the form λmp(x) | u |p−2 u in Ω, where mp ∈ L∞(Ω)
such that the Lebesgue measure of {x ∈ Ω; mp(x) > 0} is positive, was studied by
Tanaka in [42]. Using the Mountain Pass Theorem, Tanaka was able to obtain the full
eigenvalue set ([42, Theorem 1, Theorem 2]). In the particular case mp ≡ 1, Tanaka’s
result is the following:

Theorem 2.1. If p, q ∈ (1,∞), p 6= q, then the set of eigenvalues of problem (2.2)
is precisely (λD1 ,∞), where λD1 denotes the first eigenvalue of the negative Dirichlet
p−Laplacian, more exactly

λD1 := inf

{∫
Ω
| ∇u |p dx∫

Ω
| u |p dx

, u ∈W 1,p
0 (Ω)

}
. (2.3)

Notice that the eigenvalue set of −Apq with Dirichlet boundary condition has
been completely determined, being an interval independent of q.

Next, let us consider the case of a generalized Neumann boundary condition.
More precisely, consider the eigenvalue problem{

−Apqu = λ | u |q−2 u in Ω,
∂u
∂νpq

= 0 on ∂Ω.
(2.4)

The solution u of problem (2.4) is understood in a weak sense, as an element of the
Sobolev space W satisfying equation (2.4)1 in the sense of distributions and (2.4)2 in
the sense of traces. The scalar λ ∈ R is an eigenvalue of problem (2.4) if there exists
uλ ∈W \ {0} such that for all w ∈W we have∫

Ω

(
| ∇uλ |p−2 + | ∇uλ |q−2

)
∇uλ · ∇w dx = λ

∫
Ω

| uλ |q−2 uλw dx. (2.5)

Problem (2.4) was investigated by Mihăilescu [36, Theorem 1.1] (for q = 2, p ∈
(2,∞)), Fărcăşeanu, Mihăilescu & Stancu-Dumitru [24, Theorem 1.1] (for q = 2, p ∈
(1, 2)), Mihăilescu & Moroşanu [37, Theorem 1.1] (for q ∈ (2,∞), p ∈ (1,∞), p 6= q)
and Barbu & Moroşanu [7, Theorem 1] (for q ∈ (1, 2), p ∈ (1,∞), p 6= q).
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To investigate such a problem, one can use techniques based on minimization
arguments, which will be briefly described in what follows.

To begin with, let us choose w = uλ in (2.5). Clearly, we see that the eigenvalues
of problem (2.4) cannot be negative. It is also obvious that λ0 = 0 is an eigenvalue
of this problem with the corresponding eigenfunctions given by the nonzero constant
functions.

Now, if we assume that λ > 0 is an eigenvalue of problem (2.4) and choose w ≡ 1
in (2.5) we obtain that every eigenfunction uλ corresponding to λ necessarily belong
to the set

CNe :=
{
u ∈W ;

∫
Ω

| u |q−2 u dx = 0
}
. (2.6)

This is a symmetric cone. Moreover, CNe is a weakly closed subset ofW and CNe\{0} 6=
∅ (see [6, Section 2]).

Next, we shall briefly describe the method we can use to solve the eigenvalue
problem (2.4).

For λ > 0 consider the C1 functional Jλ : W → R, defined as

Jλ(u) =
1

p

∫
Ω

| ∇u |p dx+
1

q

∫
Ω

| ∇u |q dx− λ

q

∫
Ω

| u |q dx. (2.7)

This functional is often called the energy functional associated to problem (2.4).
Clearly, λ is an eigenvalue of problem (2.4) if and only if there exists a critical point
uλ ∈W \ {0} of Jλ, i. e. J ′λ(uλ) = 0.

Define

λ̃Ne := inf
w∈CNe\{0}

∫
Ω
| ∇w |q dx∫

Ω
| w |q dx

. (2.8)

Since λ̃Ne = λ
Neq
1 for q > p and λ̃Ne ≥ λ

Neq
1 for q < p, it follows that λ̃Ne > 0 (we

have denoted by λ
Neq
1 the first positive eigenvalue of the negative Neumann q−Laplace

operator).
Also, one can easily check that there is no eigenvalue of problem (2.4) in the set

(−∞, λ̃Ne] \ {0}. So, from now on we shall consider that λ is arbitrary but fixed in

the interval (λ̃Ne,∞).
We distinguish two cases related to p and q:

Case 1: 1 < q < p. In this case, as λ > λ̃Ne, the functional Jλ is coercive on
CNe ⊂W = W 1,p(Ω), i.e.,

lim
‖u‖W1,p(Ω)→∞,u∈CNe

Jλ(u) =∞.

In particular, there exists u∗ ∈ CNe \{0} where Jλ attains its minimal value over CNe,

Jλ(u∗) = inf
w∈CNe\{0}

Jλ(w) 6= 0

(see [7, Lemma 6]).

Case 2: 1 < p < q. Under this assumption, the functional Jλ is no longer coercive
and may be unbounded below on W = W 1,q(Ω). So, we consider the restriction of
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functional Jλ to the Nehari type manifold (see [41]):

Nλ = {v ∈ CNe \ {0}; 〈J ′λ(v), v〉 = 0}.

We observe that

Jλ(u) =
q − p
qp

∫
Ω

| ∇u |p dx > 0 ∀ u ∈ Nλ.

Moreover, any possible eigenfunction corresponding to λ belongs to Nλ.

In addition, since λ > λ̃Ne, we can easily check that Nλ 6= ∅.
In this case we have the following result (see [6, Case 2, Steps 1-4] and [7,

Lemma 6]):

If 1 < p < q and λ > λ̃Ne, then there exists u∗ ∈ Nλ where Jλ attains its
minimal value over Nλ,

mλ := inf
w∈Nλ

Jλ(w) > 0.

Using the above preliminary results and applying the Lagrange Multipliers Rule
in the case q ≥ 2 and, respectively, an approximation technique in the case 1 < q < 2,
one can show that in fact the minimizer u∗ of functional Jλ over CNe if q < p and,
respectively, over Nλ if q > p, is a global minimizer of Jλ over the whole W, i.e. u∗ is

an eigenfunction of problem (2.4) corresponding to the eigenvalue λ > λ̃Ne.
Thus, we have the following important result which provides the full spectrum

of the eigenvalue problem (2.4):

Theorem 2.2. Assume that p, q ∈ (1,∞), p 6= q. Then the set of eigenvalues of problem

(2.4) is precisely {0} ∪ (λ̃Ne,∞), where λ̃Ne is the positive constant defined by (2.8).

Now, consider the eigenvalue problem for the Steklov (p, q)−Laplacian, namely{
Apqu = 0 in Ω,
∂u
∂νpq

= λ | u |q−2 u on ∂Ω.
(2.9)

Using an approach similar to that used before for the Neumann (p, q)−Laplacian, one
can determine the full spectrum of the eigenvalue problem (2.9). More exactly, if we
denote

CS :=
{
u ∈W ;

∫
∂Ω

| uλ |q−2 uλ dσ = 0
}
, (2.10)

λ̃S := inf
w∈CS\{0}

∫
Ω
| ∇w |q dx∫

∂Ω
| w |q dσ

, (2.11)

we have the following result

Theorem 2.3. Assume that p, q ∈ (1,∞), p 6= q. Then the set of eigenvalues of problem

(2.9) is precisely {0} ∪ (λ̃S ,∞), where λ̃S is the positive constant defined by (2.11).

This theorem was proved by Costea & Moroşanu [19, Theorem 3.1] in the case
p ∈ (1,∞), q ∈ [2,∞), p 6= q and later by Barbu & Moroşanu [7, Theorem 1] in the
case p ∈ (1,∞), q ∈ (1, 2), p 6= q.
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Next, we pay attention to equation (2.4)1 with a generalized Robin boundary
condition. More precisely, we consider the following eigenvalue problem{

−Apqu = λ | u |q−2 u in Ω,
∂u
∂νpq

+ β | u |q−2 u = 0 on ∂Ω,
(2.12)

where β is a positive constant.
The eigenvalue problem (2.12) was studied by Gyulov & Moroşanu [30], who

found an interval of eigenvalues for this problem. In order to state the main result in
[30], we define

λ̃R := inf
w∈W\{0}

∫
Ω
| ∇w |q dx+ β

∫
∂Ω
| ∇w |q dσ∫

Ω
| w |q dx

,

λ0 := β
| ∂Ω |N−1

| Ω |N
,

(2.13)

where | · |N and | · |N−1 denote the Lebesgue measures of the two sets. Obviously,

the constant λ̃R coincides with the first eigenvalue of the Robin q−Laplace operator
(see Lê [33]) in the case q > p and is greater than or equal to that if q < p, so it is
positive.

The results concerning the spectrum of problem (2.12) can be summarized as
follows:

Theorem 2.4. Assume that p, q ∈ (1,∞), p 6= q and β is a positive constant. Then

λ̃R < λ0 and any λ ∈ (λ̃R, λ0) is an eigenvalue of problem (2.12). Moreover, the

problem (2.12) has no nontrivial solution for λ ∈ (−∞, λ̃R].

Note that this theorem does not say whether there are eigenvalues of problem
(2.12) in the interval [λ0,∞). On the other hand, we know that there exists a sequence
of eigenvalues of problem (2.12) which converges to ∞ (see [5]). However, the full
spectrum of problem (2.12) is still not completely known.

We also mention the paper by Papageorgiou, Vetro & Vetro [38] where an
eigenvalue problem more general than (2.12) is considered in the case 1 < p < q.
Here the operator Apq is perturbed with an indefinite and unbounded potential,
ζ ∈ Ls(Ω), s < N/q if q ≤ N and s = 1 if q > N. The constant β is replaced
by a function β ∈W 1,∞(∂Ω), β ≥ 0, β 6≡ 0 such that∫

Ω

ζ dx+

∫
∂Ω

β dσ > 0. (2.14)

By arguing as in [30], the authors obtain a result similar to Theorem 2.4 (see [38,
Theorem 1]).

Finally, let us consider the Steklov like eigenvalue problem{
−Apqu+ ρ1(x) | u |p−2 u+ ρ2(x) | u |q−2 u = 0, x ∈ Ω,
∂u
∂νpq

+ γ1(x) | u |p−2 u+ γ2(x) | u |q−2 u = λ | u |q−2 u, x ∈ ∂Ω.
(2.15)

Assume that the following hypotheses are fulfilled:
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(hρ1γ1
) ρ1 ∈ L∞(Ω) and γ1 ∈ L∞(∂Ω), ρ1, γ1 are nonnegative functions such that∫

Ω

ρ1 dx+

∫
∂Ω

γ1 dσ > 0; (2.16)

(hρ2γ2
) ρ2 ∈ L∞(Ω), γ2 ∈ L∞(∂Ω) and ρ2 is a nonnegative function.

It is worth pointing out that the potential function γ2 is allowed to be sign changing.
As usual, a scalar λ ∈ R is said to be an eigenvalue of the problem (2.15) if there

exists uλ ∈W \ {0} such that for all w ∈W∫
Ω

(
| ∇uλ |p−2 + | ∇uλ |q−2

)
∇uλ · ∇w dx

+

∫
Ω

(
ρ1 | uλ |p−2 +ρ2 | uλ |q−2

)
uλw dx

+

∫
∂Ω

(
γ1 | uλ |p−2 +γ2 | uλ |q−2

)
uλw dσ = λ

∫
∂Ω

| uλ |q−2 uλw dσ.

(2.17)

The function uλ is called an eigenfunction of the problem (2.15) (corresponding to
the eigenvalue λ).

Define

λ̃SR := inf
w∈W\{0}

∫
Ω

(
| ∇w |q +ρ2 | w |q

)
dx+

∫
∂Ω
γ2 | w |q dσ∫

∂Ω
| w |q dσ

. (2.18)

Problem (2.15) was studied by Barbu & Moroşanu [11]. Let us recall the main result
on its eigenvalue set:

Theorem 2.5. ([11, Theorem 1]) Assume that p, q ∈ (1,∞), p 6= q and assumptions
(hρiγi), i = 1, 2, are fulfilled. Then the set of eigenvalues of problem (2.15) is precisely

(λ̃SR,∞).

Note that if γ1 ≡ 0 and γ2 ≡ const. > 0, then we have a Steklov-Robin
boundary condition. The arguments we have used in the mentioned paper can easily
be adapted to the following eigenvalue problem{

−Apqu+ ρ1(x) | u |p−2 u+ ρ2(x) | u |q−2 u = λ | u |q−2 u, x ∈ Ω,
∂u
∂νpq

+ γ1(x) | u |p−2 u+ γ2(x) | u |q−2 u = 0, x ∈ ∂Ω,
(2.19)

under similar assumptions for the functions ρi, γi, i = 1, 2. While in the previous
works [30] and [38] only subsets of the corresponding spectra were found, in this case
the presence of the potential functions ρi, γi satisfying assumptions (hρiγi), i = 1, 2,
allows the full description of the spectrum.

2.2. The case of parametric boundary conditions

Consider the following eigenvalue problem{
−Apqu = λα(x) | u |r−2 u in Ω,
∂u
∂νpq

= λβ(x) | u |r−2 u on ∂Ω,
(2.20)

under the following hypotheses
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(hpqr) p, q, r ∈ (1,∞), p 6= q;

(hαβ) α ∈ L∞(Ω) and b ∈ L∞(∂Ω) are given nonnegative functions satisfying∫
Ω

α dx+

∫
∂Ω

β dσ > 0. (2.21)

Such eigenvalue problems were discussed for the first time by Von Below & François
[43] (see also François [27]) who considered the linear eigenvalue problem{

−∆u = λu in Ω,
∂u
∂ν = λβu on ∂Ω.

They call it a dynamical eigenvalue problem since it can be derived from the study of
the heat equation with dynamical boundary conditions. Also, the motivation behind
problem (2.20) comes from the study of a double phase parabolic equation (see Arora
& Shmarev [3], Huang [31], Marcellini [35] and the references therein) under a dy-
namical boundary condition. The existence theory for such parabolic problems relies
on the spectral theory of associated elliptic problems with the parameter λ both in
the equation and the boundary condition.

The eigenvalues and eigenfunctions of problem (2.20) can be defined as before.
All eigenfunctions of problem (2.20) belong to the set

Cr :=
{
u ∈W ;

∫
Ω

α | u |r−2 u dx+

∫
∂Ω

β | u |r−2 u dσ = 0
}
. (2.22)

In the case r = q, define

λ̃ := inf
w∈Cq\{0}

∫
Ω
| ∇w |q dx∫

Ω
α | w |q dx+

∫
∂Ω
β | w |q dσ

. (2.23)

If r 6= q we assume, without any loss of generality, that 1 < p < q and for r ∈ (p, q)
define

λ∗ := inf
v∈Cr\Zr

Γ
Kq(v)1−γKp(v)γ

Kr(v)
, λ∗ :=

r

q1−γpγ
λ∗, (2.24)

where

Zr := {v ∈W ;

∫
Ω

α | v |r dx+

∫
∂Ω

β | v |r dσ = 0},

Kp(u) :=

∫
Ω

| ∇u |p dx, Kq(u) :=

∫
Ω

| ∇u |q dx,

Kr(u) :=

∫
Ω

α | u |r dx+

∫
∂Ω

β | u |r dσ ∀ u ∈W = W 1,q(Ω),

γ :=
q − r
q − p

, Γ :=
q − p

(r − p)1−γ(q − r)γ
.

(2.25)

In the case r = q we have obtained the following result:

Theorem 2.6. ([7, Theorem 1]) Assume that p, q ∈ (1,∞), p 6= q, r = q and (hαβ)

holds. Then λ̃ > 0 and the set of eigenvalues of problem (2.20) (with r = q) is precisely

{0} ∪ (λ̃,∞), where λ̃ is the constant defined by (2.23).
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Note that problem (2.20) in the case q = 2 and p ∈ (1,∞), p 6= 2, has been
previously studied by Abreu & Madeira[1].

In the case r 6∈ {p, q}, we have the following result:

Theorem 2.7. ([8, Theorem 1.1], [10, Theorem 1]) Suppose that assumption (hαβ)
holds.

(a) If either (1 < r < p < q < ∞) or (1 < q < p < r < ∞ and r ∈
(

1, q(N−1)
N−q

)
if

1 < q < N), then the set of eigenvalues of problem (2.20) is [0,∞).

(b) If 1 < p < r < q < ∞, with r < q(N−1)
N−q if q < N, then 0 < λ∗ < λ∗ and for

λ ∈ {0} ∪ [λ∗,∞) there exists a weak solution uλ ∈ W 1,p(Ω) \ {0} to problem (2.20).
For any λ ∈ (−∞, λ∗) \ {0} problem (2.20) has only the trivial solution. Moreover,
the constants λ∗, λ

∗ can be expressed as follows

λ∗ = inf
v∈Cr\Zr

Kp(v) +Kq(v)

Kr(v)
, λ∗ = inf

v∈Cr\Z

1
pKp(v) + 1

qKq(v)
1
rKr(v)

. (2.26)

Thus, we were able to find the full eigenvalue sets in two of the three possible
cases. The difficult case is r ∈ (p, q), for which the eigenvalue set is not completely
known.

Now, let us pay attention to the following eigenvalue problem governed by the
(p, q, r)−Laplacian, which is defined by Apqru := ∆pu+ ∆qu+ ∆ru,{

−Apqr = λα(x) | u |r−2 u in Ω,
∂u
∂νpqr

= λβ(x) | u |r−2 u on ∂Ω,
(2.27)

under the assumption (hαβ) above and
(hpqr)

′ p, q, r ∈ (1,+∞), q < p, r 6∈ {p, q}.

In the boundary condition (2.27)2, ∂u
∂νpqr

denotes the conormal derivative correspond-

ing to the differential operator Apqr, i.e.,

∂u

∂νpqr
:=
( ∑
α∈{p,q,r}

| ∇u |α−2
)∂u
∂ν
.

where ν is the outward unit normal to ∂Ω.

Such a triple-phase eigenvalue problem is motivated by some models arising in math-
ematical physics. More exactly, let us consider the operator

Qu := −div
( ∇u√

1− | ∇u |2
)
.

This operator occurs in the electrostatic Born-Infeld equation (see [16]), in string
theory, in particular in the study of D-branes (see, e.g., [29]), and in classical relativity,
where Q represents the mean curvature operator in Lorent-Minkowski space (see, e.g.,
[12] and [17]). A second order approximation of Q is B := −4u−44u− 3

246u, which
is a negative (2, 4, 6)-Laplacian (see [40]), with the coefficient −3/2 instead of −1.



72 Luminiţa Barbu and Gheorghe Moroşanu

In fact, one can consider a more general eigenvalue problem, with

Bu := ∆pu+ ρq∆qu+ ρr∆ru, ρq, ρr > 0,

instead of Apqr, and with

∂u

∂νB
:=
( ∑
α∈{p,q,r}

ρα | ∇u |α−2
)∂u
∂ν
, ρp = 1,

instead of ∂u
∂νpqr

(see [9, Section 4]).

Under assumption (hpqr)
′, the appropriate Sobolev space for problem (2.27) is

W̃ := W 1,max{p,r}(Ω). One can define the eigenvalues of problem (2.27) as follows:

λ ∈ R is an eigenvalue of problem (2.27) if there exists uλ ∈ W̃ \ {0} such that∫
Ω

(
| ∇uλ |p−2 + | ∇uλ |q−2 + | ∇uλ |r−2

)
∇uλ · ∇w dx

= λ
(∫

Ω

a | uλ |r−2 uλw dx+

∫
∂Ω

b | uλ |r−2 uλw dσ
)
∀ w ∈ W̃ .

(2.28)

If uλ is an eigenfunction corresponding to a positive eigenvalue λ then necessarily
uλ belongs to the set

C :=
{
u ∈ W̃ ;

∫
Ω

α | u |r−2 u dx+

∫
∂Ω

β | u |r−2 u dσ = 0
}
. (2.29)

Let us introduce the notations

Kα(u) :=

∫
Ω

| ∇u |α dx, α ∈ {p, q, r},

kr(u) :=

∫
Ω

α | u |r dx+

∫
∂Ω

β | u |r dσ ∀ u ∈W,

Z := {v ∈W ; kr(v) = 0}.

(2.30)

Define

Λr := inf
v∈C\Z

Kr(v)

kr(v)
. (2.31)

For r ∈ (q, p) denote

Λ∗ := inf
v∈C\Z

(
Γ
Kp(v)1−γKq(v)γ

kr(v)
+
Kr(v)

kr(v)

)
,

Λ∗ := inf
v∈C\Z

(
Γ

r

p1−γqγ
Kp(v)1−γKq(v)γ

kr(v)
+
Kr(v)

kr(v)

)
,

γ :=
p− r
p− q

, Γ :=
p− q

(r − q)1−γ(p− r)γ
.

(2.32)

The main result concerning problem (2.27) is the following:

Theorem 2.8. (see [9, Theorems 1.1 and 1.2]) Assume that (h′pqr) and (hαβ) above
are fulfilled. If r 6∈ (q, p), then Λr > 0 and the set of eigenvalues of problem (2.27) is
precisely {0} ∪ (Λr,∞), where Λr is the constant defined by (2.31). Otherwise, if r ∈
(q, p), and r < q(N −1)/(N − q) if q < N, then 0 < Λ∗ < Λ∗, every λ ∈ {0}∪ [Λ∗,∞)



On eigenvalue problems governed by the (p, q)-Laplacian 73

is an eigenvalue of problem (2.27), and for any λ ∈ (−∞,Λ∗) \ {0} problem (2.27)
has only the trivial solution.

It would be nice to see whether some of the above result could be extended to
the case in which operator Apq is replaced by the operator Qpq := Qp + Qq, where
for θ ∈ (1,∞) we have denoted by Qθ the operator defined as follows

Qθu := div
(
F θ−1(∇u)Fξ(∇u)

)
, (2.33)

where F is a positive, one-homogeneous, convex function on RN and Fξ denotes the
gradient of F.

If we assume that F ∈ C2(RN \{0}) and the Hessian matrix of F p,
(
F pξiξj (ξ)

)
i,j
,

is positive definite on RN \{0}, then operator Qθ is elliptic. This operator is a natural
generalization of ∆θ which can be obtained from Qθ if F is the Euclidean norm.
A typical example of F satisfying the above conditions is the lr−norm (denoted by
‖ · ‖r),

F (ξ) :=
( N∑
i=1

| ξi |r
)1/r

, r ∈ (1,∞),

for which the operator Qθ has the form

∆rθ(u) := div
(
‖ ∇u ‖θ−rr ∇ru

)
,

where

∇ru :=

(∣∣∣ ∂u
∂x1

∣∣∣r−2 ∂u

∂x1
, · · · ,

∣∣∣ ∂u
∂xN

∣∣∣r−2 ∂u

∂xN

)
.

Note that ∆rθ is a nonlinear operator unless θ = r = 2 when it reduces to the usual
Laplacian. An important special case is r = θ, when ∆θθ is the so-called pseudo
θ−Laplacian.

The operator defined in (2.33) is often called anisotropic p-Laplacian or Finsler
p-Laplacian. There exist many papers dedicated to the study of its eigenvalues, for
different boundary conditions (Dirichlet, Neumann, Robin or Steklov). See, e.g., [13],
[20], [21], [22], [25], [32], [44] and references therein.

As an example, let us consider the eigenvalue problem{
−Qpu = λα(x) | u |q−2 u in Ω,

F p−1(∇u)∇ξF (∇u) · ν = λβ(x) | u |q−2 u on ∂Ω.
(2.34)

As usual, a real number λ is an eigenvalue of problem (2.34) if there exists uλ ∈
W 1,p \ {0} such that for all w ∈W 1,p(Ω)∫

Ω

F (∇uλ)p−1∇ξF (∇uλ) · ∇w dx

= λ
(∫

Ω

α | uλ |q−2 uλw dx+

∫
∂Ω

β | uλ |q−2 uλw dσ
)
.

(2.35)

The following result holds for problem (2.34).
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Theorem 2.9. ([4, Theorem 1.2]) Assume that q ∈ (1,∞), p ∈
(

Nq
N+q−1 ,∞

)
, p 6= q,

and (hαβ) are fulfilled. Then the set of eigenvalues of problem (2.34) is [0,∞).

We expect that many of the above results will be extended to eigenvalue problems
governed by the operator Qpq.
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[40] Pomponio, A., Watanabe, T., Some quasilinear elliptic equations involving multiple P-
Laplacians, Indiana Univ. Math. J., 67(2018), no. 6, 2199-2224.

[41] Szulkin, A., Weth, T., The Method of Nehary Manifold, Handbook of Nonconvex Analysis
and Applications, Int. Press, Somerville, MA, 597-632, 2010.

[42] Tanaka, M., Generalized eigenvalue problems for (p, q)−Laplacian with indefinite weight,
J. Math. Anal. Appl., 419(2014), 1181-1192.

[43] Von Below, J., François, G., Spectral asymptotics for the Laplacian under an eigenvalue
dependent boundary condition, Bull. Belg. Math. Soc. Simon Stevin, 12(2005), no. 4,
505-519.

[44] Wang G., Xia C., An optimal anisotropic Poincaré inequality for convex domains. Pacific
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Abstract. The main result of the paper provides the existence of a solution to a
quasilinear inclusion problem with Dirichlet boundary condition which exhibits a
term with full dependence on the solution and its gradient (convection term) and
is driven by the degenerated p-Laplacian with weight. The multivalued term in the
differential inclusion is in form of the generalized gradient of a locally Lipschitz
function expressed through the primitive of a locally essentially bounded function,
which makes the problem to be of a hemivariational inequality type. The novelty
of our result is that we are able to simultaneously handle three major features:
degenerated leading operator, convection term and discontinuous nonlinearity.
Results of independent interest regard certain nonlinear operators associated to
the differential inclusion.
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1. Introduction

The aim of this paper is to study the quasilinear differential inclusion{
−∆a

pu ∈ f(x, u,∇u) + [g(u), g(u)] in Ω

u = 0 on ∂Ω
(1.1)

on a bounded domain Ω ⊂ RN , for N ≥ 1, with a Lipschitz boundary ∂Ω. Here −∆a
p

denotes the (negative) degenerated p-Laplacian with the positive weight a ∈ L1
loc(Ω)

(see Section 3 for the precise definition). In the right-hand side of equation (1.1) there
is the convection term f(x, u,∇u), i.e., it depends on the solution u and its gradient
∇u, which is described by a Carathéodory function f : Ω × R × RN → R, that is,

Received 13 September 2022; Revised 21 January 2023.
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f(·, s, ξ) is measurable on Ω for all (s, ξ) ∈ R×RN and f(x, ·, ·) is continuous for a.e.
x ∈ Ω. The multivalued term in (1.1) is expressed by means of a function g ∈ L∞loc(R)
for which we set

g(t) = lim
δ→0

essinf |τ−t|<δg(τ), ∀ t ∈ R, (1.2)

(i.e., the essential infimum of g at t) and

g(t) = lim
δ→0

esssup|τ−t|<δg(τ), ∀ t ∈ R (1.3)

(i.e., the essential supremum of g at t). Since g ∈ L∞loc(R), it is clear that the ex-
pressions in (1.2) and (1.3) are well defined. If the function g is continuous, then the
interval [g(u(x)), g(u(x))] collapses to the singleton g(u(x)). Consequently, in this case
(1.1) reduces to the quasilinear Dirichlet equation{

−∆a
pu = f(x, u,∇(u)) + g(u) in Ω,

u = 0 on ∂Ω.
(1.4)

The multivalued term [g(u), g(u)] in (1.1) is actually the generalized gradient of
a locally Lipschitz function that will be explicitly identified in Section 4. This fact
qualifies problem (1.1) as a hemivariational inequality, which is of a special type due to
the degenerated operator in the principal part and the presence of the convection term
inducing a full gradient dependence. Besides their substantial mathematical interest
in passing from convex nonsmooth potentials to nonconvex nonsmooth potentials, the
hemivariational inequalities represent a powerful tool to model phenomena with var-
ious contact laws in mechanics and engineering. For theoretical developments in the
study of hemivariational inequality based on nonsmooth variational methods, we refer
to [4, 6, 7, 11, 12, 14, 15]. Nonvariational techniques, such as theoretic operator meth-
ods and sub-supersolution, have also been implementing in the nonsmooth multivalued
setting of hemivariational inequalities, for instance, in [1, 8, 9, 10, 13, 16]. Problems
(1.1) and (1.4) do not have variational structure due to the presence of the convection
term, so the variational methods are not applicable. To overcome this difficulty we are
going to apply in Section 5 the main theorem for multivalued pseudomonotone oper-
ators. Notice that if f = 0, problem (1.1) becomes a nonsmooth variational problem
with discontinuous nonlinearities extending statements in [1, 2, 12]) to the case where
the driving operator is degenerated exhibiting weights. In the situation of (1.4) with
f = 0, we have a quasilinear elliptic equation that can be treated by using the smooth
critical point theory. If g = 0, problems (1.1) and (1.4) extend previous statements to
formulations involving degenerated operators with weights (see [10]).

The most significant contribution of the paper is to resolve problem (1.1) (and
implicitly (1.4)) that incorporates in the same statement three challenging aspects:
degenerated leading operator, convection term and discontinuous nonlinearity. This
main result is stated as Theorem 5.1. It is the first available result encompassing the
three relevant features mentioned before. The solutions to problems (1.1) and (1.4)

are sought in a suitable Sobolev space W 1,p
0 (a,Ω) that corresponds to the positive

weight a ∈ L1
loc(Ω) as discussed in Section 2. By a (weak) solution to problem (1.1)

we mean any u ∈W 1,p
0 (a,Ω) for which it holds f(x, u,∇u), g(u), g(u) ∈ Lp/(p−1)(Ω)
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and ∫
Ω

a(x)|∇u(x)|p−2∇u(x) · ∇v(x) dx−
∫

Ω

f(x, u,∇u)v dx

≥
∫

Ω

min{g(u(x))v(x), g(u(x))v(x)} dx for all v ∈W 1,p
0 (a,Ω).

(1.5)

Replacing v ∈W 1,p
0 (a,Ω) with −v it is seen that (1.5) is equivalent to∫

Ω

a(x)|∇u(x)|p−2∇u(x) · ∇v(x) dx−
∫

Ω

f(x, u,∇u)v dx

≤
∫

Ω

max{g(u(x))v(x), g(u(x))v(x)} dx for all v ∈W 1,p
0 (a,Ω).

(1.6)

As it is apparent from (1.5) (or (1.6)), (1.2) and (1.3), for the Dirichlet equation (1.4)
the usual notion of weak solution is retrieved. Indeed, if g : R→ R is continuous, then
the interval [g(u), g(u)] reduces to the singleton g(u), thus u ∈ W 1,p

0 (Ω) is a (weak)

solution to equation (1.4) provided f(x, u,∇u), g(u) ∈ Lp/(p−1)(Ω) and∫
Ω

a(x)|∇u(x)|p−2∇u(x) · ∇v(x) dx−
∫

Ω

f(x, u,∇u)v dx

=

∫
Ω

g(u(x))v(x) dx for all v ∈W 1,p
0 (a,Ω).

(1.7)

In addition to the existence result, the paper contains propositions of independent
interest establishing properties of certain nonlinear operators associated to problem
(1.1).

The rest of the paper is structured as follows. Section 2 collects needed pre-
liminaries regarding multivalued pseudomonotone operators and nonsmooth analysis.
Section 3 focuses on the degenerated p-Laplacian with weight driving (1.1). Section 4
investigates nonlinear operators related to problem (1.1). Section 5 presents our main
result and its proof.

2. Prerequisites on multivalued pseudomonotone operators and
nonsmooth analysis

This section provides necessary mathematical background for our results on
problem (1.1), in particular (1.4).

We start by briefly reviewing the multivalued pseudomonotone operators. More
details can be found in [1, 11, 17]. LetX be a reflexive Banach space with the norm ‖·‖,
its dual X∗ and the duality pairing 〈·, ·〉 between X and X∗. The norm convergence
in X and X∗ is denoted by→, while the weak convergence by ⇀. A multivalued map
A : X → 2X

∗
is called bounded if it maps bounded sets into bounded sets. It is said

to be coercive if there is a function ψ : R+ → R with ψ(t) → +∞ as t → +∞ such
that

〈u∗, u− u0〉 ≥ ψ(‖u‖)‖u‖
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for all u∗ ∈ A(u) and a fixed element u0 ∈ X. A multivalued map A : X → 2X
∗

is
called pseudomonotone if

(i) for each v ∈ X, the set Av ⊂ X∗ is nonempty, bounded, closed and convex;
(ii) A is upper semicontinuous from each finite dimensional subspace of X to X∗

endowed with the weak topology;
(iii) for any sequences {un} ⊂ X and {u∗n} ⊂ X∗ with

un ⇀ u in X, u∗n ∈ Aun for all n and lim sup
n→∞

〈u∗n, un − u〉 ≤ 0,

and for each v ∈ X, there exists u∗(v) ∈ Au such that

〈u∗(v), u− v〉 ≤ lim inf
n→∞

〈u∗n, un − v〉.

We recall the main theorem for pseudomonotone operators (see, e.g., [1, Theorem
2.125]).

Theorem 2.1. Let X be a reflexive Banach space, let A : X → 2X
∗

be a pseudomono-
tone, bounded and coercive operator, and let η ∈ X∗. Then there exists at least a
u ∈ X with η ∈ Au.

Next we outline some basic elements of nonsmooth analysis related to locally
Lipschitz functions. An extensive study of this topic is available in [2, 3]). A function
Φ : X → R on a Banach space X is called locally Lipschitz if for every u ∈ X there
is a neighborhood U of u in X and a constant Lu > 0 such that

|Φ(v)− Φ(w)| ≤ Lu‖v − w‖, ∀ v, w ∈ U.

The generalized directional derivative of a locally Lipschitz function Φ : X → R at
u ∈ X in the direction v ∈ X is defined as

Φ0(u; v) := lim sup
w→u, t→0+

1

t
(Φ(w + tv)− Φ(w))

and the generalized gradient of Φ at u ∈ X is the subset of the dual space X∗ given
by

∂Φ(u) :=
{
u∗ ∈ X∗ : 〈u∗, v〉 ≤ Φ0(u; v), ∀ v ∈ X

}
.

A continuous and convex function Φ : X → R is locally Lipschitz and its generalized
gradient ∂Φ : X → 2X

∗
coincides with the subdifferential of Φ in the sense of convex

analysis. As another important example, if Φ : X → R is continuously differentiable,
the generalized gradient of Φ is just the differential DΦ of Φ.

The preceding notions of subdifferentiability theory for locally Lipschitz func-
tions are needed to handle the multivalued term [g(u), g(u)] in problem (1.1). Given
g : R→ R satisfying g ∈ L∞loc(R), we introduce

G(t) =

∫ t

0

g(t) dt for all t ∈ R. (2.1)

The function G : R → R is locally Lipschitz and one can show that the generalized
gradient ∂G(t) of G at any t ∈ R is the compact interval

∂G(t) = [g(t), g(t)], (2.2)
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where g(t) and g(t) are the functions in (1.2) and (1.3), respectively (see, e.g., [3,
Example 2.2.5]).

3. The degenerated p-Laplacian with weight

Here we provide basic facts on the underlying space and driving operator in
problem (1.1). An extensive related material can be found in [5]. The notation | · | will
stand for the absolute value and Euclidean norm.

We assume the following hypothesis formulated in [5, p. 26] on the weight a ∈ L1
loc(Ω):

(H1) a−s ∈ L1(Ω) for some s ∈
(
N

p
,+∞

)
∩
[

1

p− 1
,+∞

)
.

Given a real number p ∈ (1,+∞), a positive function a ∈ L1
loc(Ω) satisfying condition

(H1), and a bounded domain Ω ⊂ RN of Lebesgue measure |Ω|, with a Lipschitz
boundary ∂Ω, we introduce the weighted space

W 1,p(a,Ω) := {u ∈ Lp(Ω) :

∫
Ω

a(x)|∇u(x)|pdx <∞}, (3.1)

which is a Banach space endowed with the norm

‖u‖W 1,p(a,Ω) :=

(
‖u‖pLp(Ω) +

∫
Ω

a(x)|∇u(x)|pdx
) 1

p

, ∀ u ∈W 1,p(a,Ω).

Noticing that C∞c (Ω) ⊂W 1,p(a,Ω), the space W 1,p
0 (a,Ω) is defined to be the closure

of C∞c (Ω) in W 1,p(a,Ω) with respect to the norm ‖ · ‖W 1,p(a,Ω). Hence W 1,p
0 (a,Ω) is

a separable Banach space. The dual space of W 1,p
0 (a,Ω) is denoted W 1,p

0 (a,Ω)∗.

With the number s in hypothesis (H1) we set

ps =
ps

s+ 1
. (3.2)

By hypothesis (H1) it holds s ≥ 1/(p − 1). From (3.2) it follows that ps ≥ 1, ps < p
and ps/(p− ps) = s. Then Hölder’s inequality and hypothesis (H1) yield∫

Ω

|∇u(x)|psdx =

∫
Ω

(a(x)
ps
p |∇u(x)|ps)a(x)−

ps
p dx

≤ ‖a−s‖
1

s+1

L1(Ω)‖u‖
ps , ∀ u ∈W 1,p(a,Ω).

This implies that W 1,p
0 (a,Ω) is continuously embedded into the classical (unweighted)

Sobolev space W 1,ps
0 (Ω),

W 1,p
0 (a,Ω) ↪→W 1,ps

0 (Ω). (3.3)

In view of the Rellich-Kondrachov embedding theorem there is the compact embed-
ding

W 1,ps
0 (Ω) ↪→↪→ Lp(Ω).
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The preceding assertion is true because with the critical exponent p∗s (corresponding
to ps), that is,

p∗s :=


Nps
N−ps if N > ps,

+∞ if N ≤ ps,

the assumption s > N/p in (H1) implies p∗s > p. Consequently, due to (3.3), there is
the compact embedding

W 1,p
0 (a,Ω) ↪→↪→ Lp(Ω). (3.4)

Thanks to (3.4) we can conclude that

‖u‖ :=

(∫
Ω

a(x)|∇u(x)|pdx
) 1

p

, ∀ u ∈W 1,p
0 (a,Ω), (3.5)

is an equivalent norm on W 1,p
0 (a,Ω). The norm on W 1,p

0 (a,Ω) introduced in (3.5) will
be used throughout the rest of the paper.
By assumption (H1) it is known that a−s ∈ L1(Ω) when s ≥ 1/(p − 1). This gives

a−
1

p−1 ∈ L1(Ω) by noting that∫
Ω

a(x)−
1

p−1 dx =

∫
{a(x)<1}

a(x)−
1

p−1 dx+

∫
{a(x)≥1}

a(x)−
1

p−1 dx

≤
∫

Ω

a(x)−sdx+ |Ω| <∞.

Then [5, Theorem 1.3]) ensures that the space W 1,p
0 (a,Ω) is uniformly convex. In

particular, W 1,p
0 (a,Ω) is a reflexive space.

The (negative) degenerated p-Laplacian with the positive weight a ∈ L1
loc(Ω) is the

nonlinear operator −∆a
p : W 1,p

0 (a,Ω)→W 1,p
0 (a,Ω)∗ given by

〈−∆a
pu, v〉 :=

∫
Ω

a(x)|∇u|p−2∇u · ∇vdx, ∀ u, v ∈W 1,p
0 (a,Ω). (3.6)

The operator −∆a
p is well defined as seen through Hölder’s inequality that∣∣∣∣∫
Ω

a(x)|∇u(x)|p−2∇u(x)∇v(x)dx

∣∣∣∣ (3.7)

≤
(∫

Ω

a(x)|∇u(x)|pdx
) p−1

p
(∫

Ω

a(x)|∇v(x)|pdx
) 1

p

<∞

for all u, v ∈W 1,p
0 (a,Ω). The positive number

λ1 := inf
u∈W 1,p

0 (a,Ω), u 6=0

∫
Ω
a(x)|∇u|pdx∫

Ω
|u|pdx

(3.8)

is the first eigenvalue of −∆a
p (refer to [5, Lemma 3.1]). The following proposition

addresses essential properties of the operator −∆a
p introduced in (3.6).
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Proposition 3.1. Assume that condition (H1) for the weight a ∈ L1
loc(Ω) positive

almost everywhere is satisfied. Then the (negative) degenerated p-Laplacian −∆a
p :

W 1,p
0 (a,Ω)→W 1,p

0 (a,Ω)∗ has the properties:

(a) The operator −∆a
p is bounded.

(b) The operator −∆a
p is strictly monotone, that is,

〈−∆a
pu− (−∆a

pv), u− v〉 > 0 (3.9)

for all u, v ∈W 1,p
0 (a,Ω) with u 6= v. Moreover, it holds

〈−∆a
p(u)− (−∆a

pv), u− v〉 ≥ (‖u‖ − ‖v‖)(‖u‖p−1 − ‖v‖p−1) (3.10)

for all u, v ∈W 1,p
0 (a,Ω).

(c) The operator −∆a
p has the S+ property, that is, any sequence {un} ⊂W 1,p

0 (a,Ω)

with un ⇀ u in W 1,p
0 (a,Ω) and

lim sup
n→∞

〈−∆a
pun, un − u〉 ≤ 0 (3.11)

fulfills un → u in W 1,p
0 (a,Ω).

(d) The operator −∆a
p is continuous.

Proof. (a) It turns out from (3.7) that if ‖u‖ ≤M , then

‖ −∆a
pu‖W 1,p

0 (a,Ω)∗ ≤M
p−1,

so −∆a
p is a bounded operator.

(b) Let us first prove (3.10). Given u, v ∈W 1,p
0 (a,Ω), by Hölder’s inequality and

(3.5) we find that

〈−∆a
pu− (−∆a

pv), u− v〉

=

∫
Ω

a(x)(|∇u|p−2∇u− |∇v|p−2∇v)∇(u− v)dx

≥
∫

Ω

a(x)|∇u|pdx+

∫
Ω

a(x)|∇v|pdx

−
∫

Ω

(a(x)
p−1
p |∇u|

p−1
p )(a(x)

1
p |∇v|)dx−

∫
Ω

(a(x)
p−1
p |∇v|

p−1
p )(a(x)

1
p |∇u|)dx

≥ ‖u‖p + ‖v‖p −
(∫

Ω

a(x)|∇u|pdx
) p−1

p
(∫

Ω

a(x)|∇v|pdx
) 1

p

−
(∫

Ω

a(x)|∇v|pdx
) p−1

p
(∫

Ω

a(x)|∇u|pdx
) 1

p

= ‖u‖p + ‖v‖p − ‖u‖p−1‖v‖ − ‖v‖p−1‖u‖

= (‖u‖ − ‖v‖)(‖u‖p−1 − ‖v‖p−1).

Therefore (3.10) holds true.
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From (3.10) we note that 〈−∆a
pu − (−∆a

pv), u − v〉 ≥ 0 whenever u, v ∈ W 1,p
0 (a,Ω).

Suppose that

〈−∆a
pu− (−∆a

pv), u− v〉 = 0 (3.12)

for some u, v ∈ W 1,p
0 (a,Ω). By (3.10) we have ‖u‖ = ‖v‖. Furthermore, (3.10) and

(3.12) imply

0 = 〈−∆a
pu− (−∆a

p)(
1

2
(u+ v)),

1

2
(u− v)〉

+〈(−∆a
p)(

1

2
(u+ v))− (−∆a

pv),
1

2
(u− v)〉.

Again by (3.10), this leads to

‖u‖ = ‖v‖ = ‖1

2
(u+ v)‖.

The space W 1,p
0 (a,Ω) being uniformly convex, it is strictly convex. Consequently, the

equality above ensures that u = v, thus (3.9) is proven.

(c) Consider a sequence {un} in W 1,p
0 (a,Ω) complying with the conditions re-

quired in the statement. From un ⇀ u in W 1,p
0 (a,Ω) and (3.11), we derive

lim sup
n→∞

〈−∆a
pun − (−∆a

pu), un − u〉 ≤ 0. (3.13)

Then (3.9) and (3.13) yield

lim
n→∞

〈−∆a
pun − (−∆a

pu), un − u〉 = 0.

Since the right-hand side of inequality (3.10) is nonnegative, we infer from the pre-
ceding equality and (3.10) that limn→∞ ‖un‖ = ‖u‖. We deduce that un → u in

W 1,p
0 (a,Ω) because the space W 1,p

0 (a,Ω) is uniformly convex (see Section 2), thus
reaching the desired conclusion.

(d) We now check the continuity of the operator

−∆a
p : W 1,p

0 (a,Ω)→W 1,p
0 (a,Ω)∗.

To this end, let un → u in W 1,p
0 (a,Ω). Using the Hölder’s inequality, we obtain∣∣〈−∆a

pun − (−∆a
p)u, v〉

∣∣
=

∣∣∣∣∫
Ω

(a(x)
p−1
p (|∇u|p−2∇u− |∇v|p−2∇v))(a(x)

1
p∇v)dx

∣∣∣∣
≤
(∫

Ω

a(x)
∣∣|∇un|p−2∇un − |∇u|p−2∇u

∣∣ p
p−1 dx

) p−1
p

‖v‖

for all v ∈W 1,p
0 (a,Ω). This amounts to saying that∥∥−∆a

pun − (−∆a
pu)
∥∥
W 1,p

0 (a,Ω)∗
(3.14)

≤
(∫

Ω

a(x)
∣∣|∇un|p−2∇un − |∇u|p−2∇u

∣∣ p
p−1 dx

) p−1
p

.
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The strong convergence un → u in W 1,p
0 (a,Ω), in conjunction with the compact

embedding (3.4), shows that un → u in Lp(Ω), so along a relabeled subsequence one
has un(x)→ u(x) almost everywhere in Ω. In addition, the strong convergence un → u

in W 1,p
0 (a,Ω) provides that a(x)

1
p |∇un| → a(x)

1
p |∇u| in Lp(Ω), which permits to find

an h ∈ Lp+(Ω) such that

a(x)
1
p |∇un(x)| ≤ h(x) for a.e. x ∈ Ω.

Through a well-known convexity inequality, this reflects in

a(x)
∣∣|∇un|p−2∇un − |∇u|p−2∇u

∣∣ p
p−1 ≤ 2

1
p−1 (h(x)p + a(x)|∇u(x)|p) =: q(x),

with q ∈ L1(Ω). We have checked that we are allowed to apply the Lebesgue’s domi-
nated convergence theorem to the integral in (3.14). We infer that −∆a

pun → −∆a
pu

in W 1,p
0 (a,Ω)∗, which completes the proof. �

4. Nemytskii type and multivalued operators associated
to problem (1.1)

In order to simplify the notation, we pose p′ := p/(p − 1). We assume that the
nonlinearity f(x, t, ξ) satisfies the growth condition:

(H2) There exist σ ∈ Lp′(Ω) and constants b1 ≥ 0 and b2 ≥ 0 such that

|f(x, t, ξ)| ≤ σ(x) + b1|t|p−1 + b2a(x)
1
p′ |ξ|p−1 for a.e. x ∈ Ω, ∀ t ∈ R, ∀ ξ ∈ RN.

Consider the weighted space

Lp(a,Ω,RN ) := {w : Ω→ RN measurable :

∫
Ω

a(x)|w(x)|pdx <∞}, (4.1)

which is a Banach space endowed with the norm

‖w‖Lp(a,Ω,RN ) :=

(∫
Ω

a(x)|w(x)|pdx
) 1

p

, ∀ w ∈ Lp(a,Ω,RN ).

The multiplication operator Ma : Lp(a,Ω,RN )→ Lp(Ω,RN ) defined by

Ma(w) := a
1
pw, ∀ w ∈ Lp(a,Ω,RN ), (4.2)

is an isometry, i.e.,

‖w‖Lp(a,Ω,RN ) = ‖Ma(w)‖Lp(Ω,RN ), ∀ w ∈ Lp(a,Ω,RN ).

Lemma 4.1. Assume that conditions (H1) and (H2) are satisfied. Then the Nemytskii

type operator Nf : Lp(Ω)× Lp(a,Ω,RN )→ Lp
′
(Ω) given by

Nf (u,w) := f(·, u, w), ∀ (u,w) ∈ Lp(Ω)× Lp(a,Ω,RN ), (4.3)

is well defined, bounded and continuous.
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Proof. Given (u,w) ∈ Lp(Ω)×Lp(a,Ω,RN ), we have from (4.3), hypothesis (H2) and
a well-known convexity inequality that∫

Ω

|Nf (u,w)|p
′
dx ≤

∫
Ω

(
σ(x) + b1|u|p−1 + b2a(x)

1
p′ |w|p−1

)p′
dx

≤ C
(
‖σ‖p

′

Lp′ (Ω)
+ ‖u‖p

Lp′ (Ω)
+ ‖w‖p

Lp(a,Ω,RN )

)
,

with a constant C > 0. It follows that the map Nf is well defined and bounded.
For proving the continuity of the mapping Nf , we introduce the Carathéodory func-
tion F : Ω× R× RN → R by

F (x, t, ξ) := f(x, t, a(x)−
1
p ξ), ∀ (x, t, ξ) ∈ Ω× R× RN .

Based on hypothesis (H2), we obtain the estimate

|F (x, t, ξ)| = |f(x, t, a(x)−
1
p ξ)|

≤ σ(x) + b1|t|p−1 + b2a(x)
1
p′ (a(x)−

1
p |ξ|)p−1

= σ(x) + b1|t|p−1 + b2|ξ|p−1 for a.e. x ∈ Ω, ∀ t ∈ R, ∀ ξ ∈ RN.

This estimate guarantees that Krasnoselkii’s theorem can be applied to F ensuring
that the Nemytskii operator NF : Lp(Ω)× Lp(Ω,RN )→ Lp

′
(Ω) given by

NF (u,w) := F (·, u, w), ∀ (u,w) ∈ Lp(Ω)× Lp(Ω,RN ),

is continuous. From (4.2) and (4.3) we note

NF (u,Ma(w)) = Nf (u,w), ∀ (u,w) ∈ Lp(Ω)× Lp(Ω,RN ).

Hence Nf is a composition of continuous mappings, whence its continuity. �

Proposition 4.2. Assume that conditions (H1) and (H2) are satisfied. Then the Ne-

mytskii type operator Nf : W 1,p
0 (a,Ω)→ Lp

′
(Ω) given by

Nf (u) := Nf (u,∇u), ∀ u ∈W 1,p
0 (a,Ω), (4.4)

is well defined, bounded and continuous.

Proof. If u ∈ W 1,p
0 (a,Ω), by embedding (3.4) we have that u ∈ Lp(Ω) and by (3.1)

and (4.1) that ∇u ∈ Lp(a,Ω,RN ). Therefore the definition of Nf (u) in (4.4) makes

sense. The boundedness and continuity of the mapping u ∈ W 1,p
0 (a,Ω) 7→ (u,∇u) ∈

Lp(Ω)× Lp(a,Ω,RN ) follow directly from (3.4) and

‖u‖ = ‖∇u‖Lp(a,Ω,RN ), ∀ u ∈W 1,p
0 (a,Ω)

(refer to (3.5)). Taking into account (4.4) and Lemma 4.1, the desired conclusion is
achieved. �

Next we focus on the multivalued term in problem (1.1). To this end we formulate
the assumption:
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(H3) The function g : R → R satisfies g ∈ L∞loc(R) and there exists a constant c > 0
such that

max{|g(t)|, |g(t)})| ≤ c(1 + |t|p−1) for a.e. t ∈ R,
with g and g in (1.2) and (1.3), respectively. If g is continuous, the above condi-
tion reduces to

|g(t)| ≤ c(1 + |t|p−1) for all t ∈ R.
The functionG : R→ R in (2.1) corresponding to g ∈ L∞loc(R) is locally Lipschitz.

Then, by Lebourg’s mean value theorem (see [3, Theorem 2.3.7]) and hypothesis (H3),
the functional Φ : Lp(Ω)→ R given by

Φ(v) =

∫
Ω

G(v(x))dx for all v ∈ Lp(Ω) (4.5)

is Lipschitz continuous on the bounded subsets of Lp(Ω), thus locally Lipschitz. The

generalized gradient ∂Φ(u) is a nonempty, closed and convex subset of Lp
′
(Ω) for

every u ∈ Lp(Ω). Therefore the multivalued mapping ∂Φ : Lp(Ω) → 2L
p′ (Ω) is well

defined. Since W 1,p
0 (a,Ω) is continuously and densely embedded in Lp(Ω), it can be

regarded as a multivalued mapping ∂Φ : W 1,p
0 (a,Ω)→ 2L

p′ (Ω) (see [3, p. 47]).

Proposition 4.3. Assume that conditions (H1) and (H3) are satisfied. Then the mul-

tivalued mapping ∂Φ : W 1,p
0 (a,Ω) → 2L

p′ (Ω) is bounded. Moreover, it is sequen-
tially weakly upper semicontinuous in the following sense: if the sequences {un} ⊂
W 1,p

0 (a,Ω) and {ζn} ⊂ Lp
′
(Ω) satisfy un ⇀ u in W 1,p

0 (a,Ω) for some u ∈W 1,p
0 (a,Ω)

and ζn ∈ ∂Φ(un) for all n, then along a relabeled subsequence one has ζn ⇀ ζ in

Lp
′
(Ω) with some ζ ∈ ∂Φ(u).

Proof. Let u ∈ W 1,p
0 (a,Ω) and w ∈ ∂Φ(u). By applying the Aubin-Clarke theorem

(see [3, Theorem 2.7.5]), we derive from (4.5) and (2.2) that

w(x) ∈ ∂G(u(x)) = [g(u(x)), g(u(x))] for a.e. x ∈ Ω. (4.6)

Then (4.6), (3.8), and hypothesis (H3) yield

‖w‖p
′

Lp′ (Ω)
≤
∫

Ω

(max{|g(u(x))|, |g(u(x)|})p
′
dx

≤ cp
′
∫

Ω

(1 + |u(x)|p−1)p
′
dx

≤ 2
1

p−1 cp
′
(|Ω|+ ‖u‖pLp(Ω)) ≤ 2

1
p−1 cp

′
(|Ω|+ λ−1

1 ‖u‖p).

Hence the multivalued mapping ∂Φ is bounded.
For the second part of the statement, let {un} ⊂ W 1,p

0 (a,Ω) and {ζn} ⊂ Lp
′
(Ω) be

sequences satisfying un ⇀ u in W 1,p
0 (a,Ω) with a u ∈ W 1,p

0 (a,Ω) and ζn ∈ ∂Φ(un)
for all n. The compact embedding (3.4) renders un → u in Lp(Ω). As known from

the first part, the sequence {ζn} is bounded in Lp
′
(Ω), whence due to the reflexivity

we have along a relabeled subsequence ζn ⇀ ζ in Lp
′
(Ω) with some ζ ∈ Lp′(Ω). The

fact that the multifunction ∂Φ is weak*-closed (see [3, Proposition 2.1.5]) implies that
ζ ∈ ∂Φ(u), which completes the proof. �
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5. Existence of solutions to problem (1.1)

In order to prove the solvability of problem (1.1), a new hypothesis linking (H2)
and (H3) is needed:

(H4) There holds

b1λ
−1
1 + (b2 + c)λ

− 1
p

1 < 1,

where the constants b1 and b2 enter (H2), and c is the constant in (H3).

Our existence result on problems (1.1) and (1.4) is as follows.

Theorem 5.1. Assume that conditions (H1)-(H4) hold. Then problem (1.1) admits at
least one solution. In particular, if the function g is continuous, then a solution to
problem (1.4) exists.

Proof. The proof is conducted by applying Theorem 2.1. Towards this, we introduce

the multivalued operator A : W 1,p
0 (a,Ω)→ 2W

1,p
0 (a,Ω)∗ by

Au := −∆a
pu−Nf (u)− ∂Φ(u) for all u ∈W 1,p

0 (a,Ω). (5.1)

Since one has Lp
′
(Ω) ⊂ W 1,p

0 (a,Ω)∗, the multifunction A in (5.1) is well defined. We
verify that all the hypotheses of Theorem 2.1 are fulfilled.

Proposition 3.1 (a) ensures that −∆a
p : W 1,p

0 (a,Ω) → W 1,p
0 (a,Ω)∗ is a bounded

operator. By Proposition 4.2 we get that Nf : W 1,p
0 (a,Ω)→ Lp

′
(Ω) ⊂W 1,p

0 (a,Ω)∗ is
bounded, while by virtue of Proposition 4.3 we know that the multivalued mapping

∂Φ : W 1,p
0 (a,Ω)→ 2L

p′ (Ω) is bounded. In view of (5.1), we infer that the multivalued

operator A : W 1,p
0 (Ω)→ 2W

−1,p′ (Ω) is bounded.

The next step in the proof is to show that the multivalued operator

A : W 1,p
0 (a,Ω)→ 2W

1,p
0 (a,Ω)∗

is pseudomonotone. In line with this, let sequences

{un} ⊂W 1,p
0 (a,Ω) and {u∗n} ⊂W

1,p
0 (a,Ω)∗

satisfy un ⇀ u in W 1,p
0 (a,Ω), u∗n ∈ Aun for all n, and

lim sup
n→∞

〈u∗n, un − u〉 ≤ 0. (5.2)

Take an arbitrary subsequence of {un} still denoted {un} and the corresponding
subsequence of {ζn}. According to (5.1) it holds

ζn ∈ ∂Φ(un), ∀ n, (5.3)

with

u∗n = −∆a
pun −Nf (un)− ζn. (5.4)

Exploiting the fact that the values of Nf belong to Lp
′
(Ω), we have

|〈Nf (un), un − u〉| ≤ ‖Nf (un)‖Lp′ (Ω)‖un − u‖Lp(Ω).
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Due to the compact embeddings of W 1,p
0 (a,Ω) into Lp(Ω) and the boundedness of

{Nf (un)} in Lp
′
(Ω), the above estimate entails

lim
n→∞

〈Nf (un), un − u〉 = 0. (5.5)

Then it stems from (5.2), (5.4) and (5.5) that

lim sup
n→∞

〈−∆a
pun − ζn, un − u〉 ≤ 0. (5.6)

Based on hypothesis (H3) we can invoke Proposition 4.3 that provides a subsequence

of {ζn} (so, a fortiori, a subsequence of {un}) along which ζn ⇀ ζ in Lp
′
(Ω), with

some ζ ∈ ∂Φ(u), whereas un → u in Lp(Ω). Using that the values of the multifunction

∂Φ are in Lp
′
(Ω), along the relabeled subsequence we obtain

lim
n→∞

〈ζn, un − u〉 = 0. (5.7)

Combining (5.6) and (5.7) results in (3.11). This enables us to apply Proposition 3.1

(c). Hence, up to a subsequence, un → u in W 1,p
0 (Ω). Actually, the preceding reasoning

shows that every subsequence of {un} contains a subsequence strongly converging to

u in W 1,p
0 (Ω), which ensures for the entire sequence that un → u in W 1,p

0 (Ω). By the
continuity of the mappings

−∆a
p : W 1,p

0 (a,Ω)→W 1,p
0 (a,Ω)∗ and Nf : W 1,p

0 (a,Ω)→ Lp
′
(Ω) ⊂W 1,p

0 (a,Ω)∗

(see Proposition 3.1 (d) and Proposition 4.2) we have −∆a
pun → −∆a

pu in W 1,p
0 (a,Ω)∗

and Nf (un)→ Nf (u) in W 1,p
0 (a,Ω)∗.

Let v ∈W 1,p
0 (a,Ω). From (5.3) and (5.4), in conjunction with the preceding comments,

we note

lim inf
n→∞

〈u∗n, un − v〉 (5.8)

= lim inf
n→∞

〈−∆a
pun −Nf (un)− ζn, un − v〉

= 〈−∆a
pu−Nf (u), u− v〉+ lim inf

n→∞
〈−ζn, un − v〉

= 〈−∆a
pu−Nf (u), u− v〉 − lim sup

n→∞
〈ζn, un − v〉.

≥ 〈−∆a
pu−Nf (u), u− v〉 − max

ζ∈∂Φ(u)
〈ζ, u− v〉.

Recall that the set ∂Φ(u) in weak*-compact in W 1,p
0 (a,Ω)∗ (refer to [3, Proposition

2.1.2]), so there exists ζ(v) ∈ ∂Φ(u) for which it holds

max
ζ∈∂Φ(u)

〈ζ, u− v〉 = 〈ζ(v), u− v〉.

On the basis of (5.8), this confirms that the multivalued operator

A : W 1,p
0 (a,Ω)→ 2W

1,p
0 (a,Ω)∗

is pseudomonotone.
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We now turn to show that A : W 1,p
0 (a,Ω) → 2W

1,p
0 (a,Ω)∗ defined in (5.1) is coercive.

From (4.6) and by applying the Aubin-Clarke theorem (see [3, Theorem 2.7.5]) to
(4.5), which is possible thanks to hypothesis (H3), we find that

〈ζ, v〉 =

∫
Ω

ζ(x)v(x) dx ≤
∫

Ω

|ζ(x)||v(x)| dx (5.9)

≤
∫

Ω

c(1 + |v(x)|p−1)|v(x)| dx

≤ cλ−
1
p

1 ‖v‖p + c0‖v‖

whenever v ∈W 1,p
0 (a,Ω) and ζ ∈ ∂Φ(v), with a positive constant c0.

Let v ∈W 1,p
0 (a,Ω) and v∗ ∈ Av. Due to (5.1), we can write

v∗ = −∆a
pv −Nf (v)− ζ,

with ζ ∈ ∂Φ(v). Then, by (3.4), hypothesis (H2), Hölder’s inequality, (5.9), and (3.8),
it turns out

〈v∗, v〉 = 〈−∆a
pv −Nf (v)− ζ, v〉

≥ ‖v‖p − ‖σ‖Lp′ (Ω)‖v‖Lp(Ω) − b1‖v‖pLp(Ω) − b2‖v‖
p−1‖v‖Lp(Ω)

− cλ−
1
p

1 ‖v‖p − c0‖v‖

≥ (1− b1λ−1
1 − (b2 + c)λ

− 1
p

1 )‖v‖p − (‖σ‖Lp′ (Ω)λ
−1
1 + c0)‖v‖.

Hypothesis (H4) postulates that 1 − b1λ−1
1 − (b2 + c)λ

− 1
p

1 > 0. Therefore, owing to
p > 1, the function ψ : R+ → R given by

ψ(t) = (1− b1λ−1
1 − (b2 + c)λ

− 1
p

1 )tp−1 − ‖σ‖Lp′ (Ω)λ
−1
1 − c0, ∀ t ∈ R+,

satisfies ψ(t) → +∞ as t → +∞. Furthermore, it holds 〈v∗, v〉 ≥ ψ(‖v‖)‖v‖ for all

v ∈W 1,p
0 (a,Ω) and v∗ ∈ Av. This means that the multivalued operator

A : W 1,p
0 (a,Ω)→ 2W

1,p
0 (a,Ω)∗

is coercive (with u0 = 0 in the definition of coerciveness in Section 2).

Since the multivalued operator A : W 1,p
0 (a,Ω)→ 2W

1,p
0 (a,Ω)∗ defined in (5.1) is pseu-

domonotone, bounded and coercive, Theorem 2.1 is applicable, which provides (choos-

ing η = 0 in the statement of Theorem 2.1) the existence of a u ∈W 1,p
0 (a,Ω) solving

the equation Au = 0, or equivalently

〈−∆a
pu−Nf (u)− ζ, v〉 = 0, ∀ v ∈W 1,p

0 (a,Ω),

with some ζ ∈ ∂Φ(u). Inserting the expressions of the operators −∆a
p and Nf , and

for ∂Φ refering to (4.6) with w = ζ, we get (1.5) (equivalently, (1.6)). The fact that

g(u), g(u) ∈ Lp′(Ω) follows from hypothesis (H3) and u ∈ Lp(Ω). We conclude that

u ∈W 1,p
0 (a,Ω) is a solution of problem (1.1). If the function g ∈ L∞loc(R) is continuous,

we have that g(u(x)) = g(u(x)) almost everywhere in Ω, so (1.5) (equivalently, (1.6))
becomes (1.7). The proof is thus complete. �
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Multiple solutions for eigenvalue problems
involving the (p, q)–Laplacian
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Dedicated to the memory of Professor Csaba Varga with high feelings of admiration
for his notable contributions in Mathematics and great affection

Abstract. This paper is devoted to a subject that Professor Csaba Varga sug-
gested during his frequent visits to the University of Perugia and in my regular
stays at the “Babeş-Bolyai” University. More specifically, continuing the work
started in [7] jointly with Professor Varga, here we establish the existence of two
nontrivial (weak) solutions of some one parameter eigenvalue (p, q)–Laplacian
problems under homogeneous Dirichlet boundary conditions in bounded domains
of RN .
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1. Introduction

The paper concerns certain nonlinear eigenvalue homogeneous Dirichlet bound-
ary condition problems in bounded domains Ω of RN , involving the (p, q)–Laplacian.
Hence the subject is strongly connected with the paper [7], we wrote jointly with
Professor Csaba Varga during his frequent visits to the University of Perugia and in
my regular stays at the “Babeş-Bolyai” University. More specifically, continuing the
work started in [7] for problems involving a general elliptic operator in divergence
form with p growth, we extend the existence theorems of two nontrivial (weak) solu-
tions of [7] to eigenvalue (p, q)–Laplacian problems. More specifically, we consider for
a nonnegative real parameter λ the problem{

−∆pu−∆qu = λ{a(x)|u|q−2u+ f(x, u)} in Ω,

u = 0 on ∂Ω,
(Pλ)

Received 22 September 2022; Revised 24 January 2023.
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in a bounded domain Ω of RN and we assume for simplicity that the exponents p,
q are such that 1 < p < q < N . The operator ∆℘, with ℘ ∈ {p, q}, appearing in
problem (Pλ), is the well known ℘–Laplacian, which is defined as

∆℘ϕ = div(|∇ϕ|℘−2
H ∇ϕ) for all ϕ ∈ C2(RN ).

Throughout the paper, the weight a in (Pλ) is required to be positive a.e. in Ω and
of class Lα(Ω), with α > N/q. The nonlinear perturbation f : Ω × R → R is a
Carathéodory function, which satisfies the natural growth conditions (F ) from (a)
to (c) given in Section 3, with part (c) of (F ) fairly technical, due to the complexity
in handling the nonhomogeneous (p, q)– Laplacian.

In Section 4 we find up the exact intervals of λ’s for which problem (Pλ) admits
only the trivial solution and for which (Pλ) has at least two nontrivial solutions. More
precisely, following the strategies introduced in [7], we prove the existence theorems
for problem (Pλ), using as a crucial tool Theorem 2.1 of [7], which is a differentiable
version and a variant of Theorem 3.4 in [1] due to Arcoya and Carmona.

For further previous contributions in the subject, beside [7], we mention the
papers [11, 13] due to Varga, the latter related articles [6, 19], written at the Uni-
versity of Perugia. For noteworthy comments and an extensive bibliography as well
as for applications of the well known three critical points theorems we refer to the
monumental monograph [12] of Kristály, Rădulescu and Varga.

In Section 5 we treat the different nonlinear eigenvalue problem{
−∆pu−∆qu = λf(x, u) in Ω,

u = 0 on ∂Ω,
(Pλ)

for which the technical assumption (F )–(c) is replaced by the more direct transparent
request (F )–(c′), which is much easier to verify. This straight approach first started in
[7] and we show here that the technique can be extended to cover the nonhomogeneous
case of the (p, q)–Laplacian as well.

The importance of studying problems involving operators with non standard
growth conditions, or (p, q) operators, begins independently with the pioneering pa-
pers of Zhikov in 1986 and Marcellini in 1991. The (p, q) operators were introduced in
order to describe the behavior of highly anisotropic materials, that is, materials whose
properties change drastically from point to point. Since then, increasing attention has
been focused on the study of existence, regularity and qualitative properties of the
solutions of problems of this type. For a detailed historical presentation and for a
wide list of contributions on the subject we refer to the recent paper [17] due to Min-
gione and Rădulescu, editors of the Special Issue New developments in non–uniformly
elliptic and nonstandard growth problems.

Concerning PDEs applications, the (p, q)–Laplacian ∆p + ∆q arises from the
study of general reaction–diffusion equations with nonhomogeneous diffusion and
transport aspects. These nonhomogeneous operators have applications in biophysics,
plasma physics and chemical reactions, with double phase features, where the function
u corresponds to the concentration term, and the differential operator represents the
diffusion coefficient. For further details we mention [14] as well as [17] and references
therein. Different eigenvalue problems for the (p, q)–Laplacian have been extensively
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studied in recent years. In the context of Dirichlet boundary conditions we refer to the
papers [4] by Bobkov and Tanaka, [8] by Colasuonno and Squassina, [14] by Marano
and Mosconi, [15, 16] by Marano, Mosconi and Papageorgiou, to the recent paper [20]
due to Tanaka and finally to the references therein.

For (p, q)–Laplacian eigenvalue problems under various boundary conditions
(Robin, Steklov, etc.) we quote the recent papers [2] by Barbu and Moroşanu and
[18] by Papageorgiou, Qin and Rădulescu, as well as their wide bibliography.

Let us end the comments by noting that the results of this note can be extended
to the equations of problems (Pλ) and (Pλ) under Robin boundary conditions, as
obtained in [7] via a delicate consequence of the three critical points Theorem 2.1
of [7].

2. Preliminaries and auxiliary results for (Pλ)

In this section we introduce the main notation and assumptions for (Pλ).
Throughout the paper, · denotes the Euclidean inner product and | · | the corre-
sponding Euclidean norm in any space Rn, n = 1, 2, . . . .

Let 1 < p < q < N and let Ap,q : RN → R be the potential

Ap,q(ξ) =
1

p
|ξ|p +

1

q
|ξ|q of Ap,q(ξ) = |ξ|p−2ξ + |ξ|q−2ξ. (2.1)

Then both Ap,q and Ap,q are continuous in RN , Ap,q is even and strictly convex in
RN . Clearly, Ap,q(ξ) · ξ ≥ Ap,q(ξ) for all ξ ∈ RN .

Lemma 3 of [10] can also be generalized in this framework and we use the proof
of Lemma 2.4 of [7], adopting the notation in (2.1).

Lemma 2.1. Let ξ, (ξn)n be in RN such that

(Ap,q(ξn)−Ap,q(ξ)) · (ξn − ξ)→ 0 as n→∞. (2.2)

Then (ξn)n converges to ξ.

Proof. First we assert that (ξn)n is bounded. Otherwise, up to a subsequence, still
denoted by (ξn)n, we would have |ξn| → ∞. Hence, as n→∞

(Ap,q(ξn)−Ap,q(ξ)) · (ξn − ξ) ∼ Ap,q(ξn)ξn = |ξn|p + |ξn|q →∞,
which is impossible by (2.2). Therefore, (ξn)n is bounded and possesses a subsequence,
still denoted by (ξn)n, which converges to some η ∈ RN . Thus (Ap,q(η)−Ap,q(ξ)) ·
(η − ξ) = 0 by (2.2) and the strict convexity of Ap,q implies that η = ξ. This also
shows that actually the entire sequence (ξn)n converges to ξ. �

Since 1 < p < q < N , the natural solution space of (Pλ) is the separable

uniformly convex Sobolev space W 1,q
0 (Ω), endowed with the usual norm ‖u‖ = ‖∇u‖q,

being Ω a bounded domain of RN . From here on, any Lebesgue space L℘(Ω), ℘ ≥ 1,
is equipped with the canonical norm ‖ · ‖℘, while ℘′ is the conjugate exponent of ℘.

It is clear that W−1,q′(Ω) is the dual space of W 1,q
0 (Ω) and that q? = Nq/(N − q) is

the Sobolev critical exponent of W 1,q
0 (Ω).
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Lemma 2.2. Let Ap,q be as in (2.1). Then the functional

Φp,q(u) =

∫
Ω

Ap,q(∇u(x))dx =
‖∇u‖pp
p

+
‖u‖q

q
, Φp,q : W 1,q

0 (Ω)→ R,

is convex, weakly lower semicontinuous and of class C1(W 1,q
0 (Ω)).

Moreover, Φ′p,q : W 1,q
0 (Ω) → W−1,q′(Ω) verifies the (S+) condition, i.e., for

every sequence (un)n ⊂W 1,q
0 (Ω) such that un ⇀ u weakly in W 1,q

0 (Ω) and

lim sup
n→∞

∫
Ω

Ap,q(∇un) · (∇un −∇u)dx ≤ 0, (2.3)

then un → u strongly in W 1,q
0 (Ω).

Proof. A simple calculation shows that the functional Φp,q is convex and of class

C1(W 1,q
0 (Ω)). Hence, in particular Φp,q is weakly lower semicontinuous in W 1,q

0 (Ω) by
Corollary 3.9 of [5].

Let (un)n be a sequence in W 1,q
0 (Ω) as in the statement. Then

Φp,q(u) ≤ lim inf
n

Φp,q(un),

since Φp,q is weakly lower semicontinuous on W 1,q
0 (Ω).

We claim that
∫

Ω
Ap,q(∇u) · (∇un − ∇u)dx → 0 as n → ∞. Indeed, since

un ⇀ u in W 1,q
0 (Ω) as n→∞, in particular ∇un ⇀ ∇u in [Lq(Ω)]N and ∇un ⇀ ∇u

in [Lp(Ω)]N as n→∞. Moreover, (2.1) implies that |Ap,q(∇u)| ≤ |∇u|p−1 + |∇u|q−1,

with clearly |∇u|p−1 ∈ Lp′(Ω) and |∇u|q−1 ∈ Lq′(Ω). This gives at once that∫
Ω

Ap,q(∇u) · (∇un −∇u)dx =

∫
Ω

|∇u|p−2∇u · (∇un −∇u)dx

+

∫
Ω

|∇u|q−2∇u · (∇un −∇u)dx

tends to 0 as n→∞, as claimed.
Therefore, by convexity and (2.3) we get that

0 ≤ lim sup
n→∞

∫
Ω

(Ap,q(∇un)−Ap,q(∇u)) · (∇un −∇u)dx ≤ 0.

In other words,

lim
n→∞

∫
Ω

(Ap,q(∇un)−Ap,q(∇u)) · (∇un −∇u)dx = 0,

that is the sequence n 7→ (Ap,q(∇un) −Ap,q(∇u)) · (∇un − ∇u) ≥ 0 converges to 0
in L1(Ω). Hence, up to a subsequence, still denoted in the same way,

(Ap,q(∇un)−Ap,q(∇u)) · (∇un −∇u)→ 0 a.e. in Ω.

Lemma 2.1 gives that also∇un → ∇u a.e. in Ω. In particular, the Brézis–Lieb theorem
gives as n→∞

‖∇u‖pp = ‖∇un‖pp − ‖∇un −∇u‖pp + o(1),

‖∇u‖qq = ‖∇un‖qq − ‖∇un −∇u‖qq + o(1),
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and (2.3) holds in the stronger form

lim
n→∞

∫
Ω

Ap,q(∇un) · (∇un −∇u)dx = 0.

Consequently, the combination of the above facts implies that as n→∞

o(1) =

∫
Ω

Ap,q(∇un) · (∇un −∇u)dx

= ‖∇un‖pp −
∫

Ω

|∇un|p−2∇un · ∇udx

+ ‖∇un‖qq −
∫

Ω

|∇un|p−2∇un · ∇udx

= ‖∇u‖pp + ‖∇un −∇u‖pp − ‖∇u‖pp
+ ‖∇u‖qq + ‖∇un −∇u‖qq − ‖∇u‖qq + o(1)

= ‖∇un −∇u‖pp + ‖∇un −∇u‖qq + o(1),

since

|∇un|p−2∇un ⇀ |∇u|p−2∇u in [Lp
′
(Ω)]N

and similarly

|∇un|q−2∇un ⇀ |∇u|q−2∇u in [Lq
′
(Ω)]N .

In particular, ‖∇un − ∇u‖q = o(1) as n → ∞, that is un → u strongly in W 1,q
0 (Ω),

as required. �

3. Formulation of the problem (Pλ)

The assumptions on the coefficient a make it a good Lebesgue weight. Thus,
throughout the paper, for brevity in notation, we denote by L℘(Ω; a), ℘ ≥ 1, the
weighted ℘–Lebesgue space equipped with the norm

‖u‖℘,a =

(∫
Ω

a(x)|u(x)|℘dx
)1/℘

.

In this section, we study (Pλ), so that 1 < p < q < N , the set Ω is a bounded

domain of RN , and the natural solution space for (Pλ) is W 1,q
0 (Ω). Before introducing

the main structural assumptions on f , let us recall some basic properties, following
somehow [7].

Since a ∈ Lα(Ω) and α > N/q, the embedding W 1,q
0 ↪→↪→ Lα

′q(Ω) is compact.

Moreover, Lα
′q(Ω) ↪→ Lq(Ω; a) is continuous, being by the Hölder inequality ‖u‖qq,a ≤

‖a‖α‖u‖qα′q for all u ∈ Lα′q(Ω). Hence, also the embedding W 1,q
0 (Ω) ↪→↪→ Lq(Ω; a) is

compact.

Let λ1 be the first eigenvalue of the problem

−∆qu = λ a(x)|u|q−2u
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in W 1,q
0 (Ω), that is λ1 is defined by the Rayleigh quotient

λ1 = inf
u∈W 1,q

0 (Ω)
u6=0

∫
Ω
|∇u|qdx∫

Ω
a(x)|u|qdx

= inf
u∈W 1,q

0 (Ω)
u6=0

‖u‖q

‖u‖qq,a
. (3.1)

By Proposition 3.1 of [9], the infimum in (3.1) is achieved and λ1 > 0. Denote by

u1 ∈ W 1,q
0 (Ω) the normalized eigenfunction corresponding to λ1, that is ‖u1‖q,a = 1

and ‖u1‖q = λ1. In particular,

λ1‖u‖qq,a ≤ ‖u‖q for every u ∈W 1,q
0 (Ω). (3.2)

On f we assume the next condition.

(F ) Let f : Ω × R → R be a Carathéodory function in R, f 6≡ 0, satisfying the
following properties.
(a) There exist two measurable functions f0, f1 on Ω and a real exponent m ∈

(1, q), such that 0 ≤ f0 ≤ Cfa, 0 ≤ f1 ≤ Cfa a.e. in Ω for some appropriate
constant Cf > 0, and

|f(x, s)| ≤ f0(x) + f1(x)|s|m−1 for a.a. x ∈ Ω and all s ∈ R.

(b) There exists γ ∈ (q, q?/α′) such that lim sup
s→0

|f(x, s)|
a(x)|s|γ−1

< ∞, uniformly

a.e. in Ω.

(c)

∫
Ω

F (x, u1(x))dx ≥ 1

q′
+

q′

pλ1
‖∇u1‖pp, where u1 is the first normalized eigen-

function defined above, F (x, s) =

∫ s

0

f(x, t)dt and q′ is the Hölder conju-

gate of q.

Note that, in the literature, a ∈ L∞(Ω) in the more familiar and standard setting
of the p–Laplacian, so that the exponent γ in (F )–(b) belongs to the open interval
(p, p?). For further comments on p–growth problems, we refer to [7].

As shown in [7], conditions (F )–(a) and (b) imply that f(x, 0) = 0 for a.a. x ∈ Ω,
that by the L’Hôpital rule

lim sup
s→0

|F (x, s)|
a(x)|s|γ

<∞ uniformly a.e. in Ω, (3.3)

and finally that

Sf = ess sup
s6=0,x∈Ω

|f(x, s)|
a(x)|s|q−1

∈ R+ (3.4)

is positive and finite by (F )–(b) and the fact that γ > q. Moreover,
|f(x, s)|/a(x)|s|m−1 ≤ 2Cf |s|m−q for a.a. x ∈ Ω and all s, with |s| ≥ 1, by (F )–
(a). Thus,

lim
s→∞

|f(x, s)|
a(x)|s|q−1

= 0 uniformly a.e. in Ω,

since 1 < m < q by (F )–(a).
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Hence the positive number

λ? =
λ1

1 + Sf
(3.5)

is well defined. Furthermore, by (3.4)

ess sup
s6=0,x∈Ω

|F (x, s)|
a(x)|s|q

=
Sf
q
. (3.6)

The main result of the section is proved by using the underlying energy functional Jλ
associated to the variational problem (Pλ). For later purposes, we write Jλ in the
form

Jλ(u) = Φp,q(u) + λΨ(u),

Ψ(u) = −H(u), H(u) = H1(u) +H2(u),

H1(u) =
1

q
‖u‖qq,a, H2(u) =

∫
Ω

F (x, u(x))dx.

(3.7)

Thanks to Lemma 2.2, (F )–(a) and (b) it is easy to see that the functional Jλ is well

defined in W 1,q
0 (Ω) and of class C1(W 1,q

0 (Ω)). Furthermore,

〈J ′λ(u), ϕ〉 =

∫
Ω

Ap,q(∇u(x)) · ∇ϕ(x)dx

− λ
∫

Ω

{
a(x)|u(x)|q−2u(x) + f(x, u(x))

}
ϕ(x)dx,

where 〈·, ·〉 denotes the duality pairing between W 1,q
0 (Ω) and its dual space W−1,q′(Ω).

Therefore, the critical points u ∈W 1,q
0 (Ω) of the functional Jλ are exactly the (weak)

solutions of problem (Pλ).
By convenience, for every r ∈ ( inf

u∈W 1,q
0 (Ω)

Ψ(u), sup
u∈W 1,q

0 (Ω)

Ψ(u)) let us introduce

the two functions

ϕ1(r) = inf
u∈Ψ−1(Ir)

inf
v∈Ψ−1(r)

Φp,q(v)− Φp,q(u)

Ψ(u)− r
, Ir = (−∞, r), (3.8)

ϕ2(r) = sup
u∈Ψ−1(Ir)

inf
v∈Ψ−1(r)

Φp,q(v)− Φp,q(u)

Ψ(u)− r
, Ir = (r,∞). (3.9)

If Ψ(v) < 0 at some v ∈W 1,q
0 (Ω), then the crucial positive number

λ? = ϕ1(0) = inf
u∈Ψ−1(I0)

− Φp,q(u)

Ψ(u)
, I0 = (−∞, 0), (3.10)

is well defined.

The proof of the next result, as well as the proof on the main existence theorem
for (Pλ), is where we use the technical assumption (F )–(c).

Lemma 3.1. If (F )–(a), (b) and (c) hold, then Ψ−1(I0) is non–empty and moreover
λ? ≤ λ? < λ1.
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Proof. From (F )–(c) and (3.7) it follows in particular that that Ψ(u1) < 0, since

H(u1) >
1

q
, i.e. u1 ∈ Ψ−1(I0).

Hence, λ? is well defined. Again by (F )–(c) and (3.7)

λ? = ϕ1(0) = inf
u∈Ψ−1(I0)

−Φp,q(u)

Ψ(u)

≤ Φp,q(u1)

H(u1)
=

‖∇u1‖pp/p+ ‖∇u1‖qq/q
‖u1‖qq,a/q +

∫
Ω
F (x, u1(x))dx

≤
‖∇u1‖pp/p+ ‖∇u1‖qq/q

1/q + 1/q′ + q′‖∇u1‖pp/pλ1

<
‖∇u1‖pp/p

q′‖∇u1‖pp/pλ1
+
‖u1‖q

q
= λ1,

as required. Finally, by (3.7), (3.6) and (3.2), for all u ∈ W 1,q
0 (Ω), with u 6= 0, we

have
Φp,q(u)

|Ψ(u)|
≥ ‖u‖q/q

(1 + Sf )‖u‖qq,a/q
≥ λ1

1 + Sf
= λ?.

Hence, in particular λ? ≥ λ? by (3.10). �

Lemma 3.2. If (F )–(a) holds, then the operators

H′1, H′2, Ψ′ : W 1,q
0 (Ω)→W−1,q′(Ω)

are compact and H1, H2, Ψ are sequentially weakly continuous in W 1,q
0 (Ω).

The proof is mutatis mutandis the same as the proof of the similar Lemma 3.2
of [7] and so we omit it here.

Lemma 3.3. If (F )–(a) holds, then the functional Jλ = Φp,q + λΨ is coercive

in W 1,q
0 (Ω) for every λ ∈ I, I = (−∞, λ1).

Proof. Clearly, (F )–(a) implies that

|F (x, s)| ≤ f0(x)|s|+ f1(x)|s|m/m ≤ f0(x) + (f0(x) + f1(x)/m)|s|m (3.11)

for a.a. x ∈ Ω and all s ∈ R.
Fix λ ∈ (−∞, λ1) and u ∈ W 1,q

0 (Ω). Then, (3.2), (3.7), (3.11) and the Hölder
inequality give

Jλ(u) ≥ 1

q
‖u‖q − λ

q
‖u‖qq,a − |λ|

∫
Ω

|F (x, u)|dx

≥ 1

q

(
1− λ

λ1

)
‖u‖q − |λ| · ‖f0‖1 − |λ| · ‖f0 + f1/m‖α‖u‖mα′m

≥ 1

q

(
1− λ

λ1

)
‖u‖q − |λ|C1 − |λ|C2‖u‖m,

where C1 = ‖f0‖1 and C2 = cmα′m‖f0 + f1/m‖α, where cα′m denotes the Sobolev

constant of the compact embedding W 1,q
0 (Ω) ↪→↪→ Lα

′m(Ω). Clearly C1 < ∞, since
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f0 ∈ Lα(Ω) ⊂ L1(Ω) by (F )–(a), being α > N/q > 1 and Ω bounded. This shows the
assertion, since 1 < m < q by (F )–(a). �

4. Main result for (Pλ)

Following the strategies proposed in [7], here we prove the main theorem for the
(p, q) problem Pλ.

Theorem 4.1. Let Ap,q be as in (2.1) and let λ? and λ? be as defined in (3.5) and in
(3.10), respectively. Assume that (F )–(a) and (b) hold.

(i) If λ ∈ [0, λ?], then (Pλ) has only the trivial solution.
(ii) If also (F )–(c) holds, then problem (Pλ) admits at least two nontrivial solutions

for every λ ∈ (λ?, λ1), where λ? = ϕ1(0) < λ1 by Lemma 3.1.

Proof. (i) Let u ∈W 1,q
0 (Ω) be a nontrivial solution of (Pλ) for some λ ≥ 0. Then,∫

Ω

Ap,q(∇u) · ∇ϕdx = λ

∫
Ω

{a(x)|u|q−2u+ f(x, u)}ϕdx

for all ϕ ∈W 1,q
0 (Ω). Take ϕ = u and by (2.1), (3.2), (3.4) and (3.7)

λ1‖u‖q < λ1

∫
Ω

Ap,q(∇u)∇u dx = λ1λ

∫
Ω

{a(x)|u|q + f(x, u)u}dx

= λ1λ

(
‖u‖qq,a +

∫
Ω

f(x, u)

a(x)|u|q−1
a(x)|u|qdx

)
≤ λ1λ (1 + Sf ) ‖u‖qq,a ≤ λ (1 + Sf ) ‖u‖q.

Therefore λ > λ? by (3.5), as required.

(ii) By (2.1) the functional Φp,q is convex. Moreover, Φp,q is weakly lower semicontin-

uous and Φ′p,q verifies condition (S+) in W 1,q
0 (Ω), as already proved in Lemma 2.2.

Furthermore, Ψ′ : W 1,q
0 (Ω) → W−1,q′(Ω) is compact and Ψ is sequentially weakly

continuous in W 1,q
0 (Ω) by Lemma 3.2. Moreover, the functional Jλ is coercive for

every λ ∈ I, where I = (−∞, λ1), thanks to Lemma 3.3.

We claim that Ψ(W 1,q
0 (Ω)) ⊃ R−0 = (−∞, 0]. Indeed, Ψ(0) = 0 and (F )–(a) and

(3.11) imply that

|F (x, s)| ≤ f0(x) + (1 + 1/m)Cfa(x)|s|m

for a.a. x ∈ Ω and all s ∈ R. Hence, the Hölder inequality gives

Ψ(u) ≤ −1

q
‖u‖qq,a +

∫
Ω

|F (x, u)|dx

≤ −1

q
‖u‖qq,a + ‖f0‖1 + 2Cf

∫
Ω

a(x)|u|mdx

≤ −1

q
‖u‖qq,a + ‖f0‖1 + 2Cf‖a‖(q−m)/q

1 ‖u‖mq,a,
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since a ∈ L1(Ω), being α > N/q > 1 and Ω bounded. Therefore,

lim
‖u‖q,a→∞
u∈W 1,q

0 (Ω)

Ψ(u) = −∞,

thanks to the restriction 1 < m < q in assumption (F )–(a). Hence, the claim follows

by the continuity of Ψ in W 1,q
0 (Ω) and by (3.2).

Thus, ( inf
W 1,q

0 (Ω)
Ψ, sup

W 1,q
0 (Ω)

Ψ) ⊃ R−0 . By (3.8) for every u ∈ Ψ−1(I0) we have

ϕ1(r) ≤ Φp,q(u)

r −Ψ(u)
for all r ∈ (Ψ(u), 0),

so that

lim sup
r→0−

ϕ1(r) ≤ − Φp,q(u)

Ψ(u)
for all u ∈ Ψ−1(I0).

In other words, by (3.10)

lim sup
r→0−

ϕ1(r) ≤ ϕ1(0) = λ?. (4.1)

From (F )–(a) and (b), that is (3.3) and (3.4), it follows the existence of a positive
real number κ > 0 such that

|F (x, s)| ≤ κ a(x)|s|γ for a.a. x ∈ Ω and all s ∈ R. (4.2)

To this aim, denoting by `0 the limit number in (3.3), there exists δ > 0 such that
|F (x, s)| ≤ (`0 + 1)a(x)|s|γ for a.a. x ∈ Ω and all s, with |s| < δ. Fix s, with |s| ≥ δ,
then by (3.6) for a.a. x ∈ Ω

|F (x, s)| ≤ Sf
q
|s|q−γa(x)|s|γ ≤ Sfδ

q−γ

q
a(x)|s|γ ,

being γ > q by (F )–(b). Hence, κ = max{`0 + 1, Sfδ
q−γ/q} and (4.2) holds.

We note in passing that the embedding W 1,q
0 (Ω) ↪→ Lγ(Ω; a) is continuous. Indeed,

by the Hölder inequality, with 1/℘+ 1/α+ γ/q? = 1, where ℘ is the crucial exponent

℘ =
α′q?

q? − γα′
> 1,

being γ ∈ (q, q?/α′), as assumed in (F )–(b), we have∫
Ω

a(x)|u|γdx ≤ |Ω|1/℘‖a‖α‖u‖γq? ≤ C̃‖u‖γ , (4.3)

where C̃ = cγq? |Ω|1/℘‖a‖α and cq? is the Sobolev constant for the continuous embed-

ding W 1,q
0 (Ω) ↪→ Lq

?

(Ω).

Hence, by (3.2), (3.7), (4.2) and (4.3) for every u ∈W 1,q
0 (Ω), we get

|Ψ(u)| ≤ 1

qλ1
‖u‖q + Cγ‖u‖γ , (4.4)

where Cγ = C̃ κ. Therefore, given r < 0 and v ∈ Ψ−1(r) we have by (2.1)

r = Ψ(v) ≥ − 1

qλ1
‖v‖q − Cγ‖v‖γ ≥ −

1

λ1
Φp,q(v)− `Φp,q(v)γ/q, (4.5)



Eigenvalue problems involving the (p, q)–Laplacian 103

where ` = Cγq
γ/q.

Since the functional Φp,q is bounded below, coercive and lower semicontinuous

on the reflexive Banach space W 1,q
0 (Ω), it is easy to see that Φp,q is also coercive on the

sequentially weakly closed non–empty set Ψ−1(r) thanks to Lemma 3.2. Therefore,
by Theorem 6.1.1 of [3], there exists an element ur ∈ Ψ−1(r) such that

Φp,q(ur) = inf
v∈Ψ−1(r)

Φp,q(v).

By (3.9), we get

ϕ2(r) ≥ −1

r
inf

v∈Ψ−1(r)
Φp,q(v) =

Φp,q(ur)

|r|
,

being u ≡ 0 ∈ Ψ−1(Ir). From (4.5) we obtain

1 ≤ 1

λ1
· Φp,q(ur)

|r|
+ `|r|γ/p−1

(
Φp,q(ur)

|r|

)γ/q
≤ ϕ2(r)

λ1
+ `|r|γ/q−1ϕ2(r)γ/q.

(4.6)

There are now two possibilities to be considered. Either ϕ2 is locally bounded at 0−,
so that the above inequality shows at once that

lim inf
r→0−

ϕ2(r) ≥ λ1, (4.7)

being γ > q by (F )–(b), or lim supr→0− ϕ2(r) = ∞. In both cases, (4.1) and
Lemma 3.1 yield that

lim sup
r→0−

ϕ1(r) ≤ λ? < λ1 ≤ lim sup
r→0−

ϕ2(r).

Hence, for all integers n ≥ n? = 1 + [2/(λ1 − λ?)] there exists a number rn < 0 so
close to 0− that ϕ1(rn) < λ? + 1/n < λ1 − 1/n < ϕ2(rn). In particular,

[λ? + 1/n, λ1 − 1/n] ⊂ (ϕ1(rn), ϕ2(rn)) = (ϕ1(rn), ϕ2(rn)) ∩ I (4.8)

for all n ≥ n?, where I = (−∞, λ1) is the interval of λ’s on which Jλ is coercive

in W 1,q
0 (Ω) by Lemma 3.3. Therefore, since all the assumptions of Theorem 2.1, Part

(a) of (ii) of [7] are satisfied and u ≡ 0 is a critical point of Jλ, problem (Pλ)
admits at least two nontrivial solutions for all λ ∈ (ϕ1(rn), ϕ2(rn)) and all n ≥ n?. In
conclusion, problem (Pλ) admits at least two nontrivial solutions for all λ ∈ (λ?, λ1),
since

(λ?, λ1) =

∞⋃
n=n?

[λ? + 1/n, λ1 − 1/n] ⊂
∞⋃

n=n?

(ϕ1(rn), ϕ2(rn))

by (4.8). �
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5. The nonlinear eigenvalue problem (Pλ)

In this last section we treat the different somehow simpler nonlinear eigenvalue
problem (Pλ), for which the involved assumption (F )–(c) is replaced by a more direct
transparent request, which is much easier to verify.

To this aim, let us denote by

B0 = {x ∈ RN : |x− x0| ≤ r0}
the closed ball of RN centered at a point x0 ∈ RN and of radius r0 > 0. As in the
previous paper [7], for the somehow simpler problem (Pλ), the ad hoc hypothesis
(F )–(c) is replaced by the less stringent condition

(F )–(c′) Assume that there exist x0 ∈ Ω, s0 ∈ R and r0 > 0 so small that B0 ⊂ Ω
and

ess inf
B0

F (x, |s0|) = µ0 > 0, ess sup
B0

max
|t|≤|s0|

|F (x, t)| = M0 <∞.

Clearly, when f does not depend on x, condition (F )–(c′) simply reduces to the
request that F (s0) > 0 at a point s0 ∈ R, as first assumed in [11] by Kristály, Lisei
and Varga. In this new setting, we derive the next result which improves the main
theorem of [11] and extends Corollary 3.6 of [7] to the (p, q)–Laplacian case.

Theorem 5.1. Let Ap,q be as in (2.1) and let f : Ω×R→ R satisfy conditions (F )–(a)
and (b).

(i) If λ ∈ [0, `?], where `? = λ1/Sf , then problem (Pλ) has only the trivial solution.
(ii) If furthermore f verifies (F )–(c′), then there exists `? ≥ `? such that (Pλ)

admits at least two nontrivial solutions for all λ ∈ (`?,∞).

Proof. Using the notation of (2.1) and Lemma 2.2, the energy functional Jλ, associ-
ated to problem (Pλ), is given by Jλ = Φp,q+λΨ2, where Φp,q is defined in Lemma 2.2
and

Ψ2(u) = −
∫

Ω

F (x, u(x))dx for all u ∈W 1,q
0 (Ω).

First, note that Jλ is coercive in W 1,q
0 (Ω) for every λ ∈ R. Indeed, as shown in the

proof of Lemma 3.3, by (2.1) for all u ∈W 1,q
0 (Ω)

Jλ(u) ≥ 1

q
‖u‖q − |λ|

∫
Ω

|F (x, u)|dx ≥ 1

q
‖u‖q − |λ|C1 − |λ|C2‖u‖m,

where C1 = ‖f0‖1, C2 = cmα′m‖f0 + f1/m‖α and cα′m denotes as before the Sobolev

constant of the compact embedding W 1,q
0 (Ω) ↪→↪→ Lα

′m(Ω). This shows the claim,
since 1 < m < q by (F )–(a). Hence, here I = R.

(i) This part of the statement is proved using the same argument produced for the

proof of Theorem 4.1–(i). Let u ∈ W 1,q
0 (Ω) be a nontrivial solution of (Pλ) for some

λ ≥ 0. Then, by (2.1) and (3.4)

λ1‖u‖q < λ1

∫
Ω

Ap,q(∇u) · ∇udx = λ1λ

∫
Ω

f(x, u)udx ≤ λ1λSf‖u‖qq,a

≤ λSf‖u‖q
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thanks to (3.2). Thus, if u is a nontrivial (weak) solution of (Pλ), then necessarily
λ > `? = λ1/Sf , as required.

(ii) The proof of this part is again strongly based on an application of Theorem 2.1,
Part (a) of (ii) of [7] and the fact that u ≡ 0 is a critical point of Jλ. The new key
functions ϕ1 and ϕ2 are now given by

ϕ1(r) = inf
u∈Ψ−1

2 (Ir)

inf
v∈Ψ−1

2 (r)
Φp,q(v)− Φp,q(u)

Ψ2(u)− r
, Ir = (−∞, r),

ϕ2(r) = sup
u∈Ψ−1

2 (Ir)

inf
v∈Ψ−1

2 (r)
Φp,q(v)− Φp,q(u)

Ψ2(u)− r
, Ir = (r,∞).

(5.1)

We first show that there exists u0 ∈W 1,q
0 (Ω) such that Ψ2(u0) < 0, so that the crucial

number

`? = ϕ1(0) = inf
u∈Ψ−1

2 (I0)
− Φp,q(u)

Ψ2(u)
, I0 = (−∞, 0), (5.2)

is well defined. To this aim, take σ ∈ (0, 1) and put

B = {x ∈ RN : |x− x0| ≤ σr0}, B1 =
{
x ∈ RN : |x− x0| ≤ r1

}
,

where r1 = (1 + σ)r0/2. Hence,

B ⊂ B1 ⊂ B0 ⊂ Ω.

Clearly, F (x, 0) = 0 a.e. in Ω, so that s0 6= 0 in (F )–(c′). Put v0 = |s0|χB1 in Ω and
fix ε, with 0 < ε < (1− σ)r0/2. Denote by ρε the convolution kernel of fixed radius ε
and define

u0 = ρε ∗ v0 in Ω.

Hence, u0 ≡ |s0| in B, 0 ≤ u0 ≤ |s0| in Ω, u0 ∈ C∞c (Ω) and suppu0 ⊂ B0. Therefore,

u0 ∈W 1,q
0 (Ω). By (F )–(c′),

Ψ2(u0) = −
∫
B

F (x, |s0|)dx−
∫
B0\B

F (x, u0(x))dx ≤M0

∫
B0\B

dx− µ0

∫
B

dx

≤ ωNrN0
[
M0(1− σN )− µ0σ

N
]
,

where ωN is the measure of the unit ball in RN . Then, taking σ ∈ (0, 1) so close to 1−

that σN > M0/(µ0 +M0), we get that Ψ2(u0) < 0, as claimed.

Furthermore, by (3.6) and (3.2), for all u ∈ W 1,q
0 (Ω), with u 6≡ 0, we easily

obtain that
Φp,q(u)

|Ψ2(u)|
≥ ‖u‖q/q
Sf‖u‖qq,a/q

≥ λ1

Sf
= `?.

Hence, `? ≥ `? by (5.2).

In particular, for all u ∈ Ψ−1
2 (I0), we have by (5.1)

ϕ1(r) ≤ Φp,q(u)

r −Ψ2(u)
for all r ∈ (Ψ2(u), 0).
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Hence, (4.1) holds in the form lim sup
r→0−

ϕ1(r) ≤ ϕ1(0) = `?, where now ϕ1(0) is given

by (5.1) and (5.2). Also in this new setting (4.2) and (4.3) are still valid and (4.4)
simply reduces to

|Ψ2(u)| ≤ Cγ‖u‖γ for all u ∈W 1,q
0 (Ω),

with the same constant Cγ > 0. Taking r < 0 and v ∈ Ψ−1
2 (r), we get

r = Ψ2(v) ≥ −Cγ‖v‖γ ≥ −Cγ(qΦp,q(v))γ/q.

Therefore, by (5.1), since u ≡ 0 ∈ Ψ−1
2 (Ir),

ϕ2(r) ≥ 1

|r|
inf

v∈Ψ−1
2 (r)

Φp,q(v) ≥ κ|r|q/γ−1,

where κ = C
−q/γ
γ /q. This implies that lim

r→0−
ϕ2(r) = ∞, being γ > q by (F )–(b). In

conclusion, we have proved that

lim sup
r→0−

ϕ1(r) ≤ ϕ1(0) = `? < lim
r→0−

ϕ2(r) =∞. (5.3)

This shows that for all integers n ≥ n? = 2+[`?] there exists rn < 0 so close to 0− that
ϕ1(rn) < `? + 1/n < n < ϕ2(rn). Hence, since all the assumptions of Theorem 2.1,
Part (a) of (ii) of [7] are satisfied and u ≡ 0 a critical point of Jλ, problem (Pλ)
admits at least two nontrivial solutions for all

λ ∈
∞⋃

n=n?

(ϕ1(rn), ϕ2(rn)) ⊃
∞⋃

n=n?

[`? + 1/n, n] = (`?,∞),

since here I = R is the interval of λ’s in which the main functional Jλ is coercive
in W 1,q

0 (Ω). �

It is apparent from the main definitions (3.5), (3.10), Theorem 5.1 and (5.2) that
0 < λ? < `? ≤ `? ≤ λ?. Hence, Theorem 5.1 provides also the useful information that
0 < λ? < λ?.
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[18] Papageorgiou, N.S., Qin, D., Rădulescu, V., Nonlinear eigenvalue problems for the (p, q)–
Laplacian, Bull. Sci. Math., 172(2021), Paper No. 103039, 29 pp.

[19] Pucci, P., Saldi, S., Multiple Solutions for an Eigenvalue Problem Involving Non–Local
Elliptic p–Laplacian Operators, Geometric methods in PDE’s, 159–176, Springer INdAM
Ser., 13, Springer, Cham, 2015.

[20] Tanaka, M., Generalized eigenvalue problems for (p, q)–Laplacian with indefinite weight,
J. Math. Anal. Appl., 419(2014), 1181–1192.



108 Patrizia Pucci

Patrizia Pucci
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Abstract. The goal of this paper is to collect some known results on the mono-
tonicity with respect to p of the best constants associated with Sobolev immer-
sions of type W 1,p

0 (Ω) ↪→ Lq(Ω) when q ∈ {1, p,∞}. More precisely, letting

λ(p, q; Ω) := inf
u∈W1,p

0 (Ω)\{0}
‖ |∇u|D ‖Lp(Ω)‖u‖−1

Lq(Ω) ,

we recall some monotonicity results related with the following functions

(1,∞) 3 p 7→ |Ω|p−1λ(p, 1; Ω)p ,

(1,∞) 3 p 7→ λ(p, p; Ω)p ,

(D,∞) 3 p 7→ λ(p,∞; Ω)p ,

when Ω ⊂ RD is a given open, bounded and convex set with smooth boundary.

Mathematics Subject Classification (2010): 35Q74, 47J05, 47J20, 49J40, 49S05.

Keywords: p-Laplacian, p-torsional rigidity, distance function to the boundary.

1. Introduction

1.1. Goal of the paper

For each open and bounded set Ω ⊂ RD (D ≥ 1) the following continuous

Sobolev immersions hold true W 1,p
0 (Ω) ↪→ Lq(Ω), (see, e.g. H. Brezis [9, pp. 284-285

& 212-213]) for each p ∈ [1,∞) and each q that satisfies the following restrictions

q ∈


[
1,

Dp

D − p

]
, if p ∈ [1, D) & D ≥ 2 ,

[1,∞), if p = D ≥ 2 ,

[1,∞], if p ∈ (D,∞) & D ≥ 2 or p ∈ [1,∞] & D = 1 .

Received 18 November 2022; Revised 24 January 2023.
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It follows that, for each Ω, p and q as above there exists a constant c(p, q; Ω) > 0 such
that

c(p, q; Ω)‖u‖Lq(Ω) ≤ ‖ |∇u|D ‖Lp(Ω), ∀ u ∈W 1,p
0 (Ω) .

Let λ(p, q; Ω) be the best constant in the above inequality, namely

λ(p, q; Ω) := inf
u∈W 1,p

0 (Ω)\{0}

‖ |∇u|D ‖Lp(Ω)

‖u‖Lq(Ω)
. (1.1)

The goal of this paper is to recall certain results concerning some monotonicity prop-
erties of λ(p, q; Ω) with respect to p when q ∈ {1, p,∞} and Ω are fixed. More precisely,
we will present some monotonicity results related with the following functions

(1,∞) 3 p 7→ |Ω|p−1λ(p, 1; Ω)p , (1.2)

(1,∞) 3 p 7→ λ(p, p; Ω)p , (1.3)

(D,∞) 3 p 7→ λ(p,∞; Ω)p , (1.4)

when Ω ⊂ RD is a given open, bounded and convex set with smooth boundary.

1.2. Notations

For each positive integer D ≥ 2 denot by | · |D the Euclidean norm on RD. For
each subset Ω ⊂ RD, let ∂Ω be its boundary and denote by |∂Ω| and |Ω|, the (D−1)-
dimensional Lebesgue perimeter of ∂Ω and the D-dimensional Lebesgue volume of Ω,
respectively. Next, for each positive integer D ≥ 1 define

PD := {Ω ⊂ RD : Ω is an open, bounded, convex set

with smooth boundary ∂Ω} ,
and for each Ω ∈ PD let δΩ be the distance function to the boundary of Ω, i.e.

δΩ(x) := inf
y∈∂Ω

|x− y|D, ∀ x ∈ Ω .

Denote by RΩ the inradius of Ω (that is the radius of the largest ball which can be
inscribed in Ω, or, RΩ = ‖δΩ‖L∞(Ω)). Further, let δ : PD → [0,∞) denote the average
integral of δΩ, that is

δ(Ω) :=
1

|Ω|

∫
Ω

δΩ(x) dx ,

and let h : PD → [0,∞) denote the Cheeger constant of Ω, that is

h(Ω) := inf
ω⊂Ω

|∂ω|
|ω|

, (1.5)

where the quotient |∂ω||ω| is taken among all smooth subdomains ω ⊂ Ω. We recall that

h(Ω) also has the equivalent definition

h(Ω) := inf
u∈W 1,1

0 (Ω)\{0}

∫
Ω

|∇u|Ddx∫
Ω

|u|dx
, (1.6)

and, consequently, by relation (1.1) with p = q = 1 we have h(Ω) = λ(1, 1; Ω).
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1.3. A simple observation regarding the monotonicity of the functions (1.2), (1.3)
and (1.4)

A simple application of Hölder’s inequality leads to the following monotonicity
results regarding functions (1.2), (1.3) and (1.4) when Ω ∈ PD is an arbitrary but
fixed set (see, C. Enache and the first author of this paper [14, relation (2.1)], P.
Lindqvist [27, Theorem 3.2], G. Ercole & G.A. Pereira [16, Lemma 3.1])

h(Ω) ≤ |Ω|(p−1)/pλ(p, 1; Ω) ≤ |Ω|(q−1)/qλ(q, 1; Ω), ∀ 1 < p < q <∞ ,

h(Ω) ≤ pλ(p, p; Ω) ≤ qλ(q, q; Ω), ∀ 1 < p < q <∞ ,

|Ω|−1/pλ(p,∞; Ω) ≤ |Ω|−1/qλ(q,∞; Ω), ∀ D < p < q <∞ .

However, these results cannot offer any direct information in relation with the mono-
tonicity of the functions (1.2), (1.3) and (1.4).

2. Monotonicity of the function (1,∞) 3 p 7→ |Ω|p−1λ(p, 1; Ω)p

2.1. A connection with the p-torsion problem

By relation (1.1) with q = 1 we have that

λ(p, 1; Ω)p := inf
u∈W 1,p

0 (Ω)\{0}

‖ |∇u|D ‖pLp(Ω)

‖u‖pL1(Ω)

, ∀ p ∈ (1,∞) .

It follows that

|Ω|p−1λ(p, 1; Ω)p = inf
u∈W 1,p

0 (Ω)\{0}

|Ω|−1

∫
Ω

|∇u|pD dx(
|Ω|−1

∫
Ω

|u| dx
)p , ∀ p ∈ (1,∞) .

It is standard to check that for each p ∈ (1,∞) there exists a nonnegative minimizer

of |Ω|p−1λ(p, 1; Ω)p in W 1,p
0 (Ω)\{0}. Moreover, it is well-known (see, e.g. L. Brasco [7,

pp. 320-321]) that if up ∈W 1,p
0 (Ω)\{0} is a nonnegative minimizer of |Ω|p−1λ(p, 1; Ω)p

then

vp(x) :=

(∫
Ω

|∇up(y)|pD dy

)−1/(p−1)(∫
Ω

up(y) dy

)1/(p−1)

up(x) ,

gives the unique (weak) solution of the p-torsion problem, namely{
−∆pv = 1, in Ω,
v = 0, on ∂Ω,

(2.1)

where ∆pv := div(|∇v|p−2
D ∇v) stands for the p-Laplace operator. Conversely, if vp

is the unique (weak) solution of problem (2.1) then it is a positive minimizer of
|Ω|p−1λ(p, 1; Ω)p.
On the other hand, we recall that the p-torsional rigidity on Ω is defined as follows

Tp(Ω) :=

∫
Ω

vp dx,



112 Mihai Mihăilescu and Denisa Stancu-Dumitru

and it has the following variational characterization (see, e.g., F. Della Pietra, N.
Gavitone, & S. Guarino Lo Bianco [13, relations (18) and (19)])

Tp(Ω)p−1 = sup
u∈W 1,p

0 (Ω)\{0}

(∫
Ω

|u| dx
)p

∫
Ω

|∇u|pD dx

.

Consequently, we can relate function (1.2) with the p-torsional rigidity by the following
formula

|Ω|p−1λ(p, 1; Ω)p = |Ω|p−1Tp(Ω)1−p . (2.2)

2.2. The case of a ball

In the particular case when Ω = BR (that is a ball of radius R, centered at

the origin) vp ∈ W 1,p
0 (BR), the unique solution of problem (2.1), can be explicitly

computed (see, B. Kawohl [24, relation (3.8)]),

vp(x) =
D(p− 1)

p

[(
R

D

) p
p−1

−
(
|x|D
D

) p
p−1

]
, ∀ x ∈ BR .

Therefore

Tp(BR) =

∫
BR

vp dx =
ωD

D
p

p−1

(
D +

p

p− 1

)RD+ p
p−1 , (2.3)

where ωD = |∂B1| (that is the area of the unit ball in RD), and, by relation (2.2), we
get

|BR|p−1λ(p, 1;BR)p = |BR|p−1Tp(BR)1−p = D

(
D +

p

p− 1

)p−1

R−p,

where in the last relation we used the fact that |BR| =
ωDR

D

D
. Consequently, in this

particular case our problem reduces to the analysis of the monotonicity of the function

(1,∞) 3 p 7→ D

(
D +

p

p− 1

)p−1

R−p .

2.3. The case when Ω ∈ PD is a general set

In the general case explicit formulas for the quantity |Ω|p−1λ(p, 1; Ω)p are not
available in the literature and, consequently, the analysis of the monotonicity of the
function given in relation (1.2), i.e.

(1,∞) 3 p 7→ |Ω|p−1λ(p, 1; Ω)p ,

is not trivial. However, a hint regarding the possible monotonicity of the above func-
tion can be easily obtained by recalling the following asymptotic formula (see L.E.
Payne & G.A. Philippin [32])

lim
p→∞

∫
Ω

vp dx =

∫
Ω

δΩ dx . (2.4)
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Note that, actually, vp converges uniformly over Ω to δΩ, as p → ∞ (see, T. Bhat-
tacharya, E. DiBenedetto, & J.J. Manfredi [2] and B. Kawohl [24]). Combining (2.4)
with (2.2) we deduce that

lim
p→∞

|Ω|
p−1
p λ(p, 1; Ω) = δ(Ω)−1 ,

which further implies

lim
p→∞

|Ω|p−1λ(p, 1; Ω)p =

{
+∞ if δ(Ω) < 1,

0 if δ(Ω) > 1 .

Consequently, if the map given in relation (1.2) has a certain monotonicity then it
should be increasing if δ(Ω) < 1 and decreasing if δ(Ω) > 1. The precise result
concerning the monotonicity of function (1.2) was obtained by C. Enache and the
authors of this paper in [14] and [15]. More exactly, by [14, Theorem 2] and [15,
Remark 2] we have the following result.

Theorem 2.1. For each D ≥ 1 there exists a constant T ∈ [(2D)−1, 1] such that
for each set Ω ∈ PD with δ(Ω) ≤ T the map given in relation (1.2) is increasing.
Moreover, for any s > T there exists a set Ω ∈ PD, with δ(Ω) = s, for which the map
given in relation (1.2) is not monotone.

Remark 1. We note that, actually, we can give a better lower bound for the constant
T from the above theorem. Indeed, by [10, Proposition 6.1] we have that

δ(Ω) ≥ RΩ

D + 1
, ∀ Ω ∈ PD .

It follows that for each Ω ∈ PD with δ(Ω) < (D+ 1)−1 we have RΩ < 1 which by [14,
Lemma 1] implies that

T (p; Ω) < T (q; Ω), ∀ 1 < p < q <∞, ∀ Ω ∈ PD with δ(Ω) < (D + 1)−1 .

This observation combined with the proof of [14, Proposition 1] implies that T ≥
(D+1)−1. Consequently, in the conclusion of Theorem 2.1 we have T ∈ [(D+1)−1, 1]
which improves the older bounds for T , namely T ∈ (0, 1] (obtained in [14, Theorem
2]) and T ∈ [(2D)−1, 1] (obtained in [15, Remark 2]).

2.3.1. Open problems related to the monotonicity of function (1.2).

Problem 1. Note that by [14, Proposition 2] we have that for each ball BR with
R > D + 1 (and consequently δ(BR) > 1) the map given in relation (1.2) is not
monotone. Consequently, for each real number s > 1 a set Ω ∈ PD with δ(Ω) = s for
which the map given in relation (1.2) is not monotone could be chosen to be a ball.
However, in general, the question if for any set Ω ∈ PD with δ(Ω) > T the map given
in relation (1.2) is not monotone is open.

Problem 2. Another open problem related with the result from Theorem 2.1 is the
following: if D ≥ 2 does the number T given by Theorem 2.1 satisfy T = 1 or can the
situation T < 1 occur? Moreover, if the case T < 1 holds true, then does T depend
on D (the dimension of the Euclidean space) or not?
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2.4. An alternative variational characterization for λ(p, 1; Ω) on sets with small δ(Ω)

The monotonicity result from Theorem 2.1 allow us to obtain an alternative
variational characterization of the constant λ(p, 1; Ω) on domains Ω ∈ PD with δ(Ω) ≤
T (where T is the constant given by Theorem 2.1). More precisely, if for any Ω ∈ PD

and each p ∈ (1,∞) let us define

Λ(p, 1; Ω) := inf
v∈X0\{0}

|Ω|−1

∫
Ω

(exp(|∇v|pD)− 1) dx

exp

((
|Ω|−1

∫
Ω

|v| dx
)p)

− 1

, (2.5)

where X0 := W 1,∞(Ω) ∩
(
∩q>1W

1,q
0 (Ω)

)
. Then by [14, Theorem 3] we have the

following result:

Theorem 2.2. Let D ≥ 1 be an integer and Ω ∈ PD be a set. If ‖δΩ‖L∞(Ω) ≤ 1, then
Λ(p, 1; Ω) > 0, for all p ∈ (1,∞), while if δ (Ω) > 1, then Λ(p, 1; Ω) = 0, for all
p ∈ (1,∞). Moreover, if δ (Ω) ≤ T , where T is the constant given by Theorem 2.1,

then λ(p, 1; Ω) = |Ω|
1−p
p Λ(p, 1; Ω)1/p, for all p ∈ (1,∞).

Remark 2. Note that the fact that ‖δΩ‖L∞(Ω) ≤ 1 implies δ (Ω) ≤ 1. However, the

fact that for any Ω ∈ PD with δ (Ω) ≤ 1 it holds Λ(p, 1; Ω) > 0, for all p ∈ (1,∞)
is an open problem. This problem would be solved for instance if one can show that
T = 1.

2.5. Monotonicity of the p-torsional rigidity

Another monotonicity result that can be related with the above discussion is
that of the function

(1,∞) 3 p→ Tp(Ω) , (2.6)

when Ω ∈ PD is given. Note that by relation (2.2) this is equivalent with the mono-
tonicity of the map

(1,∞) 3 p→ λ(p, 1; Ω)−p/(p−1) .

2.5.1. The case of a ball. The discussion of the particular case when Ω is a ball, say
Ω = BR consists in the investigation of the monotonicity of the function given by
relation (2.3), namely

(1,∞) 3 p 7→ ωD

D
p

p−1

(
D +

p

p− 1

)RD+ p
p−1 .

By [15, Theorem 3] we have the following result.

Theorem 2.3. (a) If R ≥ De
1

D+1 then (1,∞) 3 p → Tp(BR) is decreasing on the
entire interval (1,∞).

(b) If R ∈ (D,De
1

D+1 ) then (1,∞) 3 p → Tp(BR) is decreasing on(
1,

1−D ln( R
D )

1−(D+1) ln( R
D )

)
and increasing on

(
1−D ln( R

D )
1−(D+1) ln( R

D )
,∞
)

.
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(c) If R ≤ D then (1,∞) 3 p→ Tp(BR) is increasing on the entire interval (1,∞).

2.5.2. The case when Ω ∈ PD is a general set. The analysis of the monotonicity of the
map given by relation (2.6) on a general set Ω ∈ PD is, as in the case of the function
(1.2), more difficult since we do not have explicit formulas for Tp(Ω). However, a hint
can be given in this case if we take into account an asymptotic formula which can be
found in one of the papers by H. Bueno & G. Ercole [11, Theorem 2, relation (16)] or
H. Bueno, G. Ercole, & S. S. Macedo [12, relation (1.10)]), namely

lim
p→1+

Tp(Ω)1−p = h(Ω) , (2.7)

where h(Ω) stands for the Cheeger constant of Ω given by relations (1.5) and (1.6).
It follows that

lim
p→1+

Tp(Ω) =

{
0, if h(Ω) > 1,
∞, if h(Ω) < 1.

(2.8)

Consequently, if the function given in relation (2.6) has a certain monotonicity then
it should be increasing if h(Ω) > 1 and decreasing if h(Ω) < 1. However, the analysis

from [15] shows that it is more useful to work with the quotient |∂Ω|
|Ω| than with the

Cheeger constant, h(Ω), when we analyse the monotonicity of the p-torsional rigidity
with respect to p ∈ (1,∞). According to relation (1.5) that fact is not unexpected

even if h(Ω) ≤ |∂Ω|
|Ω| . Note that in the particular case when Ω = BR the result from

Theorem 2.3 is consistent with the above discussion since it is well-known that |∂BR|
|BR| =

h(BR) = D
R and then we observe that function (1,∞) 3 p → Tp(BR) is increasing if

h(BR) = D
R > 1 and decreasing if h(BR) = D

R ≤ e
−1/(D+1) < 1.

The general result concerning the monotonicity of function (2.6) was obtained
by C. Enache and the authors of this paper in [15, Theorem 2]. We recall this result
below.

Theorem 2.4. Assume D ≥ 2. Then there exist two real numbers A1 ∈
[

1
2 , e

−1
D+1

]
and

A2 ∈ [1, D] such that

(i) for each Ω ∈ PD with |∂Ω|
|Ω| ≤ A1 the map given in relation (2.6) is decreasing on

the entire interval (1,∞);

(ii) for each Ω ∈ PD with |∂Ω|
|Ω| ≥ A2 the map given in relation (2.6) is increasing on

the entire interval (1,∞);

(iii) for each real number s ∈ (A1, A2) there exists Ω ∈ PD with |∂Ω|
|Ω| = s such that

the map given in relation (2.6) is not monotone on (1,∞).

2.5.3. Open problems related to the monotonicity of function (2.6).

Problem 1. Note that by Theorem 2.3 we have that for each ball BR with R ∈
(D,De

1
D+1 ) the map given in relation (2.6) is not monotone. Consequently, for each

real number s ∈ (e
−1

D+1 , 1) a set Ω ∈ PD with |∂Ω|
|Ω| = s for which the map given in

relation (2.6) is not monotone could be chosen to be a ball. However, in general, the

question if for any set Ω ∈ PD with |∂Ω|
|Ω| ∈ (A1, A2) the map given in relation (2.6) is

not monotone is open.
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Problem 2. Another open problem related with the result from Theorem 2.3 is the

following: do the numbers A1 and A2 given by Theorem 2.3 satisfy A1 = e
−1

D+1 and

A2 = 1 or can the situations A1 < e
−1

D+1 and A2 > 1 occur? Further, if the case A2 > 1
holds true, then does A2 depend on D (the dimension of the Euclidean space) or not?

3. Monotonicity of the function (1,∞) 3 p 7→ λ(p, p; Ω)p

3.1. A connection with the eigenvalue problem of the p-Laplace operator

By relation (1.1) with q = p we have that

λ(p, p; Ω)p := inf
u∈W 1,p

0 (Ω)\{0}

‖ |∇u|D ‖pLp(Ω)

‖u‖pLp(Ω)

= inf
u∈W 1,p

0 (Ω)\{0}

∫
Ω

|∇u|pD dx∫
Ω

|u|p dx
, ∀ p ∈ (1,∞) .

It is well-known that this minimization problem is related to the eigenvalue problem
for the p-Laplace operator, namely{

−∆pu = λ|u|p−2u in Ω,
u = 0 on ∂Ω,

(3.1)

in the sense that λ(p, p; Ω)p represents the lowest eigenvalue of the problem (3.1),
also known as the principal frequency of the p-Laplace operator (see, e.g. P. Lindqvist
[26]). (We recall that by an eigenvalue of problem (3.1) we understand a parameter
λ for which the problem possesses a nontrivial (weak) solution.)

3.2. The case D = 1

In the particular case when D = 1, if Ω ∈ P1 then there exists a, b ∈ R with
a < b such that Ω = (a, b). It is well-known (see, e.g. P. Lindqvist [28]) that

λ(p, p; (a, b))p = (p− 1)

(
2

b− a

)p(
π/p

sin(π/p)

)p

, ∀ p ∈ (1,∞) .

Consequently, in this particular case our problem reduces to the analysis of the mono-
tonicity of the function

(1,∞) 3 p 7→ (p− 1)

(
2

b− a

)p(
π/p

sin(π/p)

)p

.

The corresponding investigation was carried on by R. Kajikiya, M. Tanaka, & S.
Tanaka in [23, Theorem 1.1]. More precisely, they proved the following result.

Theorem 3.1. If b−a
2 ≤ 1 then the map p 7→ λ(p, p; (a, b))p is increasing on the entire

interval (1,∞). If b−a
2 > 1 then there exists p? = p?

(
b−a

2

)
∈ (1,∞) such that p 7→

λ(p, p; (a, b))p is increasing on (1, p?) and decreasing on (p?,∞).
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3.3. The case D ≥ 2

In the general case, when D ≥ 2, there is no explicit formula of λ(p, p; Ω)p when
p ∈ (1,∞)\{2}, not even on simple domains such as balls or squares. This fact makes
the study of the monotonicity of the map given in relation (1.3), i.e.

(1,∞) 3 p 7→ λ(p, p; Ω)p ,

more complicated. However, a hint regarding its monotonicity comes from the follow-
ing asymptotic formula due to P. Juutinen, P. Lindqvist, & J. J. Manfredi [21, Lemma
1.5] and N. Fukagai, M. Ito, & K. Narukawa [18, Corollaries 3.2 and 4.5]

lim
p→∞

λ(p, p; Ω) = R−1
Ω ,

which yields

lim
p→∞

λ(p, p; Ω)p =

{
+∞ if RΩ < 1,

0 if RΩ > 1 .

Consequently, if the map given in relation (1.3) has a certain monotonicity then it
should be increasing if RΩ < 1 and decreasing if RΩ > 1.

A first result concerning the monotonicity of the map (1.3) when D ≥ 2 can be
found in a paper by V. Bobkov & M. Tanaka, namely [3, Proposition 9], where the
following theorem was proved.

Theorem 3.2. Assume that D ≥ 2 is an integer and Ω ⊂ RD is a domain satisfying

Br ⊂ Ω ⊂ BR ,

where r, R ∈ (1, e) are two real numbers such that

max{1, e lnR} < r ≤ R < e ,

and Br, BR stand for two balls having radii r and R, respectively. Then the map given
by relation (1.3) is not monotone on (1,∞).

This result was complemented and improved by M. Bocea and the first author of
this paper in [5, Theorem 1]. The precise result is formulated in the following theorem.

Theorem 3.3. Let D ≥ 2 be a given integer. Then there exists a real number M ∈
[e−1, 1] such that for each Ω ∈ PD with RΩ ≤ M the map given by relation (1.3)
is increasing on the entire interval (1,∞). Moreover, for each s > M there exists
a domain Ω ∈ PD with RΩ = s for which the map given by relation (1.3) is not
monotone on the entire interval (1,∞).

3.3.1. Open problems related to the monotonicity of function (1.3).

Problem 1. The following open problem can be formulated in relation with the above
result: if D ≥ 2 and M is the number given by Theorem 3.3 is it true that for all
Ω ∈ PD with RΩ > M the map given by relation (1.3) is not monotone on the entire
interval (1,∞)? In [5, Proposition 1 & Theorem 1] the authors proved the existence
of such kind of domains by using as main argument a result due to R. Kajikiya [22,
Proposition 2.3] (see also L. Brasco [8, Theorem 1.1] for a similar result). Moreover,
the first author of this paper complemented the result by proving in [30, Theorem 1
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(d)] that when Ω is a ball, say BR, with the radius strictly larger than 1, (R > 1), then
the map given by relation (1.3) is not monotone on the entire interval (1,∞). (That
time the main argument was based on some estimates of the principal frequency due
to J. Benedikt & P. Drábek [1, Theorem 2].) Excepting these particular investigations
the general case is an open problem.

Problem 2. Another open problem related with the result from Theorem 3.3 is the
following: if D ≥ 2 does the number M given by Theorem 3.3 satisfy M = 1 or can
the situation M < 1 occur? Moreover, if the case M < 1 holds true, then does M
depend on D (the dimension of the Euclidean space) or not?

3.3.2. Monotonicity results for similar eigenvalue problems. In this section we recall
certain papers where similar results with those formulated in Theorem 3.3 can be
found.

Monotonicity results for variational eigenvalues of the Dirichlet p-Laplace op-
erator. Since λ(p, p; Ω)p represents the lowest eigenvalue of the problem (3.1) it is
natural to ask if similar results hold true for other eigenvalues of the problem. In that
context, firstly, we need to recall the well known fact that the description of the entire
set of eigenvalues of problem (3.1), when p 6= 2, is still an open question. However, for
the sequence of variational eigenvalues produced by using the Ljusternik-Schnirelman
theory (see, e.g. P. Lindqvist [29] or A. Lê [25] for the description of the set of varia-
tional eigenvalues of problem (3.1)) similar results as those given in Theorem 3.3 were
obtained by the first author of this paper in [30, Theorem 1].

Monotonicity results for the principal frequency on an annulus. A similar result
with those from Theorem 3.3 was obtained when Ω is an annulus (i.e., Ω is the
difference of two concentric balls), and consequently Ω 6∈ PD, by A. Grecu and the
first author of this paper in [19, Theorem 1].

Monotonicity of the first positive eigenvalue of the Neumann p-Laplace operator.
Similar investigations with those from Theorem 3.3 were considered in the context
of the first positive eigenvalue of the p-Laplace operator under the homogeneous
Neumann boundary condition by the first author of this paper in collaboration with
J. D. Rossi in [31, Theorem 1.1].

Monotonicity results for the principal frequency of the anisotropic p-Laplace op-
erator. M. Bocea in collaboration with the authors of this paper discussed the mono-
tonicity of the principal frequency of the anisotropic p-Laplace operator in [6, Theo-
rem 1].

3.4. An alternative variational characterization for λ(p, p; Ω) on sets with small
inradius

We note that combining the monotonicity result from Theorem 3.3 with those
obtained by M. Bocea and the first author of this paper in [4, Theorem 2] we deduce
that for each set Ω ∈ PD with RΩ ∈ (0,M ], where M is given by Theorem 3.3, we have
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the following alternative variational characterization of λ(p, p; Ω)p when p ∈ (1,∞),
namely

λ(p, p; Ω)p = inf
u∈X0\{0}

∫
Ω

Φp(|∇u|) dx∫
Ω

Φp(|u|) dx
,

where, X0 := W 1,∞(Ω) ∩
(
∩q>1W

1,q
0 (Ω)

)
and Φp(t) can be taken to be either one of

the functions t 7→ sinh(|t|p), t 7→ cosh(|t|p) − 1, or t 7→ exp(|t|p) − 1. It is interesting
that this variational characterization fails to hold true when Ω ∈ PD with RΩ ∈ (1,∞)
since in that case the above infimum vanishes (see, [4, Theorem 2]).

4. Monotonicity of the function (D,∞) 3 p 7→ λ(p,∞; Ω)p

4.1. A connection between λ(p,∞; Ω)p and an eigenvalue problem

By relation (1.1) with q =∞ we have that

λ(p,∞; Ω)p := inf
u∈W 1,p

0 (Ω)\{0}

‖ |∇u|D ‖pLp(Ω)

‖u‖pL∞(Ω)

= inf
u∈W 1,p

0 (Ω)\{0}

∫
Ω

|∇u|pD dx

‖u‖pL∞(Ω)

, ∀ p ∈ (D,∞) .

Note that λ(p,∞; Ω)p is also known as the best constant in Morrey’s inequality, that
is the largest constant C > 0 for which the following inequality holds true

C‖u‖pL∞(Ω) ≤
∫

Ω

|∇u(x)|pD dx, ∀ u ∈W 1,p
0 (Ω) .

It is well known (see, e.g. G. Ercole & G. A. Pereira [16, Theorem 2.5] or R. Hynd
& E. Lindgren [20]) that for each p ∈ (D,∞) there exists a nonnegative minimizer of

λ(p,∞; Ω)p, say up ∈W 1,p
0 (Ω), such that

‖up‖L∞(Ω) = 1 and ‖ |∇up|D ‖pLp(Ω) = λ(p,∞; Ω)p .

Moreover, there exists a unique point xp ∈ Ω such that

up(xp) = ‖up‖L∞(Ω) = 1 ,

and the following equation is satisfied in the sense of distributions{
−div(|∇up(x)|p−2

D ∇up(x)) = λ(p,∞; Ω)p|up(xp)|p−2up(xp)δxp
(x), if x ∈ Ω,

up(x) = 0, if x ∈ ∂Ω,

where by δxp
the Dirac mass concentrated at xp was denoted.
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4.1.1. The case of a ball. In the particular case when Ω = BR (that is a ball of radius
R, centered at the origin) then

λ(p,∞;BR)p =
DvD
Rp−D

(
p−D
p− 1

)p−1

, (4.1)

where vD = |B1| denotes the volume of the unit ball in RD, (see, e.g., [16, relation
(1.9)]). Consequently, in this particular case our problem reduces to the analysis of
the monotonicity of the function

(D,∞) 3 p 7→ DvD
Rp−D

(
p−D
p− 1

)p−1

.

The precise result in this case is the following (see [17, Theorem 1.2])

Theorem 4.1. For every integer D ≥ 1 if R ≤ 1 then the map p 7→ λ(p,∞;BR)p is in-
creasing on the entire interval (D,∞), while, if R > 1 then the map p 7→ λ(p,∞;BR)p

is not monotone on (D,∞).

4.1.2. The case when Ω ∈ PD is a general set. In the general case an explicit formula
for the quantity λ(p,∞; Ω)p is not available in the literature and, consequently, the
analysis of the monotonicity of the map given in relation (1.4), i.e.

(1,∞) 3 p 7→ λ(p,∞; Ω)p ,

is more complicated. However, a hint regarding its monotonicity comes from the
following asymptotic formula (see, e.g. [16, Theorem 3.2])

lim
p→∞

λ(p,∞; Ω) = R−1
Ω ,

where RΩ = ‖δΩ‖L∞(Ω) denotes the inradius of Ω, which yields

lim
p→∞

λ(p,∞; Ω)p =

{
+∞ if RΩ < 1,

0 if RΩ > 1.

Consequently, if the map given in relation (1.4) has a certain monotonicity then it
should be increasing if RΩ < 1 and decreasing if RΩ > 1.
On the other hand, by [16, Corollary 2.7] for each Ω ∈ PD and each p ∈ (D,∞) the
following inequalities hold

λ
(
p,∞;B D

√
|Ω|/vD

)p
≤ λ(p,∞; Ω)p ≤ λ (p,∞;BRΩ)

p
. (4.2)

Combining relations (4.1) and (4.2) we deduce that

lim
p→D+

λ(p,∞; Ω) = 0, ∀ Ω ∈ PD .

The above pieces of information show that the map given in relation (1.4) is not
monotone on (D,∞) for any set Ω ∈ PD with RΩ > 1. The general result on the
monotonicity of the map given in relation (1.4) was obtained by M. Fărcăşeanu in
collaboration with the first author of this paper in [17, Theorem 1.2] and is given in
the following theorem.
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Theorem 4.2. For every integer D ≥ 2 there exists L ∈ [e−1, 1] such that for each
Ω ∈ PD with RΩ ∈ (0, L] the map given in relation (1.4) is increasing on (D,∞) while
for each Ω ∈ PD with RΩ > 1 the map given in relation (1.4) is not monotone on
(D,∞).

4.1.3. An open problem related to the monotonicity of function (1.4). The following
open problem can be formulated in relation with the above result: if D ≥ 2 does the
number L given by Theorem 4.2 satisfy L = 1 or can the situation L < 1 occur?
Moreover, if the case L < 1 holds true, then does L depend on D (the dimension of
the Euclidean space) or not?

4.2. An alternative variational characterization for λ(p,∞; Ω) on sets with small
inradius

The monotonicity results from Theorems 4.1 and 4.2 allow us to obtain an al-
ternative variational characterization of the constant λ(p,∞; Ω) on domains Ω ∈ PD

with RΩ ≤ L (where L is the constant given by Theorem 4.2). More precisely, if for
any Ω ∈ PD and each p ∈ (1,∞) we define

Λ(p,∞; Ω) := inf
u∈X0\{0}

∫
Ω

(exp(|∇u|pD)− 1) dx

exp
(
‖u‖pL∞(Ω)

)
− 1

, (4.3)

where X0 := W 1,∞(Ω) ∩
(
∩q>1W

1,q
0 (Ω)

)
, then by [17, Theorem 1.3] we have the

following result.

Theorem 4.3. Let D ≥ 1 be an integer and Ω ∈ PD be a set. If RΩ < 1, then
Λ(p,∞; Ω) > 0, for all p ∈ (D,∞), while if RΩ > 1, then Λ(p,∞; Ω) = 0, for all
p ∈ (D,∞). Moreover, if RΩ ≤ L, with L the constant given by Theorem 4.2, then
Λ(p,∞; Ω) = λ(p,∞; Ω)p, for all p ∈ (D,∞). In the particular case when Ω = BR

(i.e., Ω is a ball of radius R from RD) then Λ(p,∞;BR) = 0, for all p ∈ (D,∞) if
R > 1 and Λ(p,∞;BR) = λ(p,∞;BR)p, for all p ∈ (D,∞) if R ∈ (0, 1].
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Abstract. Here is a sample of the results proved in this paper: Let f : R → R
be a continuous function, let ρ > 0 and let ω : [0, ρ[→ [0,+∞[ be a continuous
increasing function such that

lim
ξ→ρ−

∫ ξ

0

ω(x)dx = +∞.

Consider C0([0, 1])× C0([0, 1]) endowed with the norm

‖(α, β)‖ =

∫ 1

0

|α(t)|dt+

∫ 1

0

|β(t)|dt.

Then, the following assertions are equivalent:

(a) the restriction of f to
[
−

√
ρ

2
,
√
ρ

2

]
is not constant;

(b) for every convex set S ⊆ C0([0, 1])×C0([0, 1]) dense in C0([0, 1])×C0([0, 1]),
there exists (α, β) ∈ S such that the problem

−ω
(∫ 1

0

|u′(t)|2dt
)
u′′ = β(t)f(u) + α(t) in [0, 1]

u(0) = u(1) = 0∫ 1

0

|u′(t)|2dt < ρ

has at least two classical solutions.
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1. Introduction

Let H be a real Hilbert space. A very classical result of Efimov and Stechkin
([3]) states that if X is a non-convex sequentially weakly closed subset of H, then
there exists y0 ∈ H such that the restriction to X of the function x → ‖x − y0‖ has
at least two global minima. A more precise version of such a result was obtained by
I.G. Tsar’kov in [10]. Actually, he proved that any convex set dense in H contains a
point y0 with the above property.

In the present paper, as a by product of a more general result, we get the
following:

Theorem 1.1. Let X ⊂ H be a non-convex sequentially weakly closed set and let
u0 ∈ conv(X) \X.

Then, if we put

δ := dist(u0, X)

and, for each r > 0,

ρr := sup
‖y‖<r

((dist(u0 + y,X))2 − ‖y‖2),

for every convex set S ⊆ H dense in H, for every bounded sequentially weakly lower
semicontinuous function ϕ : X → R and for every r satisfying

r >
ρr − δ2 + supX ϕ− infX ϕ

2δ
,

there exists y0 ∈ S, with ‖y0 − u0‖ < r, such that the function x→ ‖x− y0‖2 + ϕ(x)
has at least two global minima in X.

So, with respect to the Efimov-Stechkin-Tsar’kov result, Theorem 1.1 gives us
two remarkable additional informations: a precise localization of the point y0 and the
validity of the conclusion not only for the function x→ ‖x−y0‖2, but also for suitable
perturbations of it.

Let us recall the most famous open problem in this area: if X is a subset of H
such that, for each y ∈ H, the restriction of the function x → ‖x − y‖ to X has a
unique global minimum, is it true that the set X is convex? So, Efimov-Stechkin’s
result provides an affirmative answer when X is sequentially weakly closed. However,
it is a quite common feeling that the answer, in general, should be negative ([1], [2],
[5], [8]). In the light of Theorem 1.1, we posit the following problem:

Problem 1.1. Let X be a subset of H for which there exists a bounded sequentially
weakly lower semicontinuous function ϕ : X → R such that, for each y ∈ H, the
function x→ ‖x− y‖2 + ϕ(x) has a unique global minimum in X. Then, must X be
convex?

What allows us to reach the advances presented in Theorem 1.1 is our particular
approach which is entirely based on the minimax theorem established in [9]. So, also
the present paper can be regarded as a further ring of the chain of applications and
consequences of that minimax theorem.
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2. Results

In the sequel, X is a topological space and E is real normed space, with topo-
logical dual E∗.

For each S ⊆ E∗, we denote by A(X,S) (resp. As(X,S)) the class of all pairs
(I, ψ), with I : X → R and ψ : X → E, such that, for each η ∈ S and each s ∈ R,
the set

{x ∈ X : I(x) + η(ψ(x)) ≤ s}
is closed and compact (resp. sequentially closed and sequentially compact).

Let us start establishing the following useful proposition. E′ denotes the algebraic
dual of E.

Proposition 2.1. Let I : X → R, let ψ : X → E and let x1, . . . , xn ∈ X, λ1, . . . , λn ∈

[0, 1], with

n∑
i=1

λi = 1.

Then, one has

sup
η∈E′

inf
x∈X

(
I(x) + η

(
ψ(x)−

n∑
i=1

λiψ(xi)

))
≤ max

1≤i≤n
I(xi).

Proof. Fix η ∈ E′. Clearly, for some j′ ∈ {1, . . . , n}, we have

η

(
ψ(xj′)−

n∑
i=1

λiψ(xi)

)
≤ 0. (2.1)

Indeed, if not, we would have

η(ψ(xj)) >

n∑
i=1

λiη(ψ(xi))

for each j ∈ {1, . . . , n}. So, multiplying by λj and summing, we would obtain

n∑
j=1

λjη(ψ(xj)) >

n∑
i=1

λiη(ψ(xi)),

a contradiction. In view of (2.1), we have

inf
x∈X

(
I(x) + η

(
ψ(x)−

n∑
i=1

λiψ(xi)

))
≤ I(xj′) + η

(
ψ(xj′)−

n∑
i=1

λiψ(xi)

)
≤ I(xj′) ≤ max

1≤i≤n
I(xi)

and so we get the conclusion due to the arbitrariness of η. �

Our main result is as follows:

Theorem 2.1. Let I : X → R, let ψ : X → E, let S ⊆ E∗ be a convex set dense in E∗

and let u0 ∈ E.
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Then, for every bounded function ϕ : X → R such that (I + ϕ,ψ) ∈ A(X,S)
and for every r satisfying

sup
X
ϕ− inf

X
ϕ < inf

x∈X
(I(x) + ‖ψ(x)− u0‖r)− sup

‖η‖E∗<r
inf
x∈X

(I(x) + η(ψ(x)−u0)), (2.2)

there exists η̃ ∈ S, with ‖η̃‖E∗ < r, such that the function I + η̃ ◦ ψ + ϕ has at least
two global minima in X.

Proof. Consider the function g : X × E∗ → R defined by

g(x, η) = I(x) + η(ψ(x)− u0)

for all (x, η) ∈ X ×E∗. Let Br denote the open ball in E∗, of radius r, centered at 0.
Clearly, for each x ∈ X, we have

sup
η∈Br

η(ψ(x)− u0)) = ‖ψ(x)− u0‖r. (2.3)

Then, from (2.2) and (2.3), it follows

sup
X
ϕ− inf

X
ϕ < inf

X
sup
Br

g − sup
Br

inf
X
g. (2.4)

Now, consider the function f : X × (S ∩Br)→ R defined by

f(x, η) = g(x, η) + ϕ(x)

for all (x, η) ∈ X × (S ∩ Br). Since S is dense in E∗, the set S ∩ Br is dense in Br.
Hence, since g(x, ·) is continuous, we obtain

inf
X

sup
S∩Br

g = inf
X

sup
Br

g. (2.5)

Then, taking (2.4) and (2.5) into account, we have

sup
S∩Br

inf
X
f ≤ sup

Br

inf
X
f ≤ sup

Br

inf
X
g + sup

X
ϕ < inf

X
sup
Br

g + inf
X
ϕ

≤ inf
x∈X

(
sup

η∈S∩Br

g(x, η) + ϕ(x)

)
= inf

X
sup
S∩Br

f. (2.6)

Now, since (I + ϕ,ψ) ∈ A(X,S) and f is concave in S ∩ Br, we can apply Theorem
1.1 of [9]. Therefore, since (by (2.6)) supS∩Br

infX f < infX supS∩Br
f , there exists of

η̃ ∈ S ∩Br such that the function f(·, η̃) has at least two global minima in X which,
of course, are global minima of the function I + η̃ ◦ ψ + ϕ. �

If we renounce to the very detailed informations contained in its conclusion, we
can state Theorem 2.1 in an extremely simplified form.

Theorem 2.2. Let I : X → R, let ψ : X → E and let S ⊂ E∗ be a convex set
weakly-star dense in E∗. Assume that ψ(X) is not convex and that (I, ψ) ∈ A(X,S).

Then, there exists η̃ ∈ S such that the function I + η̃ ◦ ψ has at least two global
minima in X.

Proof. Fix u0 ∈ conv(ψ(X))\ψ(X) and consider the function g : X×E∗ → R defined
by

g(x, η) = I(x) + η(ψ(x)− u0)
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for all (x, η) ∈ X × E∗. By Proposition 2.1, we know that

sup
E∗

inf
X
g < +∞.

On the other hand, for each x ∈ X, since ψ(x) 6= u0, we have

sup
η∈E∗

η(ψ(x)− u0) = +∞.

Hence, since S is weakly-star dense in E∗ and g(x, ·) is weakly-star continuous, we
have

sup
η∈S

g(x, η) = +∞.

Therefore

sup
S

inf
X
g < inf

X
sup
S
g. (2.7)

Now, taken into account that (I, ψ) ∈ A(X,S), we can apply Theorem 1.1 of [9] to
g|X×S

. So, in view of (2.7), there exists η̃ ∈ S such that the function g(·, η̃) (and so
I + η̃ ◦ ψ) has at least two global minima in X, as claimed. �

The next result is a sequential version of Theorem 1.1 of [9].

Theorem 2.3. Let X be a topological space, E a topological vector space, Y ⊆ E a non-
empty separable convex set and f : X × Y → R a function satisfying the following
conditions:
(a) for each y ∈ Y , the function f(·, y) is sequentially lower semicontinuous, sequen-
tially inf-compact and has a unique global minimum in X;
(b) for each x ∈ X, the function f(x, ·) is continuous and quasi-concave.

Then, one has

sup
Y

inf
X
f = inf

X
sup
Y
f.

Proof. The pattern of the proof is the same as that of Theorem 1.1 of [9]. We limit
ourselves to stress the needed changes. First, for every n ∈ N, one proves the result
when E = Rn and Y = Sn := {(λ1, . . . , λn) ∈ ([0,+∞[)n : λ1 + . . . + λn = 1}.
In this connection, the proof agrees exactly with that of Lemma 2.1 of [9], with the
only difference of using the sequential version of Theorem 1.A of [9] instead of such
a result itself (see Remark 2.1 of [9]). Next, we fix a sequence {xn} dense in Y . For
each n ∈ N, set

Pn = conv({x1, . . . , xn}).
Consider the function η : Sn → P defined by

η(λ1, . . . , λn) = λ1x1 + . . .+ λnxn

for all (λ1, . . . , λn) ∈ Sn. Plainly, the function (x, λ1, . . . , λn) → f(x, η(λ1, . . . , λn))
satisfies in X × Sn the assumptions of Theorem A, and so, by the case previously
proved, we have

sup
(λ1,...,λn)∈Sn

inf
x∈X

f(x, η(λ1, . . . , λn)) = inf
x∈X

sup
(λ1,...,λn)∈Sn

f(x, η(λ1, . . . , λn)).
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Since η(Sn) = Pn, we then have

sup
Pn

inf
X
f = inf

X
sup
Pn

f.

Now, set

D =
⋃
n∈N

Pn.

In view of Proposition 2.2 of [9], we have

sup
D

inf
X
f = inf

X
sup
D
f.

Finally, by continuity and density, we have

sup
y∈D

f(x, y) = sup
y∈Y

f(x, y)

for all x ∈ X, and so

inf
X

sup
Y
f = inf

X
sup
D
f = sup

D
inf
X
f ≤ sup

Y
inf
X
f ≤ inf

X
sup
Y
f

and the proof is complete. �

Reasoning as in the proof of Theorem 2.1 and using Theorem 2.3, we get

Theorem 2.4. Let the assumptions of Theorem 2.1 be satisfied. In addition, assume
that E∗ is separable.

Then, the conclusion of Theorem 2.1 holds with As(X,S) instead of A(X,S).

Analogously, the sequential version of Theorem 2.2 is as follows:

Theorem 2.5. Let I : X → R, let ψ : X → E and let S ⊂ E∗ be a convex set weakly-
star separable and weakly-star dense in E∗. Assume that ψ(X) is not convex and that
(I, ψ) ∈ As(X,S).

Then, there exists η̃ ∈ S such that the function I + η̃ ◦ ψ has at least two global
minima in X.

Here is a consequence of Theorem 2.1:

Theorem 2.6. Let E be a Hilbert space, let ψ : X → E be a weakly continuous function
and let S ⊆ E be a convex set dense in E. Assume that ψ(X) is not convex and that
the function ‖ψ(·)‖ is inf-compact. Let u0 ∈ conv(ψ(X)) \ ψ(X).

Then, for every bounded function ϕ : X → R such that ‖ψ(·)‖2 + ϕ(·) is lower
semicontinuous and for every r satisfying

r >
sup‖y‖<r((dist(u0 + y, ψ(X)))2 − ‖y‖2)− (dist(u0, ψ(X)))2 + supX ϕ− infX ϕ

2dist(u0, ψ(X))
,

(2.8)
there exists ỹ ∈ S, with ‖ỹ− u0‖ < r, such that the function ‖ψ(·)− ỹ‖2 +ϕ(·) has at
least two global minima in X.

Proof. First, we observe that the set ψ(X) is sequentially weakly closed (and so norm
closed). Indeed, let {xn} be a sequence in X such that {ψ(xn)} converges weakly to
y ∈ E. So, in particular, {ψ(xn)} is bounded and hence, since ‖ψ(·)‖ is inf-compact,
there exists a compact set K ⊆ X such that xn ∈ K for all n ∈ N. Since ψ is weakly
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continuous, the set ψ(K) is weakly compact and hence weakly closed. Therefore,
y ∈ ψ(K), as claimed. This remark ensures that dist(u0, ψ(X)) > 0. Now, we apply
Theorem 2.1 identifying E with E∗ and taking

I(x) =
1

2
‖ψ(x)− u0‖2

for all x ∈ X. Of course, we have

I(x) + 〈ψ(x)− u0, y〉 =
1

2
(‖ψ(x)− u0 + y‖2 − ‖y‖2) (2.9)

for all y ∈ E. In view of (2.8) and (2.9), we have

1

2
(sup
X
ϕ− inf

X
ϕ) <

1

2
(dist(u0, ψ(X)))2 + rdist(u0, ψ(X))

− 1

2
sup
‖y‖<r

((dist(u0 − y, ψ(X)))2 − ‖y‖2)

≤ inf
x∈X

(I(x) + ‖ψ(x)− u0‖r)−
1

2
sup
‖y‖<r

((dist(u0 − y, ψ(X)))2 − ‖y‖2)

= inf
x∈X

(I(x) + ‖ψ(x)− u0‖r)− sup
‖y‖<r

inf
x∈X

(I(x) + 〈ψ(x)− u0, y〉). (2.10)

Let us show that (I + 1
2ϕ,ψ) ∈ A(X,E). So, fix y ∈ E. Since ψ is weakly continuous,

〈ψ(·), v〉 is continuous in X for all v ∈ E. Observing that

I(x) +
1

2
ϕ(x) + 〈ψ(x), y〉 =

1

2
(‖ψ(x)‖2 + ϕ(x)) + 〈ψ(x), y − u0〉+

1

2
‖u0‖2,

we infer that I(·) + 1
2ϕ(·) + 〈ψ(·), y〉 is lower semicontinuous since ‖ψ(·)‖2 +ϕ(·) is so

by assumption. Now, let s ∈ R. We readily have{
x ∈ X : I(x) +

1

2
ϕ(x) + 〈ψ(x), y〉 ≤ s

}
⊆
{
x ∈ X : ‖ψ(x)‖2 − 2‖y − u0‖‖ψ(x)‖ ≤ 2s− inf

X
ϕ
}
. (2.11)

Since ‖ψ(·)‖ is inf-compact, the set in the right-hand side of (2.11) is compact and
hence so is the set in left-hand right, as claimed. Since the set u0 − S is convex and
dense in E, in view of (2.10), Theorem 2.1 ensures the existence of ṽ ∈ u0 − S, with
‖ṽ‖ < r, such that the function I(·) + 〈ψ(·), ṽ〉+ 1

2ϕ(·) has at least two global minima
in X. Consequently, since

I(x) + 〈ψ(x), ṽ〉+
1

2
ϕ(x) =

1

2
(‖ψ(x) + ṽ − u0‖2 + ϕ(x))− 1

2
(‖u0‖2 − ‖ṽ − u0‖2),

if we put

ỹ := u0 − ṽ,
we have ỹ ∈ S, ‖ỹ − u0‖ < r and the function ‖ψ(·) − ỹ‖2 + ϕ(·) has at least two
global minima in X. The proof is complete. �

Remark 2.1. Of course, Theorem 1.1 is an immediate corollary of Theorem 2.6: take
E = H, consider X equipped with the relative weak topology, take ψ(x) = x and
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observe that if ϕ : X → R is sequentially weakly lower semicontinuous, then ‖·‖2+ϕ(·)
is weakly lower semicontinuous in view of the Eberlein-Smulyan theorem.

Here is an application of Theorem 2.2. An operator T between two Banach spaces
F1, F2 is said to be sequentially weakly continuous if, for every sequence {xn} in F1

weakly convergent to x ∈ F1, the sequence {T (xn)} converges weakly to T (x) in F2.

Theorem 2.7. Let V be a reflexive real Banach space, let x0 ∈ V , let r > 0, let X be the
open ball in V , of radius r, centered at x0, let γ : [0, r[→ R, with limξ→r− γ(ξ) = +∞,
let I : X → R and ψ : X → E be two Gâteaux differentiable functions. Moreover,
assume that I is sequentially weakly lower semicontinous, that ψ is sequentially weakly
continuous, that ψ(X) is bounded and non-convex, and that

γ(‖x− x0‖) ≤ I(x)

for all x ∈ X.
Then, for every convex set S ⊆ E∗ weakly-star dense in E∗, there exists η̃ ∈ S

such that the equation

I ′(x) + (η̃ ◦ ψ)′(x) = 0

has at least two solutions in X.

Proof. We apply Theorem 2.2 considering X equipped with the relative weak topology.
Let η ∈ E∗. Since ψ(X) is bounded, we have c := infx∈X η(ψ(x)) > −∞. Let s ∈ R.
We have

{x ∈ X : I(x) + η(ψ(x)) ≤ s} ⊆ {x ∈ X : I(x) ≤ s− c}
⊆ {x ∈ X : γ(‖x− x0‖) ≤ s− c}. (2.12)

Since limξ→r− γ(t) = +∞, there is δ ∈]0, r[, such that γ(ξ) > s − c for all ξ ∈]δ, r[.
Consequently, from (2.12), we obtain

{x ∈ X : I(x) + η(ψ(x)) ≤ s} ⊆ {x ∈ V : ‖x− x0‖ ≤ δ}. (2.13)

From the assumptions, it follows that the function I + η ◦ ψ is sequentially weakly
lower semicontinuous in X. Hence, from (2.13), since δ < r and V is reflexive, we
infer that the set {x ∈ X : I(x) + η(ψ(x)) ≤ s} is sequentially weakly compact and
hence weakly compact, by the Eberlein-Smulyan theorem. In other words, (I, ψ) ∈
A(X,E∗). Therefore, we can apply Theorem 2.2. Accordingly, there exists η̃ ∈ S such
that the function I + η̃ ◦ ψ has at least two global minima in X which are critical
points of it since X is open. �

Here is an application of Theorem 1.1:

Theorem 2.8. Let H be a Hilbert space and let I, J : H → R be two C1 functionals
with compact derivative such that 2I−J2 is bounded. Moreover, assume that J(0) 6= 0
and that there is x̂ ∈ H such that J(−x̂) = −J(x̂).

Then, for every convex set S ⊆ H×R dense in H×R and for every r satisfying

r >
‖x̂‖2 + |J(x̂)|2 − infx∈H(‖x‖2 + |J(x)|2) + supH(2I − J2)− infX(2I − J2)

2 infx∈H
√
‖x‖2 + |J(x)|2

,
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there exists (y0, µ0) ∈ S, with ‖y0‖2 + |µ0|2 < r2, such that the equation

x+ I ′(x) + µ0J
′(x) = y0

has at least three solutions.

Proof. We consider the Hilbert space E := H ×R with the scalar product

〈(x, λ), (y, µ)〉E = 〈x, y〉+ λµ

for all (x, λ), (y, µ) ∈ E. Take

X = {(x, λ) ∈ E : λ = J(x)}.
Since J ′ is compact, the functional J turns out to be sequentially weakly continuous
([11], Corollary 41.9). So, the set X is sequentially weakly closed. Moreover, notice
that (0, 0) 6∈ X, while the antipodal points (x̂, J(x̂)) and −(x̂, J(x̂)) lie in X. So,
(0, 0) ∈ conv(X). Now, with the notations of Theorem 1.1, taking, of course, u0 =
(0, 0), we have

δ = inf
x∈X

√
‖x‖2 + |J(x)|2

and
ρr = sup

‖y‖2+|µ|2<r2
inf
x∈X

(‖x‖2 + |J(x)|2 − 2〈(x, J(x)), (y, µ)〉E).

Then, from Proposition 2.1, we infer that

ρr ≤ ‖x̂‖2 + |J(x̂)|2.
Now, consider the function ϕ : X → R defined by

ϕ(x, λ) = 2I(x)− λ2

for all (x, λ) ∈ X. Notice that ϕ is sequentially weakly continuous and r satisfies
the inequality of Theorem 1.1. Consequently, there exists (y0, µ0) ∈ S such that the
functional

(x, λ)→ ‖(x, λ)‖2E − 2〈(x, λ), (y0, µ0)〉E + 2I(x)− λ2

has at least two global minima in X. Of course, if (x, λ) ∈ X, we have

‖(x, λ)‖2E − 2〈(x, λ), (y0, µ0)〉E + 2I(x)− λ2

= ‖x‖2 + J2(x)− 2〈x, y0〉 − 2µ0J(x) + 2I(x)− J2(x).

In other words, the functional

x→ ‖x‖2 − 2〈x, y0〉 − 2µ0J(x) + 2I(x)

has two global minima in H. Since the functional

x→ −2〈x, y0〉 − 2µ0J(x) + 2I(x)

has a compact derivative, a well know result ([11], Example 38.25) ensures that the
functional

x→ ‖x‖2 − 2〈x, y0〉 − 2µ0J(x) + 2I(x)

has the Palais-Smale property and so, by Corollary 1 of [6], it possesses at least three
critical points. The proof is complete. �

Remark 2.2. In Theorem 2.8, apart from being C1 with compact derivative, the truly
essential assumption on J is, of course, that its graph is not convex. This amounts to
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say that J is not affine. The current assumptions are made to simplify the constants
appearing in the conclusion. Actually, from the proof of Theorem 2.8, the following
can be obtained:

Theorem 2.9. Let H be a Hilbert space and let I, J : H → R be two C1 functionals
with compact derivative such that 2I−J2 is bounded. Moreover, assume that J is not
affine.

Then, for every convex set S ⊆ H ×R dense in H ×R, there exists (y0, λ0) ∈ S
such that the equation

x+ I ′(x) + λ0J
′(x) = y0

has at least three solutions.

Remark 2.3. For I = 0, the conclusion of Theorem 2.9 can be obtained from Theorem
4 of [7] (see also [4]) provided that, for some r ∈ R, the set J−1(r) is not convex.
Therefore, for instance, the fact that, for any non-constant bounded C1 function
J : R→ R, there are a, b ∈ R such that the equation

x+ aJ ′(x) = b

has at least three solutions, follows, in any case, from Theorem 2.9, while it follows
from Theorem 4 of [7] only if J is not monotone.

We conclude presenting an application of Theorem 2.7 to a class of Kirchhoff-
type problems.

Theorem 2.10. Let f : R→ R be a continuous function, let ρ > 0 and let ω : [0, ρ[→
[0,+∞[ be a continuous increasing function such that

lim
ξ→ρ−

∫ ξ

0

ω(x)dx = +∞.

Consider C0([0, 1])× C0([0, 1]) endowed with the norm

‖(α, β)‖ =

∫ 1

0

|α(t)|dt+

∫ 1

0

|β(t)|dt.

Then, the following assertions are equivalent:

(a) the restriction of f to
[
−
√
ρ

2 ,
√
ρ

2

]
is not constant;

(b) for every convex set S ⊆ C0([0, 1]) × C0([0, 1]) dense in C0([0, 1]) × C0([0, 1]),
there exists (α, β) ∈ S such that the problem

−ω
(∫ 1

0

|u′(t)|2dt
)
u′′ = β(t)f(u) + α(t) in [0, 1]

u(0) = u(1) = 0∫ 1

0

|u′(t)|2dt < ρ

has at least two classical solutions.
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Proof. Consider the Sobolev space H1
0 (]0, 1[) with the usual scalar product

〈u, v〉 =

∫ 1

0

u′(t)v′(t)dt.

LetB√ρ be the open ball inH1
0 (]0, 1[, of radius

√
ρ, centered at 0. Let g : [0, 1]×R→ R

be a continuous function. Consider the functionals I, Jg : B√ρ → R defined by

I(u) =
1

2
ω̃

(∫ 1

0

|u′(t)|2dt
)
,

Jg(u) =

∫ 1

0

g̃(t, u(t))dt

for all u ∈ B√ρ, where ω̃(ξ) =
∫ ξ
0
ω(x)dx, g̃(t, ξ) =

∫ ξ
0
g(t, x)dx. By classical results,

taking into account that if ω(x) = 0 then x = 0, it follows that the classical solutions
of the problem 

−ω
(∫ 1

0

|u′(t)|2dt
)
u′′ = g(t, u) in [0, 1]

u(0) = u(1) = 0∫ 1

0

|u′(t)|2dt < ρ

are exactly the critical points in B√ρ of the functional I − Jg.
Let us prove that (a)→ (b). We are going to apply Theorem 2.7 taking V = H1

0 (]0, 1[),
x0 = 0, r =

√
ρ, I as above, γ(ξ) = 1

2 ω̃(ξ2), E = C0([0, 1])×C0([0, 1]) and ψ : B√ρ →
E defined by

ψ(u)(·) = (u(·), f̃(u(·)))
for all u ∈ B√ρ, where f̃(ξ) =

∫ ξ
0
f(x)dx. Clearly, the functional I is continuous and

strictly convex (and so weakly lower semicontinuous), while the operator ψ is Gâteaux
differentiable and sequentially weakly continuous due to the compact embedding of
H1

0 (]0, 1[) into C0([0, 1]). Recall that

max
[0,1]
|u| ≤ 1

2

√∫ 1

0

|u′(t)|2dt

for all u ∈ H1
0 (]0, 1[). As a consequence, the set ψ

(
B√ρ

)
is bounded and, in view of

(a), non-convex. Hence, each assumption of Theorem 2.7 is satisfied. Now, consider
the operator T : E → E∗ defined by

T (α, β)(u, v) =

∫ 1

0

α(t)u(t)dt+

∫ 1

0

β(t)v(t)dt

for all (α, β), (u, v) ∈ E. Of course, T is linear and the linear subspace T (E) is total
over E. Hence, T (E) is weakly-star dense in E∗. Moreover, notice that T is continuous
with respect to the weak-star topology of E∗. Indeed, let {(αn, βn)} be a sequence in
E converging to some (α, β) ∈ E. Fix (u, v) ∈ E. We have to show that

lim
n→∞

T (αn, βn)(u, v) = T (α, β)(u, v). (2.14)
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Notice that

lim
n→∞

(∫ 1

0

|αn(t)− α(t)|dt+

∫ 1

0

|βn(t)− β(t)|dt
)

= 0. (2.15)

On the other hand, we have

|T (αn, βn)(u, v)−T (α, β)(u, v)| =
∣∣∣∣∫ 1

0

(αn(t)− α(t))u(t)dt+

∫ 1

0

(βn(t)− β(t))v(t)dt

∣∣∣∣
≤
(∫ 1

0

|αn(t)− α(t)|dt+

∫ 1

0

|βn(t)− β(t)|dt
)

max

{
max
[0,1]
|u|,max

[0,1]
|v|
}

and hence (2.14) follows in view of (2.15).
Finally, fix a convex set S ⊆ C0([0, 1])×C0([0, 1]) dense in C0([0, 1])×C0([0, 1]). Then,
by the kind of continuity of T just now proved, the convex set T (−S) is weakly-star
dense in E∗ and hence, thanks to Theorem 2.7, there exists (α0, β0) ∈ −S such that,
if we put

g(t, ξ) = α0(t) + β0(t)f(ξ),

the functional I − Jg has at least two critical points in B√ρ which are the claimed
solutions of the problem in (b), with α = −α0 and β = −β0.

Now, let us prove that (b)→ (a). Assume that the restriction of f to
[
−
√
ρ

2 ,
√
ρ

2

]
is constant. Let c be such a value. So, the classical solutions of the problem

−ω
(∫ 1

0

|u′(t)|2dt
)
u′′ = cβ(t) + α(t) in [0, 1]

u(0) = u(1) = 0∫ 1

0

|u′(t)|2dt < ρ

are the critical points in B√ρ of the functional

u→ 1

2
ω̃

(∫ 1

0

|u′(t)|2dt
)
−
∫ 1

0

(cα(t) + β(t))u(t)dt.

But, since ω is increasing and non-negative, this functional is strictly convex and so
it possesses a unique critical point. The proof is complete. �
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l’Analisi Matematica, la Probabilità e le loro Applicazioni (GNAMPA) of the Istituto
Nazionale di Alta Matematica (INdAM) and by the Università degli Studi di Catania,
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Multiple solution for a fourth-order nonlinear
eigenvalue problem with singular and sublinear
potential

Csaba Farkas, Ildikó Ilona Mezei and Zsuzsánna-T́ımea Nagy

Dedicated to the memory of Professor Csaba Varga

Abstract. Let (M, g) be a Cartan-Hadamard manifold. For certain positive num-
bers µ and λ, we establish the multiplicity of solutions to the problem

∆2
gu−∆gu+ u = µ

u

dg(x0, x)4
+ λα(x)f(u), in M,

where x0 ∈ M , while f : R → R is continuous function, superlinear at zero and
sublinear at infinity.

Mathematics Subject Classification (2010): 54AXX.

Keywords: Riemannian manifolds, Schrödinger system, variational arguments,
isometries.

1. Introduction

The biharmonic non-linear Schrödinger equation

i∂tψ + a∆2ψ + b∆ψ + c|ψ|2wψ = 0 in R× Rd,

where a,w > 0 and b, c ∈ R, c 6= 0 has been introduced by Karpman and Shagalov
[13]. The problem, because of its physical applications, has received much attention in
recent years. After a Lyapunov-Schmidt type reduction, i.e., a separation of variables
the previous problem reduces to a fourth-order elliptic equation. With the aid of
variational methods, the existence and multiplicity of nontrivial solutions for such
problems have been extensively studied in the literature over the last decades, see for
instance [4, 5, 9, 16] and reference therein.

Received 04 December 2022; Revised 08 February 2023.
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Similarly, in recent years singular fourth order equations have been widely stud-
ied because of their wide application to physical models such as non-Newtonian fluids,
see for instance [1, 3, 12, 11, 6, 17, 18].

Most of the aforementioned papers provide existence and multiplicity results
by employing different techniques as variational methods, genus theory, the Nehari
manifold etc.

As far as we know, no result is available in the literature concerning singular
foruth order Schrödinger systems on non-compact Riemannian manifolds. Motivated
by this fact, the purpose of the present paper is to provide multiplicity results in the
case of the singular foruth order Schrödinger system in such a non-compact setting.
Since this problem is very general, we shall restrict our study to Hadamard mani-
folds (simply connected, complete Riemannian manifolds with non-positive sectional
curvature).

To be more precise, let (M, g) be a d-dimensional Hadamard manifold, with
d ≥ 5 and we shall consider the following problem{

∆2
gu−∆gu+ u = µ u

dg(x0,x)4 + λα(x)f(u), in M

u ∈W 2,2
g (M)

(Pλ,µ)

where f is a given function, while λ and µ are positive constants, and α ∈ L1(M) ∩
L∞(M) . On the nonlinearity f : R→ R we assume that

(f1) is superlinear at zero, i.e. lim
s→0

f(s)

s
= 0,

(f2) is sublinear at infinity, i.e., lim
s→∞

f(s)

s
= 0,

(f3) denoting by F (s) =

s∫
0

f(t) dt, finally we assume that sup
s∈R

F (s) > 0.

Our main result reads as follows:

Theorem 1.1. Let (M, g) be a d-dimensional Hadamard manifold, with d ≥ 5 and
f : R→ R be continuous function which satisfies (f1), (f2) and (f3) and α ∈ L1(M)∩
L∞(M) be a non-zero, non-negative function which depends on dg(x0, ·) and satisfies

sup
R>0

essinf
dg(x0,x)≤R

α(x) > 0. Then for every µ ∈
[
0, d

2(d−4)2

16

)
there exist an open interval

Iµ ⊂ (0,+∞) and a real number σµ > 0 such that for every λ ∈ Iµ the problem (Pλ,µ)
has at least two distinct nontrivial weak solutions in W 2,2

g (M) whose W 2,2
g -norms are

less than σµ.

The proof of Theorem 1.1 is based on a three critical point result of Bonanno
[2] (which is actually a refinement of a general principle of Ricceri [20, 19]), combined
with a compact embedding result(see Farkas, Kristály and Mester [8]) combined with
variational arguments.
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2. Preliminaries

Let (M, g) be a complete non-compact Riemannian manifold with dimM = d.

Let TxM be the tangent space at x ∈ M , TM =
⋃
x∈M

TxM be the tangent bundle,

and dg : M ×M → [0,+∞) be the distance function associated to the Riemannian
metric g. Let Bg(x, ρ) = {y ∈ M : dg(x, y) < ρ} be the open metric ball with center
x and radius ρ > 0; if dvg is the canonical volume element on (M, g), the volume

of a bounded open set Ω ⊂ M is Volg(Ω) =

∫
Ω

dvg = Hd(Ω). If dσg denotes the

(d− 1)-dimensional Riemannian measure induced on ∂Ω by g, then

Areag(∂Ω) =

∫
∂Ω

dσg = Hd−1(∂Ω)

stands for the area of ∂Ω with respect to the metric g. Hereafter, Hl denotes the
l-dimensional Hausdorff measure.

Let p > 1. The norm of Lp(M) is given by

‖u‖p =

(∫
M

|u|pdvg
)1/p

.

Let u : M → R be a function of class C1. If (xi) denotes the local coordinate system on
a coordinate neighbourhood of x ∈ M , and the local components of the differential
of u are denoted by ui = ∂u

∂xi
, then the local components of the gradient ∇gu are

ui = gijuj . Here, gij are the local components of g−1 = (gij)
−1. In particular, for

every x0 ∈M one has the eikonal equation

|∇gdg(x0, ·)| = 1 a.e. on M. (2.1)

When no confusion arises, if X,Y ∈ TxM , we simply write |X| and 〈X,Y 〉 instead of
the norm |X|x and inner product gx(X,Y ) = 〈X,Y 〉x, respectively.

The Lp(M) norm of ∇gu : M → TM is given by

‖∇gu‖p =

(∫
M

|∇gu|pdvg
) 1
p

.

The space W 2,2
g (M) is the completion of C∞0 (M) with respect to the norm

‖u‖2
W 1,2
g (M)

= ‖u‖p2 + ‖∇gu‖22 + ‖∆gu‖22.

Let G be a compact connected subgroup of Isomg(M), and let OxG = {ξx : ξ ∈ G} be
the orbit of the element x ∈M . The action of G on W 2,2

g (M) is defined by

(ξu)(x) = u(ξ−1x) for all x ∈M, ξ ∈ G, u ∈W 1,p
g (M), (2.2)

where ξ−1 : M →M is the inverse of the isometry ξ. We say that a continuous action
of a group G on a complete Riemannian manifold M is coercive (see Tintarev [22,
Definition 7.10.8] or Skrzypczak and Tintarev [21, Definition 1.2]) if for every t > 0,
the set

Ot = {x ∈M : diamOxG ≤ t}
is bounded.



142 Csaba Farkas, Ildikó Ilona Mezei and Zsuzsánna-T́ımea Nagy

Let m(y, ρ) be the maximal number of mutually disjoint geodesic balls with
radius ρ on OyG

m(y, ρ) = sup {n ∈ N : ∃ξ1, . . . , ξn ∈ G : Bg(ξiy, ρ) ∩Bg(ξjy, ρ) = ∅,∀i 6= j}
We also define

W 2,2
g,G(M) = {u ∈W 2,2

g (M) : ξu = u for all ξ ∈ G}

be the subspace of G-invariant functions of W 2,2
g (M).

Theorem 2.1 ([8], Theorem 1.1). Let (M, g) be a d-dimensional Hadamard manifold,
and let G be a compact connected subgroup of Isomg(M) such that FixM(G) 6= ∅. Then
the following statements are equivalent:

(i) G is coercive;
(ii) FixM (G) is a singleton;
(iii) m(y, ρ)→∞ as dg(x0, y)→∞.

Moreover, from any of the above statements it follows that the embedding W 2,2
g,G(M) ⊂

W 1,2
g,G(M) ↪→ Lq(M) is compact for every 2 ≤ q < 2# = 2d

d−4 if 1 < p < d.

In order to prove Theorem 1.1, we recall an abstract tool, which is the following
critical point result of Bonanno [2] (which is actually a refinement of a general principle
of Ricceri [20, 19]):

Theorem 2.2 ([2], Theorem 2.1). Let X be a separable and reflexive real Banach space,
and let Φ, J : X → R be two continuously Gâteaux differentiable functionals, such that
Φ(u) ≥ 0 for every u ∈ X. Assume that there exist u0, u1 ∈ X and ρ > 0 such that

(1) Φ(u0) = J(u0) = 0,
(2) ρ < Φ(u1),

(3) sup
Φ(u)<ρ

J(u) < ρ
J(u1)

Φ(u1)
.

Further, put

a = ζρ

(
ρ
J(u1)

Φ(u1)
− sup

Φ(u)<ρ

J(u)

)−1

, where ζ > 1,

and assume that the functional Φ − λJ is sequentially weakly lower semicontinuous,
satisfies the Palais-Smale condition and

(4) lim
‖u‖→∞

(Φ(u)− λJ(u)) = +∞, for all λ ∈ [0, a].

Then there exists an open interval Λ ⊂ [0, a] and a number µ > 0 such that for each
λ ∈ Λ, the equation Φ′(u) − λJ ′(u) = 0 admits at least three solutions in X having
norm less than µ.

We conclude this section by stating the Rellich inequality: if (M, g) is a
Hadamard manifold with dimM = d ≥ 5, then we have the following inequality
(see for instance [15])∫

M

(∆gu)
2

dvg ≥
d2(d− 4)2

16

∫
M

u2

d4
g(x0, x)

dvg, ∀u ∈W 2,2
g (M). (2.3)
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where the constant is d2(d−4)2

16 sharp, but are never achieved

3. Proof of the main result

As in usual case we associate the energy functional with the problem (Pλ,µ),
Eλ,µ : M → R,

Eλ,µ(u) =

∫
M

(∆gu)
2

+ |∇gu|2 + u2 dvg

− µ
∫
M

u2

dg(x0, x)4
dvg − λ

∫
M

α(x)F (u) dvg.

Based on the assumption of the continuous function f , a standard argument
shows that Eλ,µ : W 2,2

g (M)→ R is of class C1 and its critical points are exactly the
weak solutions of the studied problem. Therefore, it is enough to show the existence
of multiple critical points of Eλ,µ. For further use, let us denote by

Φµ,0(u) =

∫
M

(∆gu)
2

+ |∇gu|2 + u2 dvg − µ
∫
M

u2

dg(x0, x)4
dvg

and

J0(u) =

∫
M

α(x)F (u) dvg.

Having in our mind the compactness result, see Theorem 2.1, we restrict the
energy functional to the space W 2,2

g,G(M). For simplicity, in the following we denote

Eλ,µ = Eλ,µ|W 2,2
g,G(M), Φµ = Φµ,0|W 2,2

g,G(M), and J = J0|W 2,2
g,G(M).

Lemma 3.1. Let G be a compact connected subgroup of Isomg(M) with FixM (G) =
{x0}. Then Eλ,µ is G-invariant.

Proof of Lemma 3.1. Let u ∈W 2,2
g (M) and σ ∈ G be arbitrarily fixed. Since σ : M →

M is an isometry on M , by (2.2), for every x ∈M we have

∇g(σu)(x) = Dσσ−1(x)∇gu(σ−1(x)),

where Dσσ−1(x) : Tσ−1(x)M → TxM denotes the differential of σ at the point σ−1(x).
Note that the (signed) Jacobian determinant of σ is 1 and Dσσ−1(x) preserves inner
products. Therefore, by using the latter facts, relation (2.2) and a change of variables
y = σ−1(x), it turns out that∫

M

(
|∇g(σu)(x)|2x + |(σu)(x)|2

)
dvg(x)

=

∫
M

(
|∇gu(σ−1(x))|2σ−1(x) + |u(σ−1(x))|2

)
dvg(x)

=

∫
M

(
|∇gu(y)|2y + |u(y)|2

)
dvg(y),

We claim that

∆g ((σ ◦ u)(x)) = ∆gu(σ−1(x)).
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To prove this claim, we choose an arbitrary test function ϕ, then we consider the
following integral∫

M

∆g ((σ ◦ u)(x))ϕ(σ−1(x))dvg(x)

= −
∫
M

〈Dσσ−1(x)∇gu(σ−1(x)), Dσσ−1(x)ϕ(σ−1(x))〉dvg(x)

= −
∫
M

〈∇gu(σ−1(x)), ϕ(σ−1(x))〉dvg(x)

= −
∫
M

〈∇gu(y), ϕ(y)〉dvg(y)

=

∫
M

∆gu(y)ϕ(y)dvg(y)

=

∫
M

∆gu(σ−1(x))ϕ(σ−1(x))dvg(x),

the arbitrariness of the function ϕ proves the claim. Finally, since σ ∈ G and α ∈
L1(M)∩L∞(M) is a non-zero, non-negative function which depends on dg(x0, ·) and

FixM (G) = {x0}, it turns out that for every u ∈ W 2,2
g,G(M), we have J0(σu) = J0(u),

which concludes the proof. �

The principle of symmetric criticality of Palais (see Kristály, Rădulescu and
Varga [14, Theorem 1.50]) and the previous Lemma imply that the critical points of
Eλ,µ = Eλ,µ|W 2,2

g,G(M) are also critical points of the original functional Eλ,µ. Therefore,

it is enough to find critical points of Eλ,µ.

Lemma 3.2. For every µ ∈
[
0, d

2(d−4)2

16

)
and λ ∈ R+, the functional Eλ,µ is sequen-

tially weakly lower semicontinuous on W 2,2
g,G(M).

Proof. First we prove that the functional Φµ is sequentially weakly lower semicon-
tinuous on W 2,2

g (M). To this end, we consider u, v ∈ W 2,2
g (M) and t ∈ [0, 1], and

thus

Φµ(tu+ (1− t)v) =

∫
M

(∆g(tu+ (1− t)v))
2

dvg +

∫
M

|∇g(tu+ (1− t)v)|2 dvg

+

∫
M

(tu+ (1− t)v)2 dvg − µ
∫
M

(tu+ (1− t)v)2

d4
g(x0, x)

dvg

≤
∫
M

(∆g(tu+ (1− t)v))
2

dvg +

∫
M

t|∇gu|2 + (1− t)|∇gv|2 dvg

+

∫
M

tu2 + (1− t)v2 dvg − µ
∫
M

(tu+ (1− t)v)2

d4
g(x0, x)

dvg.

Now, using the following identity

(ta+ (1− t)b)2 = ta2 + (1− t)b2 − t(1− t)(a− b)2,
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we get that

Φµ(tu+ (1− t)v) ≤ tΦµ(u) + (1− t)Φµ(v)

− t(1− t)
(∫

M

(∆g(u− v))
2

dvg − µ
∫
M

(u− v)2

d4
g(x0, x)

dvg

)
.

Using the Rellich inequality (2.3) (see also Kristály and Repovs [15]), one has that∫
M

(∆g(u− v))
2

dvg − µ
∫
M

(u− v)2

d4
g(x0, x)

dvg ≥ 0,

for every u, v ∈W 2,2
g (M), thus

Φµ(tu+ (1− t)v) ≤ tΦµ(u) + (1− t)Φµ(v).

Thus Φµ is positive and convex, therefore is sequentially weakly lower semicontinous.
It remains to prove that J is sequentially weakly continuous. To this end, consider

a sequence {uk}k in W 2,2
g,G(M) which converges weakly to u ∈W 2,2

g,G(M), and suppose
that

J(uk)��→J(uk) as k →∞.
Thus, there exist ε > 0 and a subsequence of {un}n, denoted again by {un}n, such
that un → u in L∞(M) and

0 < ε ≤ |J(uk)− J(u)|, for every k ∈ N.

Thus, by the mean value theorem, there exists θk ∈ (0, 1) such that

0 < ε ≤ |〈J ′(u+ θk(uk − u)), uk − u〉|

≤
∫
M

α(x)|f(u+ θk(uk − u))| · |uk − u|dvg.

Using the assumptions (f1), (f2) and the Hölder inequality the last term tends to 0,
which provides a contradiction. �

Lemma 3.3. For every µ ∈
[
0, d

2(d−4)2

16

)
and λ ∈ R+, the functional Eλ,µ is coercive

and satisfies the Palais-Smale condition.

Proof. First we prove that the functional Eλ,µ is coercive. Let us fix µ ∈
[
0, n

2(n−4)2

16

)
and λ ∈ R+. We denote µ = n2(n−4)2

16 . By the (f1) and (f2) for every ε > 0, there
exists δε ∈ (0, 1) such that

|f(s)| ≤ ε|s| for all|s| ≤ δε and |s| ≥ δ−1
ε .

Since f ∈ C(R,R), there also exists a number Mε > 0 such that

|f(s)|
|s|q

≤Mε for all |s| ∈ [δε, δ
−1
ε ],

where q ∈ (0, 1). Therefore

|f(s)| ≤ ε|s|+Mε|s|q, for all s ∈ R. (3.1)
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Thus, for every u ∈W 2,2
g,G(M) we have

Eλ,µ ≥
1

2

(
1− µ

µ

)
‖u‖2 − λ

∫
M

α(x)|F (u)|dvg

≥ 1

2

(
1− µ

µ

)
‖u‖2 − 1

2
λ‖α‖∞ε‖u‖2 −

λMεC

q + 1
‖u‖q+1.

If ‖u‖ → ∞ we conclude that Eλ,µ(u)→∞ as well, i.e. Eλ,µ is coercive. Now, let {uk}k
be a sequence in W 2,2

g,G(M) such that {Eλ,µ(uk)}k is bounded and ‖E ′λ,µ(uk)‖∗ → 0.

Since Eλ,µ is coercive, the sequence {uk}k is bounded in W 2,2
g,G(M). Therefore, up to

a subsequence, uk ⇀ u weakly in W 2,2
g,G(M) for some u ∈W 2,2

g,G(M).

Hence, due to Theorem Theorem 2.1, it follows that uk → u strongly in Lp(M).
In particular, we have that

E ′λ,µ(u)(u− uk)→ 0 and E ′λ,µ(uk)(u− uk)→ 0 as k →∞. (3.2)

On the one hand, it is easy to verify that(
1− µ

µ

)
‖uk − u‖2 ≤‖uk − u‖2 − µ

∫
M

(uk − u)2

d4
g(x0, x)

dvg

=E ′λ,µ(u)(u− uk) + E ′λ,µ(uk)(u− uk)

+ λ

∫
M

α(x)[f(uk)− f(u)](uk(x)− u(x)) dvg.

On the other hand, by means of (f1) and (f2) one has that∫
M

α(x)[f(uk)− f(u)](uk(x)− u(x)) dvg → 0,

as k →∞. Thus we proved that ‖uk − u‖ → 0, which proves the claim. �

Lemma 3.4. For every µ ∈
[
0, d

2(d−4)2

16

)
lim
ρ→0+

sup{J(u) : Φµ(u) < ρ}
ρ

= 0.

Proof. Fix µ ∈ [0, µ). Using again (f1), for every ε > 0 there exists δ > 0

|f(s)| < ε

4

(
1− µ

µ

)
‖α‖−1

∞ κ−2
2 |s| for all |s| < δ.

For fixed p > 2, one has the following inequality

|F (s)| ≤ ε

4

(
1− µ

µ

)
‖α‖−1

∞ κ−2
2 |s|+ c(ε)|s|p for all s ∈ R.

For ρ > 0 define the sets

S1
ρ = {u : Φµ(u) < ρ}; S2

ρ = {u : (1− µ/µ)‖u‖ < 2ρ}.

Using the Rellich inequality, we have that S1
ρ ⊆ S2

ρ . Moreover, for every u ∈ S2
ρ we

have that

J(u) =

∫
M

α(x)F (u) dvg ≤
ε

2
ρ+ cρ

p
2 .
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Thus there exists ρ(ε) > 0 such that for every 0 < ρ < ρ(ε)

0 ≤
sup
u∈S1

ρ

J(u)

ρ
≤

sup
u∈S2

ρ

J(u)

ρ
≤ ε

2
+ c′ρ

p−2
2 < ε,

which completes the proof. �

Proof of Theorem 1.1. Fix µ ∈ [0, µ). We recall that sup
R>0

essinf
dg(x0,x)≤R

α(x) > 0, thus we

choose an R0 > 0 such that αR0
:= essinf

dg(x0,x)≤R0

α(x) > 0.

From the assumption (f3) there exists s0 > 0 such that F (s0) > 0. Let uε ∈W 2,2
g,G(M)

such that uε(x) = s0 for any x ∈ Bg(x0, εR0), uε(x) = 0 for any M \Bg(x0, R0), and
‖uε‖∞ ≤ |s0|. We also have

J(uε) ≥ αR0
F (s0)Volg(Bg(x0, εR0))

− ‖α‖∞ max
|t|≤|s0|

|F (t)|Volg (Bg(x0, R0) \Bg(x0, εR0)) ,

For ε close enough to 1, the right-hand side of the last inequality becomes strictly
positive; choose such a number, say ε0. Now, taking into account Lemma 3.4, one can
fix a small number ρ = ρ(ε0) such that

2ρ <

(
1− µ

µ

)
‖u‖2,

sup{J(u) : Φµ(u) < ρ}
ρ

<
2J(uε0)

‖uε0‖2
.

In Theorem 2.2 we choose u1 = uε0 and u0 = 0, and observe that the hypotheses (2)
and (3) are satisfied. We define

a =
1 + ρ

J(uε0 )

Φ(uε0 ) −
sup{J(u):Φµ(u)≤ρ}

ρ

.

Taking into account Lemmas, 3.2 and 3.3, all the assumptions of Theorem 2.2 are
verified. Thus there exists an open interval Iµ ⊂ [0, a] and a number σµ > 0 such that
for each λ ∈ Iµ, the equation E ′λ,µ(u) = Φ′µ(u)−λJ ′(u) admits at least three solutions

in W 2,2
g,G(M) having W 2,2

g (M)-norms less than σµ. This concludes the proof. �
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Fuzzy differential subordinations connected
with convolution

Sheza M. El-Deeb and Alina Alb Lupaş

Abstract. The object of the present paper is to obtain several fuzzy differential
subordinations associated with Linear operator

Dmn,δ,gf(z) = z +

∞∑
j=2

[1 + (j − 1) cn(δ)]m ajbjz
j .

Using the operator Dmn,δ,g, we also introduce a class HFn,m,δ (η, g) of univalent
analytic functions for which we give some properties.

Mathematics Subject Classification (2010): 30C45, 30A20.

Keywords: Fuzzy differential subordination, fuzzy best dominant, binomial series,
linear differential operator, convolution.

1. Introduction

Let Ω⊂ C, H(Ω) the class of holomorphic functions on Ω and denote by Hd(Ω)
the class of holomorphic and univalent functions on Ω. In this paper, we denote by
H(∆) the class of holomorphic functions in the open unit disk ∆ = {z ∈ C : |z| < 1}
with B∆ = {z ∈ C : |z| = 1} the boundary of the unit disk. For β ∈ C and d ∈ N, we
denote

H [β, d] =

f ∈ H(∆) : f(z) = β +

∞∑
j=d+1

ajz
j , z ∈ ∆

 ,

Ad =

f ∈ H(∆) : f(z) = z +

∞∑
j=d+1

ajz
j , z ∈ ∆

 with A1 = A,

and

S = {f ∈ A : f is a univalent function in ∆} .

Received 10 April 2020; Revised 16 July 2020.
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We denote by

C =

{
f ∈ A : <

(
1 +

zf
′′
(z)

f ′(z)

)
> 0, z ∈ ∆

}
,

the set of convex functions in ∆.

Definition 1.1. [4, 11] Let f1 and f2 are analytic function in ∆, then f1 is subordinate
to f2, written f1 ≺ f2 if there exists a Schwarz function w, which is analytic in ∆
with w(0) = 0 and |w(z)| < 1 for all z ∈ ∆, such that f1(z) = f2(w(z)). Furthermore,
if the function f2 is univalent in ∆, then we have the following equivalence:

f1(z) ≺ f2(z)⇔ f1(0) = f2(0) and f1(∆) ⊂ f2(∆).

In order to introduce the notion of fuzzy differential subordination, we use the
following definitions and propositions:

Definition 1.2. [10] Fuzzy subset of Y is a pair (B,FB), with FB : Y → [0, 1] and

B = {x ∈ Y : 0 < FB(x) ≤ 1}. (1.1)

The support of the fuzzy set (B,FB) is the set B and the membership function of
(B,FB) is FB.

Proposition 1.3. [12] (i) If (B,FB) = (U ,FU ), then we have B = U , where

B = sup (B,FB) and U = sup (U ,FU ) ;

(ii) If (B,FB) ⊆ (U ,FU ), then we have B ⊆ U , where

B = sup (B,FB) and U = sup (U ,FU ) .

Let f, g ∈ H(Ω), we denote by

f (Ω) =
{
f(z) : 0 < Ff(Ω)f(z) ≤ 1, z ∈ Ω

}
= sup

(
f (Ω) ,Ff(Ω)

)
, (1.2)

and
g (Ω) =

{
g(z) : 0 < Fg(Ω)g(z) ≤ 1, z ∈ Ω

}
= sup

(
g (Ω) ,Fg(Ω)

)
. (1.3)

Definition 1.4. [12] Let z0 ∈ Ω be a fixed point and let the functions f, g ∈ H(Ω). The
function f is said to be fuzzy subordinate to g and write f ≺F g or f(z) ≺F g(z), if
are satisfied the following conditions:

(i) f(z0) = g(z0)
(ii) Ff(Ω)f(z) ≤ Fg(Ω)g(z), z ∈ Ω.

Proposition 1.5. [12] Assume that z0 ∈ Ω is a fixed point and the functions f, g ∈
H(Ω). If f(z) ≺F g(z), z ∈ Ω, then

(i) f(z0) = g(z0)
(ii) f (Ω) ⊆ g (Ω) , Ff(Ω)f(z) ≤ Fg(Ω)g(z), z ∈ Ω,

where f (Ω) and g (Ω) are defined by (1.2) and (1.3), respectively.

Definition 1.6. [13] Assume that Φ : C3 × ∆ → C and h ∈ S, with Φ (α, 0, 0; 0) =
h(0) = α. If p is analytic in ∆, with p(0) = α and satisfies the second order fuzzy
differential subordination

FΦ(C3×∆)Φ
(
p(z), zp

′
(z), z2p

′′
(z); z

)
≤ Fh(∆)h(z),



Fuzzy differential subordinations connected with convolution 153

i.e. Φ
(
p(z), zp

′
(z), z2p

′′
(z); z

)
≺F h(z), z ∈ ∆, (1.4)

then p is said to be a fuzzy solution of the fuzzy differential subordination. The
univalent function q is called a fuzzy dominant of the fuzzy solutions for the fuzzy
differential subordination if

Fp(∆)p(z) ≤ Fq(∆)q(z), i.e. p(z) ≺F q(z), z ∈ ∆

for all p satisfying (1.4).
A fuzzy dominant q̃ that satisfies

Fq̃(∆)q̃(z) ≤ Fq(∆)q(z), i.e. q̃(z) ≺F q(z), z ∈ ∆

for all fuzzy dominants q of (1.4) is called the fuzzy best dominant of (1.4).

Making use the binomial series

(1− δ)n =

n∑
i=0

(
n
i

)
(−1)

i
δi (n ∈ N = {1, 2, ...}) ,

for f ∈ A, we introduced the linear differential operator as follows:

D0
n,δ,gf(z) = (f ∗ g) (z),

D1
n,δ,gf(z) = Dn,δ,gf(z) = (1− δ)n (f ∗ g) (z) + [1− (1− δ)n] z (f ∗ g)

′
(z)

= z +

∞∑
j=2

[1 + (j − 1) cn(δ)] ajbjz
j

...

Dmn,δ,gf(z) = Dn,δ,g
(
Dm−1
n,δ,gf(z)

)
= (1− δ)nDm−1

n,δ,gf(z) + [1− (1− δ)n] z
(
Dm−1
n,δ,gf(z)

)′
= z +

∞∑
j=2

[1 + (j − 1) cn(δ)]
m
ajbjz

j (1.5)

(δ > 0, n ∈ N, m ∈ N0 = N ∪ {0}) ,
where

cn(δ) =

n∑
i=1

(
n
i

)
(−1)

i+1
δi (n ∈ N) .

From (1.5), we obtain that

cn(δ) z
(
Dmn,δ,gf(z)

)′
= Dm+1

n,δ,gf(z)− [1− cn(δ)]Dmn,δ,gf(z).

By specializing the parameters n, δ and bj , we note that
(i) Putting bj = 1 (or g(z) = z

1−z ), then Dmn,δ, z
1−z

= Dmn,δ defined by Yousef et al. [17].

(ii) Putting bj = 1 (or g(z) = z
1−z ) and n = 1, then Dm1,δ, z

1−z
= Dmδ defined by

Al-Oboudi [3].
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(iii) Putting bj = 1 (or g(z) = z
1−z ) and n = δ = 1, then Dm1,1, z

1−z
= Dm defined by

Sălăgean.[15].

(iv) Putting bj =
(
`+1
`+j

)α
(α > 0, ` > −1) and n = 1, then Dm1,δ,g = Im,α`,δ f(z) defined

by El-Deeb and Lupaş [6].

(v) Putting bj =
(
α+1
α+j

)n
mj−1

(j−1)!e
−m (m,α ≥ 0, n ∈ N0) and m = 0, then D0

n,δ,g =

Hnα,mf(z) defined by El-Deeb and Oros [9].

(vi) Putting bj = (−1)k−1Γ(υ+1)
4k−1(k−1)!Γ(k+υ)

· [k,q]!
[λ+1,q]k−1

, (υ > 0, λ > −1, 0 < q < 1) studied by

El-Deeb and Bulboacă [7] and El-Deeb [5], we obtain the operator Nm,λ,q
υ,n,δ , defined as

follows:

Nm,λ,q
υ,n,δ f(z) = z +

∞∑
j=2

[1 + (j − 1) cn(δ)]
m (−1)j−1Γ(υ + 1)

4j−1(j − 1)!Γ(j + υ)
ajz

j

(λ > −1; 0 < q < 1; δ, υ > 0; n ∈ N; m ∈ N0) ;

(vi) Putting bj =
(
`+1
`+j

)α
· [k,q]!

[λ+1,q]k−1
, (α > 0, n ≥ 0, λ > −1, 0 < q < 1) studied by

El-Deeb and Bulboacă [8] and Srivastava and El-Deeb [16], we obtain the operator

Mm,λ,q
`,n,δ,α, defined as follows:

Mm,λ,q
`,n,δ,αf(z) = z +

∞∑
j=2

[1 + (j − 1) cn(δ)]
m

(
n+ 1

n+ k

)α
[k, q]!

[λ+ 1, q]k−1
ajz

j

(α > 0; λ > −1; ` ≥ 0; 0 < q < 1; δ > 0; n ∈ N; m ∈ N0) .

2. Preliminary

To prove our results, we need the following lemmas.

Lemma 2.1. [11] Let ψ ∈ A and

G(z) =
1

z

z∫
0

ψ(t)dt, z ∈ ∆.

If <
{

1 + zψ
′′

(z)

ψ′ (z)

}
> −1

2 , z ∈ ∆, then G ∈ K.

Lemma 2.2. [14, Theorem 2.6] Let ψ be a convex function with ψ(0) = β and ν ∈
C∗ = C\{0} with < (ν) ≥ 0. If p ∈ H [β, d] with p(0) = β, Φ : C2 ×∆→ C,

Φ
(
p(z), zp

′
(z); z

)
= p(z) +

1

ν
zp
′
(z)

is analytic function in ∆ and

FΦ(C2×∆)

(
p(z) +

1

ν
zp
′
(z)

)
≤ Fh(∆)h(z) → p(z) +

1

ν
zp
′
(z) ≺F h(z), z ∈ ∆,

then
Fp(∆)p(z) ≤ Fq(∆)q(z) ≤ Fh(∆)h(z) → p(z) ≺F q(z), z ∈ ∆,
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where

q(z) =
ν

dz
ν
d

z∫
0

ψ(t)t
ν
d−1dt, z ∈ ∆.

The function q is convex and it is the fuzzy best dominant.

Lemma 2.3. [14, Theorem 2.7] Let g be a convex function in ∆ and

ψ(z) = g(z) + dγzg
′
(z),

where z ∈ ∆, d ∈ N and γ > 0. If

p(z) = g(0) + pd z
d + pd+1 z

d+1 + ...

belongs to H(∆), and

Fp(∆)

(
p(z) + γzp

′
(z)
)
≤ Fψ(∆)ψ(z) → p(z) + γzp

′
(z) ≺F ψ(z), z ∈ ∆,

then

Fp(∆) (p(z)) ≤ Fg(∆)g(z) → p(z) ≺F g(z), z ∈ ∆.

This result is sharp.

For the general theory of fuzzy differential subordination and its applications,
we refer the reader to [1, 2].

In the next section, we obtain several fuzzy differential subordinations associated
with the diferential operator Dmn,δ,gf(z) by using the method of fuzzy differential
subordination.

3. Main results

Assume that η ∈ [0, 1), δ > 0, n ∈ N, m ∈ N0, λ > 0 and z ∈ ∆ are mentioned
through this paper.

By using the integral operator Dmn,δ,g, we define a class of analytic functions and
we derive several fuzzy differential subordinations for this class.

Definition 3.1. Let the function f ∈ A belongs to the class HFn,m,δ (η, g) for all

η ∈ [0, 1), n ∈ N0, m > 0 and α ≥ 0 if it satisfies the inequality:

F
(Dmn,δ,gf)

′
(∆)

(
Dmn,δ,gf(z)

)′
> η, (z ∈ ∆) .

Theorem 3.2. Let k belongs to C in ∆ and suppose that h(z) = k(z) + 1
λ+2zk

′
(z).

If f ∈ HFn,m,δ (η, g) and

G(z) = Iλf(z) =
λ+ 2

zλ+1

z∫
0

tλf(t)dt, (3.1)

then

F
(Dmn,δ,gf)

′
(∆)

(
Dmn,δ,gf(z)

)′
≤ Fh(∆)h(z)→

(
Dmn,δ,gf(z)

)′
≺F h(z), (3.2)
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implies

F
(Dmn,δ,gG)

′
(∆)

(
Dmn,δ,gG(z)

)′
≤ Fk(∆)k(z)→

(
Dmn,δ,gG(z)

)′
≺F k(z),

and this result is sharp.

Proof. Since

zλ+1G(z) = (λ+ 2)

z∫
0

tλf(t)dt,

by differentiating, it obtain

(λ+ 1)G(z) + zG
′
(z) = (λ+ 2) f(z),

and

(λ+ 1)Dmn,δ,gG(z) + z
(
Dmn,δ,gG(z)

)′
= (λ+ 2)Dmn,δ,gf(z), (3.3)

and also, by differentiating (3.3) we obtain(
Dmn,δ,gG(z)

)′
+

1

(λ+ 2)
z
(
Dmn,δ,gG(z)

)′′
=
(
Dmn,δ,gf(z)

)′
(3.4)

By using (3.4), the fuzzy differential subordination (3.2) is

F
(Dmn,δ,gf)

′
(∆)

((
Dmn,δ,gG(z)

)′
+

1

(λ+ 2)
z
(
Dmn,δ,gG(z)

)′′)
≤ Fh(∆)

(
k(z) +

1

(λ+ 2)
zk
′
(z)

)
. (3.5)

We denote

q(z) =
(
Dmn,δ,gG(z)

)′
, so q ∈ H [1, n] . (3.6)

Putting (3.6) in (3.5), we have

F
(Dmn,δ,gf)

′
(∆)

(
q(z) +

1

(λ+ 2)
zq
′
(z)

)
≤ Fh(∆)

(
k(z) +

1

(λ+ 2)
zk
′
(z)

)
, (3.7)

and applying Lemma (2.3), we have

Fq(∆)q(z) ≤ Fk(∆)k(z), i.e F
(Dmn,δ,gG(z))

′
(∆)

(
Dmn,δ,gG(z)

)′
≤ Fk(∆)k(z),

therefore
(
Dmn,δ,gG(z)

)′
≺F k(z), and k is the fuzzy best dominant. �

Theorem 3.3. Assume that h(z) = 1+(2η−1)z
1+z , η ∈ [0, 1) , λ > 0 and Iλ is given by

(3.1), then

Iλ
[
HFn,m,δ (η, g)

]
⊂ HFn,m,δ (η∗, g) , (3.8)

where

η∗= 2η − 1 + (λ+ 2) (2− 2η)

1∫
0

tλ+2

t+ 1
dt . (3.9)
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Proof. A function h belongs to C and using the same technique in the proof of Theorem
3.2, we obtain from the hypothesis of Theorem 3.3 that

Fq(∆)

(
q(z) +

1

(λ+ 2)
zq
′
(z)

)
≤ Fh(∆)h(z),

where q(z) is defined in (3.6). By using Lemma 2.2, we obtain

Fq(∆)q(z) ≤ Fk(∆)k(z) ≤ Fh(∆)h(z),

which implies

F
(Dmn,δ,gG)

′
(∆)

(
Dmn,δ,gG(z)

)′
≤ Fk(∆)k(z) ≤ Fh(∆)h(z),

where

k(z) =
λ+ 2

zλ+2

z∫
0

tλ+1 1 + (2η − 1) t

1 + t
dt

= (2η − 1) +
(λ+ 2) (2− 2η)

zλ+2

z∫
0

tλ+1

1 + t
dt.

k belongs to C and k (∆) is symmetric with respect to the real axis, so we conclude

F
(Dmn,δ,gG)

′
(∆)

(
Dmn,δ,gG(z)

)′
≥ min
|z|=1

Fk(∆)k(z) = Fk(∆)k(1), (3.10)

and

η∗ = k(1) = 2η − 1 + (λ+ 2) (2− 2η)

1∫
0

tλ+2

t+ 1
dt. �

Theorem 3.4. Let k belongs to C in ∆, k(0) = 1, and h(z) = k(z) + zk
′
(z). If f ∈ A

and satisfies the fuzzy differential subordination

F
(Dmn,δ,gf)

′
(∆)

(
Dmn,δ,gf(z)

)′
≤ Fh(∆)h(z)→

(
Dmn,δ,gf(z)

)′
≺F h(z), (3.11)

then

FDmn,δ,gf(∆)

Dmn,δ,gf (z)

z
≤ Fk(∆)k(z)→

Dmn,δ,gf (z)

z
≺F k(z). (3.12)

The result is sharp.

Proof. For

q(z) =
Dmn,δ,gf (z)

z
=

z +
∞∑
j=2

[1 + (j − 1) cn(δ)]
m
ajbjz

j

z

= 1 +

∞∑
j=2

[1 + (j − 1) cn(δ)]
m
ajbjz

j−1,

we obtain that

q(z) + zq
′
(z) =

(
Dmn,δ,gf (z)

)′
,



158 Sheza M. El-Deeb and Alina Alb Lupaş

so

F
(Dmn,δ,gf)

′
(∆)

(
Dmn,δ,gf(z)

)′
≤ Fh(∆)h(z)

implies

Fq(∆)

(
q(z) + zq

′
(z)
)
≤ Fh(∆)h(z) = Fk(∆)

(
k(z) + zk

′
(z)
)
.

Applying Lemma 2.3, we have

Fq(∆)q(z) ≤ Fk(∆)k(z)→ FDmn,δ,gf(∆)

Dmn,δ,gf (z)

z
≤ Fk(∆)k(z),

and we get
Dmn,δ,gf (z)

z
≺F k(z).

The result is sharp. �

Theorem 3.5. Consider h ∈ H(∆) with h(0) = 1, which satisfies

<

(
1 +

zh
′′
(z)

h′(z)

)
>
−1

2
.

If f ∈ A and the fuzzy differential subordination

F
(Dmn,δ,gf)

′
(∆)

(
Dmn,δ,gf(z)

)′
≤ Fh(∆)h(z)→

(
Dmn,δ,gf(z)

)′
≺F h(z), (3.13)

holds, then

FDmn,δ,gf(∆)

Dmn,δ,gf (z)

z
≤ Fk(∆)k(z) i.e

Dmn,δ,gf (z)

z
≺F k(z), (3.14)

where

k(z) =
1

z

z∫
0

h(t)dt ,

the function k is convex and it is the fuzzy best dominant.

Proof. Let

q(z) =
Dmn,δ,gf (z)

z
= 1 +

∞∑
j=2

[1 + (j − 1) cn(δ)]
m
ajbjz

j−1, q ∈ H [1, 1] ,

where <
(

1 + zh
′′

(z)

h′ (z)

)
> −1

2 . From Lemma 2.1, we have

k(z) =
1

z

z∫
0

h(t)dt

belongs to the class C, which satisfies the fuzzy differential subordination (3.13). Since

k(z) + zk
′
(z) = h(z),

it is the fuzzy best dominant.
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We have

q(z) + zq
′
(z) =

(
Dmn,δ,gf (z)

)′
,

then (3.13) becomes

Fq(∆)

(
q(z) + zq

′
(z)
)
≤ Fh(∆)h(z).

Applying Lemma 2.3, we have

Fq(∆)q(z) ≤ Fk(∆)k(z), i.e. FDmn,δ,gf(∆)

Dmn,δ,gf (z)

z
≤ Fk(∆)k(z),

then
Dmn,δ,gf (z)

z
≺F k(z). �

Putting h(z) = 1+(2β−1)z
1+z in Theorem 3.5, we obtain the following corollary:

Corollary 3.6. Let h = 1+(2β−1)z
1+z a convex function in ∆, with h(0) = 1, 0 ≤ β < 1.

If f ∈ A and verifies the fuzzy differential subordination

F
(Dmn,δ,gf)

′
(∆)

(
Dmn,δ,gf(z)

)′
≤ Fh(∆)h(z), i.e

(
Dmn,δ,gf(z)

)′
≺F h(z),

then

k(z) = 2β − 1 +
2 (1− β)

z
ln (1 + z) ,

the function k is convex and it is the fuzzy best dominant.

Concluding, all the above results give us information about fuzzy differential sub-
ordinations for the operator Dmn,δ,g, we give some properties for the class HFα,m (n, η)
of univalent analytic functions.
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[4] Bulboacă, T., Differential Subordinations and Superordinations, Recent Results, House
of Scientific Book Publ., Cluj-Napoca, 2005.

[5] El-Deeb, S.M., Maclaurin coefficient estimates for new subclasses of bi-univalent func-
tions connected with a q-analogue of Bessel function, Abstr. Appl. Anal., (2020), Article
ID 8368951, 1-7, https://doi.org/10.1155/2020/8368951.
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Radius of starlikeness through subordination

Asha Sebastian and Vaithiyanathan Ravichandran

Abstract. A normalized function f on the open unit disc is starlike (or convex)
univalent if the associated function zf ′(z)/f(z) (or 1+zf ′′(z)/f ′(z)) is a function
with positive real part. The radius of starlikeness or convexity is usually obtained
by using the estimates for functions with positive real part. Using subordination,
we examine the radius of various starlikeness, in particular, radii of Janowski
starlikeness and starlikeness of order β, for the function f when the function f
is either convex or (zf ′(z) + αz2f ′′(z))/f(z) lies in the right-half plane. Radii
of starlikeness associated with lemniscate of Bernoulli and exponential functions
are also considered.

Mathematics Subject Classification (2010): 30C80, 30C45.

Keywords: Univalent functions, convex functions, starlike functions, subordina-
tion, radius of starlikeness.

1. Introduction

Let A be the class of all functions

f(z) = z +

∞∑
n=2

anz
n

analytic on the open unit disc D := {z ∈ C : |z| < 1} and let S be its subclass
consisting of univalent functions. The Bieberbach conjecture (and now de Branges
theorem [4]) states that the coefficients of f ∈ S satisfy the inequality |an| ≤ n for
n ≥ 2 and it led to the study of several geometrically defined classes such as the class
of starlike functions, denoted by S∗ and the class of convex functions, denoted by K.
These classes and other subclasses can be unified by subordination and convolution.
The concept of subordination was introduced by Lindelöf [9]. A function f analytic in
D is subordinate to an analytic function g in D, written f ≺ g, if there exists a Schwarz

The first author is supported by a Research Fellowship from NIT Tiruchirappalli. The authors are
thankful to the referee for his useful comments.

Received 21 February 2020; Revised 09 March 2020.
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function w : D → D such that f(z) = g(w(z)) for all z ∈ D. When g is univalent in
D, the subordination f ≺ g holds if and only if f(0) = g(0) and f(D) ⊆ g(D). The
convolution or Hadamard product of two functions

f(z) =

∞∑
n=0

anz
n and g(z) =

∞∑
n=0

bnz
n

in A is defined by

(f ∗ g)(z) :=

∞∑
n=0

anbnz
n.

Motivated by earlier works on unifying various subclasses of starlike and convex func-
tions, Shanmugam [26] introduced and studied convolutions properties (using results
of [25]) of the class

S∗g (ϕ) := {f ∈ A : z(f ∗ g)′(z)/(f ∗ g)(z) ≺ ϕ(z)}

where ϕ is a convex function and g is a fixed function in the class A. When g(z) is
z/(1− z) and z/(1− z)2, the subclass S∗g (ϕ) becomes the classes

S∗(ϕ) := {f ∈ A : zf ′(z)/f(z) ≺ ϕ(z)}

and

K(ϕ) := {f ∈ A : 1 + zf ′′(z)/f ′(z) ≺ ϕ(z)}
respectively. Ma and Minda [11] studied the distortion, growth theorems for these
classes where ϕ is a starlike function. We are interested in few special choices of ϕ.
When ϕ(z) = (1 + (1−2α)z)(1− z)−1, 0 ≤ α < 1, the classes S∗(ϕ) and K(ϕ) are the
classes of starlike and convex functions of order α introduced by Robertson [24]. The
classes S∗(0) = S and K(0) = K are respectively the well-known classes of starlike
and convex functions. For example, when −1 ≤ B < A ≤ 1, the class

S∗[A,B] := S∗
(
(1 +Az)/(1 +Bz)

)
is the class of Janowski starlike functions and the class

K[A,B] := K
(
(1 +Az)/(1 +Bz)

)
is the class of Janowski convex functions considered by several authors [5, 21, 22]. We
are also interested in the class S∗L = S∗(

√
1 + z) studied by Sokó l and Stankiewicz

[28] and S∗e = S∗(ez) studied by Mendiratta et al. [12]. These classes were studied in
[2, 1, 3, 18, 6, 14].

Let α > 1, 0 ≤ β < 1 and β ≥ 1/2− 1/(2α). Let ϕp : D→ C be defined by

ϕp(z) := (1− α)
1 + (1− 2β)z

(1− z)
+ α

(
1 + (1− 2β)z

(1− z)

)2

+ α
2(1− β)z

(1− z)2
. (1.1)

The image of the unit disk D under the function ϕp(z) = u + i v is the exterior of
parabola given by

v2 = − (1− α(1− 2β))2(2− 2β)

α(3− 2β)
(u− (αβ (β − 1/2) + β − α/2))
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with its vertex at (αβ (β − 1/2) + β − α/2, 0). Note that it includes the right half
plane. If β = 1/2−1/(2α), the region ϕp(D) becomes the entire complex plane with a
slit along the negative real axis from −

(
(2α2 − α+ 1)/4α

)
to −∞. Also the condition

β ≥ 1/2 − 1/(2α) restricts the range of β to (0, 1/2). We are mainly concerned with
the class S∗α,β of all functions f ∈ A, with f(z)/z 6= 0, satisfying

zf ′(z) + αz2f ′′(z)

f(z)
≺ ϕp(z) (1.2)

where the function ϕp is defined in (1.1). Singh and Gupta [27, Corollary 4.1] have
shown that S∗α,β ⊆ S∗β . This extends the results of Li and Owa [8], Padmanabhan [17]

and Ravichandran et al. [23]. These functions were also studied in [7, 10, 15, 16, 19, 20].
For two families G and F of A, the G-radius of F , denoted by RG(F) is the

largest number R such that r−1f(rz) ∈ G for 0 < r ≤ R, and for all f ∈ F . Whenever
G is characterised by a geometric property P , the number R is also referred to as the
radius of property P for the class F . If the class F is clear from the context, then
we just write RG(F) as RG . Using the theory of differential subordination developed
by Miller and Mocanu [13], we determine radius constants for functions in the classes
S∗α,β and K to belong to various subclass of starlike functions, in particular, to the
class of Janowski starlike functions and the starlike functions of order β as well as
to the classes of starlike functions associated with lemniscate of Bernoulli and the
exponential functions. The results are shown to be sharp by explicitly showing the
extremal function. The class S∗α,β for suitable α, β is a subclass of starlike functions
of order β and the class of convex functions K is a subclass of functions starlike of
order 1/2. These observations lead us to discuss radius constants of functions in the
class S∗(β) in Lemma 1.2. It is then applied to find radius constants for functions in
the classes S∗α,β and K.

Various radii constants for the class S∗α,β are given in the following:

Theorem 1.1. The following sharp radius results hold for the class S∗α,β:
(i) For −1 ≤ B < A ≤ 1, the S∗[A,B] radius

RS∗[A,B] = min{1, (A−B)/ (|A+B − 2βB|+ 2(1− β))}.
(ii) For 0 ≤ γ < 1, γ > β, the S∗(γ) radius RS∗(γ) = (1− γ)/(1 + γ − 2β).

(iii) The SL radius RSL = (
√

2− 1)/
(√

2 + 1− 2β
)
.

(iv) The S∗e radius RS∗
e

= (e− 1)/ (e+ 1− 2β).

The idea of the proof is to use inclusion results for the class S∗α,β with the class

of starlike functions of order β. Singh and Gupta [27, Corollary 4.1] have shown that
S∗α,β ⊆ S∗(β). In order to use this inclusion, we first find the various radii for the
class of starlike functions of order β in the following:

Lemma 1.2. The following sharp radius results hold for the class S∗(β):

(i) For −1 ≤ B < A ≤ 1, the S∗[A,B] radius

RS∗[A,B] = min{1, (A−B)/ (|A+B − 2βB|+ 2(1− β))}.
(ii) For 0 ≤ γ < 1, γ > β, the S∗(γ) radius RS∗(γ) = (1− γ)/(1 + γ − 2β).
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(iii) The SL radius RSL = (
√

2− 1)/
(√

2 + 1− 2β
)
.

(iv) The S∗e radius RS∗
e

= (e− 1)/ (e+ 1− 2β).

Theorem 1.1 follows from this lemma except for the sharpness. To find the
extremal function f̃ for the class S∗α,β , write f̃ as

f̃(z) = z +

∞∑
n=2

anz
n

and determine the coefficients an from

zf̃ ′(z)

f̃(z)

(
1 + α

zf̃ ′′(z)

f ′1(z)

)
= ϕp(z) (1.3)

where ϕp is given by (1.1). Writing

C = 2(2α− β)− 4αβ, D = 2(α+ β) + 2αβ(2β − 3)− 1,

the equation (1.3) readily gives

a2 =
C + 2

1 + 2α
= 2(1− β)

an =

(
C + 2(n− 1) + 2α(n− 1)(n− 2)

)
(1 + nα)(n− 1)

an−1

+

(
D − (n− 2)− α(n− 2)(n− 3)

)
(1 + nα)(n− 1)

an−2.

Calculating the coefficients an from the above recurrence relation, we see that the
extremal function f̃ is the generalised Koebe’s function given by

f̃(z) =
z

(1− z)2−2β
. (1.4)

Interestingly, it is the extremal of the class S∗(β) and hence the sharpness of our
theorem follows trivially.

It is also well-known that a convex function is starlike of order 1/2 and so the
class K of convex function is contained in the class S∗(1/2) of starlike functions of
order 1/2. This inclusion and Lemma 1.2 together readily yields the following radii
results for the class of convex functions:

Corollary 1.3. The following sharp radius results hold for the class K:
(i) For −1 ≤ B < A ≤ 1, the S∗[A,B] radius

RS∗[A,B] = min{1, (A−B)/ (1 + |A|)}.
(ii) For 0 ≤ γ < 1, γ > 1/2, the S∗(γ) radius RS∗(γ) = (1− γ)/γ.

(iii) The SL radius RSL = 1− 1/
√

2 ≈ 0.2929.
(iv) The S∗e radius RS∗

e
= 1− 1/e ≈ 0.6321.

The method of convolution can also be applied to find radius problems of various
classes. Corollary 1.3 (ii) requires the largest number ρ such that the function lρ :
D→ C is a starlike of order γ ≥ 1/2, where fρ(z) = f(z)∗ lρ(z). Here l(z) = z/(1− z)
is the convolution identity and the functions fρ, lρ : D → C are defined respectively
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by fρ(z) = f(ρz)/ρ and lρ(z) = z/(1 − ρz). This is equivalent to find the number ρ
such that Re(ρz/(1−ρz)) > γ−1. It follows by simple computation that ρ = (1−γ)/γ,
since the real part of the function (ρz/(1− ρz)) attains minimum at z = −1.

2. Proof of Lemma 1.2

Let the function f ∈ S∗(β). Then, it follows that

zf ′(z)

f(z)
≺ 1 + (1− 2β)z

(1− z)
.

Define the function fρ : D −→ C by fρ(z) := f(ρz)/ρ. For this function, we immedi-
ately get

zf ′ρ(z)

fρ(z)
≺ 1 + (1− 2β)ρz

(1− ρz)
. (2.1)

(i) Let −1 ≤ A < B ≤ 1 and the functions p, q : D −→ C be defined by,

p(z) =
1 + (1− 2β)z

(1− z)
and q(z) =

1 +Az

1 +Bz
. (2.2)

From (2.2), it follows that p−1(w) = (w − 1)/(w + 1− 2β) and hence

p−1 ◦ q(z) =
q(z)− 1

q(z) + 1− 2β
=

(A−B)z

(A+B − 2βB)z + 2(1− β)
. (2.3)

The values taken by p−1 ◦ q(z) in (2.3) leads us in finding ρ through two different
cases.
Case 1. If (A−B)/(|A+B − 2βB|+ 2(1− β)) ≥ 1, then, by (2.3), we have

|p−1 ◦ q(z)| ≥ A−B
|A+B − 2βB|+ 2(1− β)

≥ 1 (z ∈ ∂D).

This shows that z ≺ p−1(q(z)) and hence p(z) ≺ q(z). This shows that ρ = 1.
Case 2. If (A−B)/(|A+B − 2βB|+ 2(1− β)) ≤ 1, then it follows from (2.2) that

RS∗[A,B] = min
|z|=1

∣∣p−1 ◦ q(z)∣∣
= min
|z|=1

∣∣∣∣ (A−B)z

(A+B − 2βB)z + 2− 2β

∣∣∣∣
=

A−B
|A+B − 2βB|+ 2(1− β)

. (2.4)

Thus, for 0 < ρ ≤ RS∗[A,B], we have p(ρz) ≺ q(z). By (2.1), it follows that
zf ′ρ(z)/fρ(z) ≺ p(ρz) ≺ q(z) or fρ ∈ S∗[A,B]. Thus, the S∗[A,B] radius of the
class S∗(β) is at least RS∗[A,B].

To show the sharpness, consider the function f̃ : D→ C defined by

f̃(z) =
z

(1− z)2−2β
. (2.5)
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At the point z = RS∗[A,B], the function f̃ satisfies∣∣∣∣∣ (zf̃ ′(z)/f̃(z)− 1

A−B(zf̃ ′(z)/f̃(z)

∣∣∣∣∣ = 1

and hence the result is sharp.
(ii) Let 0 ≤ γ < 1. We consider two cases depending on the values γ, namely,

γ ≤ β and γ ≥ β. Since S∗(γ) = S∗[1− 2γ,−1], substituting A = 1− 2γ and B = −1
in (2.4), we obtain ρ = 1 when γ ≤ β and the required ρ = RS∗(γ) when γ ≥ β.

(iii) For 0 < a <
√

2, by [2, Lemma 2.2], we have

{w ∈ C : |w − a| <
√

2− a} ⊆ {w ∈ C :
∣∣w2 − 1

∣∣ < 1}. (2.6)

Let the functions p, q : D→ C be defined by

p(z) :=
1 + 2(1− β)z

1− z
and q(z) :=

√
1 + z. (2.7)

It is evident from (2.7) that

p−1(q(z)) =

√
1 + z − 1√

1 + z + 1− 2β
=

(
1 +

2(1− β)√
1 + z − 1

)−1
. (2.8)

By (2.6), we have
∣∣√1 + z − 1

∣∣ ≥ √2− 1 and so

1 +
2(1− β)∣∣√1 + z − 1

∣∣ ≤ 1 +
2(1− β)√

2− 1
. (2.9)

Substituting (2.9) in (2.8), it follows that

ρ = min
|z|=1

∣∣p−1 ◦ q(z)∣∣ = min
|z|=1

∣∣∣∣∣
(

1 +
2(1− β)√
1 + z − 1

)−1∣∣∣∣∣ . (2.10)

This is equivalent to

ρ =

(
max
|z|=1

∣∣∣∣1 +
2(1− β)√
1 + z − 1

∣∣∣∣)−1 =

(
1 +

2(1− β)√
2− 1

)−1
. (2.11)

Therefore, we have
1 + 2(1− β)ρz

1− ρz
≺
√

1 + z.

By (2.1), this proves that the function fρ ∈ SL.

At the point z = RSL , the function f̃ defined in (2.5) satisfies∣∣∣∣∣∣
(
zf̃ ′(z)

f̃(z)

)2

− 1

∣∣∣∣∣∣ =

∣∣∣∣∣
(

1 +
2(1− β)z

1− z

)2

− 1

∣∣∣∣∣ = 1.

(iv) Let the functions p and q be defined as

p(z) :=
1 + (1− 2β)z

1− z
and q(z) := ez, z ∈ D. (2.12)
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It is apparent from (2.12) that

p−1(q(z)) =
ez − 1

ez + 1− 2β
=

(
1 +

2(1− β)

ez − 1

)−1
. (2.13)

Let λ = 2(1− β), 0 ≤ β ≤ 1. On the boundary of the unit disc D, we have∣∣∣∣1 +
λ

ez − 1

∣∣∣∣2 =

∣∣∣∣1 +
λ

ecos θ cos(sin θ)− 1 + i ecos θ sin(sin θ)

∣∣∣∣2
=
e2 cos θ + 2(λ− 1)ecos θ cos(sin θ) + (λ− 1)2

e2 cos θ − 2ecos θ cos(sin θ) + 1
.

(2.14)

Substituting cos θ = x in (2.14), we get∣∣∣∣1 +
λ

ez − 1

∣∣∣∣2 =
e2x + 2(λ− 1)ex cos(

√
1− x2) + (λ− 1)2

e2x − 2ex cos(
√

1− x2) + 1

=
g(x, λ)

g(x, 0)

(2.15)

where

g(x, λ) := e2x − 2ex cos(
√

1− x2) + 1. (2.16)

Let −1 ≤ x ≤ 1, 0 ≤ λ ≤ 2 and the function S be defined by

S(x) := g(x, λ)g(1, 0)− g(x, 0)g(1, λ).

Using (2.16) in S(x), it can be seen that

S(x) = 2x(e2 + λ− 1)ex cos(
√

1− x2)− (2e+ λ− 2)e2x

− e(2(λ− 1)− e(λ− 2)).
(2.17)

Define the function s by

s(x) := 2x(e2 + λ− 1)ex cos(
√

1− x2)− (2e+ λ− 2)e2x.

The function s′(x) is an increasing function. Therefore it has at most one zero, say η.
Also s′′(x) > 0, this shows that η is a local minima. Thus, the maximum of s occurs
at x = ±1. At x = −1,

s(−1) = −2(e− e−2)− λe−1(e−1 + 2) ≤ 0.

These observations together with (2.17) lead us to the fact that S(x) ≤ 0, or equiva-
lently, the function h defined by h(x) := g(x, λ)/g(x, 0) satisfies h(x) ≤ h(1). There-
fore, the maximum of h(x) occurs at x = 1, and, by (2.15),∣∣∣∣1 +

2(1− β)

ez − 1

∣∣∣∣ ≤ ∣∣∣∣1 +
2(1− β)

e− 1

∣∣∣∣ . (2.18)

From the definition of ρ, it follows from (2.13) that

ρ = min
|z|=1

∣∣p−1 ◦ q(z)∣∣ = min
|z|=1

∣∣∣∣∣
(

1 +
2(1− β)

ez − 1

)−1∣∣∣∣∣ .
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From (2.18), it is clear that

ρ =

(
max
|z|=1

∣∣∣∣1 +
2(1− β)

ez − 1

∣∣∣∣)−1 =

(
1 +

2(1− β)

e− 1

)−1
. (2.19)

This proves that

1 + (1− 2β)ρz

1− ρz
≺ ez

and so the function fρ ∈ S∗e .

At the point z = RS∗
e
, the function f̃ defined in (2.5) satisfies∣∣∣∣∣log

zf̃ ′(z)

f̃(z)

∣∣∣∣∣ =

∣∣∣∣log

(
1 +

2(1− β)z

1− z

)∣∣∣∣ = 1.

This completes the proof of the lemma.

Let −1 ≤ B < A ≤ 1 and −1 ≤ D < C ≤ 1. In 1997, Gangadharan and
Ravichandran [5] discussed the S∗[A,B] radius of the class S∗[C,D] and shown that

RS∗[A,B](S∗[C,D]) = min {1, (A−B)/(C −D + |AD −BC|)} .

Lemma 1.2(i) is indeed a particular case when C = 1 − 2δ and D = −1. The radius
determined in Corollary [5, pp.305] is exactly the same as Lemma 1.2(ii). Theorem [2,
pp.6562] determined the SL radius of S∗[A,B] when B ≤ 0. When A = 1−2δ,B = −1,
their result gives

RSL = min

{
1, (
√

2− 1)/(1− δ +

√
(1− δ)2 + (

√
2− 1)(

√
2 + 1− 2δ) )

}
and it is same as the radius in Lemma 1.2(iii). Mendiratta et al. [12] discussed sub-
ordination theorems and radii constants for the functions in the class S∗(ez). They
determined the S∗e radius of f ∈ S∗[A,B]. By substituting A = 1 − 2δ,B = −1 in
Theorem [12, pp.381], the radius obtained is our Lemma 1.2(iv).
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[18] Paprocki, E., Sokó l, J., The extremal problems in some subclass of strongly starlike
functions, Zeszyty Nauk. Politech. Rzeszowskiej Mat., (1996), no. 20, 89–94.

[19] Ramesha, C., Kumar, S., Padmanabhan, K.S., A sufficient condition for starlikeness,
Chinese J. Math., 23(1995), no. 2, 167–171.

[20] Ravichandran, V., Certain applications of first order differential subordination, Far East
J. Math. Sci. (FJMS), 12(2004), no. 1, 41–51.

[21] Ravichandran, V., Hussain Khan, M., Silverman, H., Radius problems for a class of
analytic functions, Demonstratio Math., 39(2006), no. 1, 67–74.

[22] Ravichandran, V., Rønning, F., Shanmugam, T.N., Radius of convexity and radius of
starlikeness for some classes of analytic functions, Complex Variables Theory Appl.,
33(1997), no. 1-4, 265–280.

[23] Ravichandran, V., Selvaraj, C., Rajalaksmi, R., Sufficient conditions for starlike func-
tions of order α, JIPAM. J. Inequal. Pure Appl. Math., 3(2002), no. 5, Article 81, 6.

[24] Robertson, M.I.S., On the theory of univalent functions, Ann. of Math., 37(1936), no.
2, 374–408.



170 Asha Sebastian and Vaithiyanathan Ravichandran

[25] Ruscheweyh, S., Sheil-Small, T., Hadamard products of Schlicht functions and the Pólya-
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Local existence and blow up of solutions
to a logarithmic nonlinear wave equation
with time-varying delay

Abdelbaki Choucha and Djamel Ouchenane

Abstract. In this work, we are concerned with a problem of a logarithmic nonlin-
ear wave equation with time-varying delay term. We established the local exis-
tence result and we proved a blow up result for the solution with negative initial
energy under suitable conditions. This improves earlier results in the literature
[11] for time-varying delay.
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1. Introduction

In this paper, we are concerned with the following problem
utt −∆u+ µ1ut(x, t) + µ2ut(x, t− τ(t)) = u|u|p−2ln|u|k

u (x, t) = 0, x ∈ ∂Ω,

ut(x, t− τ(0)) = f0(x, t− τ(0)), (x, t) ∈ Ω× (0, τ(0))

u (x, 0) = u0 (x) , ut (x, 0) = u1 (x) , x ∈ Ω,

(1.1)

where

(x, t) ∈ Ω× (0,+∞),

and τ(t) > 0 represents the time varying delay and p ≥ 2, k, µ1 are positive constants,
µ2 is a real number.
This type of problems is encountered in many branches of physics such as Nuclear
Physics, Optics and Geophysics. It is well known, from the Quantum Field Theory,
that such kind of nonlinearity appears naturally in inflation cosmology and in super

Received 03 February 2020; Revised 21 April 2020.
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symmetric field theories (see [1], [2], [7], [8], [14]).
In [10], the authors considered the following problem

utt −∆u+ u− u log |u|2 + ut + u|u|2 = 0, x ∈ Ω, t ∈ [0, T ]

u (x, t) = 0, x ∈ ∂Ω,

u (x, 0) = u0 (x) , ut (x, 0) = u1 (x) , x ∈ Ω.

(1.2)

The authors studied the global existence of weak solution. Another related mathe-
matical work involving the logarithmic terms by Cazenave and Haraux [6], where they
established the existence and uniqueness of a solution for the following problem in
the (R3) 

utt −∆u+ ut − u log |u|2 = 0,

u (x, t) = 0, x ∈ ∂Ω,

u (x, 0) = u0 (x) , ut (x, 0) = u1 (x) , x ∈ Ω,

(1.3)

We can also mention some other works on the logarithmic Schrodinger equation as in
[5], [4], [9].
In the case of constant delay, that is for τ(t) = τ , the system (1.1) has been studied
by Kafini and Messaoudi [11], they considered with the following delay wave equation
with logarithmic nonlinear source term

utt −∆u+ µ1ut + µ2ut(x, t− τ) = u|u|p−2 ln |u|k , x ∈ Ω, t > 0

u (x, t) = 0, x ∈ ∂Ω

ut(x, t− τ) = f0(x, t− τ), t ∈ (0, τ)

u (x, 0) = u0 (x) , ut (x, 0) = u1 (x) , x ∈ Ω,

(1.4)

under the assumption |µ2| ≤ µ1, they established the local existence by the semigroup
theory and proved a finite time blow up result.
The case of time-varying delay in the wave equation has been studied recently by
Nicaice et al [13], they proved the exponential stability under the condition

µ2 <
√

1− dµ1

where d is a constant satisfies

τ ′(t) ≤ d < 1,∀t > 0 (1.5)

For the wave equation ant with a time-varying delay, in [13] the authors which con-
siders the system 

utt −∆u = 0

u(x, t) = 0

du

dv
(x, t) = µ1ut(x, t) + µ2ut(x, t− τ(t)),

where the time-varying delay τ(t) > 0 satisfies

0 ≤ τ(t) ≤ τ , ∀t > 0 (1.6)

τ ′(t) ≤ 1,∀t > 0 (1.7)
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and
τ(t) ∈W 2,∞([0, T ]),∀T > 0 (1.8)

They proved the exponential stability, under suitable conditions.
This paper is organized as follows: in the section 2, under the assumption

|µ2| ≤
√

1− dµ1, (1.9)

we establish a local existence and in section 3, we prove a blow-up result under
assumption on the delay by the energy method and Lyapunov function.

2. Local existence

In order to prove the existence of a unique solution of problem (1.1)-(2.6), we
introduce the new variable

z(x, ρ, t) = ut(x, t− τ(t)ρ), (2.1)

then we obtain {
τ(t)zt(x, ρ, t) + (1− τ ′(t)ρ)zρ(x, ρ, t) = 0

z(x, 0, t) = ut(x, t)
(2.2)

consequently, the problem is equivalent to{
utt −∆u+ µ1ut(x, t) + µ2z(x, 1, t) = u|u|p−2ln|u|k.
τ(t)zt(x, ρ, t) + (1− τ ′(t)ρ)zρ(x, ρ, t) = 0

(2.3)

where
(x, ρ, t) ∈ Ω× (0, 1)× (0,∞).

with the initial and boundary conditions
u(x, t) = 0, in ∂Ω

u(x, 0) = u0(x), ut(x, 0) = u1(x)

z(x, ρ, 0) = f0(x,−ρτ(0)),

(2.4)

for all (x, ρ, t) ∈ Ω× (0, 1)× (0,∞), where the function τ(t) satisfies (1.5), (1.8) and
the condition

0 < τ0 < τ(t) < τ, ∀t > 0. (2.5)

Let v = ut and denote by

U = (u, v, z)T , and J(U) = (0, u|u|p−2 ln |u|k, 0)T

Therefore, (1.1) can be rewritten as{
Ut(t) +AU(t) = J(U(t)), t > 0

U(0) = U0

(2.6)

where U0 = (u0, u1, f0(.,−ρτ(0))T and the operator A is defined by

A

 u
v
z

 =

 −v−∆u+ µ1v + µ2z(x, 1, t)
(1−τ ′(t))
τ(t) zρ.

 (2.7)
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We define the energy space

H = H1
0 (Ω)× L2(Ω)× L2(Ω, (0, 1))

H is a Hilbert space with respect to the inner product

< U,U >H =

∫
Ω

∇u∇udx+

∫
Ω

vvdx+

∫
Ω

∫ 1

0

zzdρdx (2.8)

for all U = (u, v, z)T , U(u, v, z)T .
The domain of A is

D(A) =

(
(u, v, z)T ∈ H / u ∈ H2(Ω), v ∈ H1

0 (Ω), z(x, 1, t) ∈ L2(Ω)

z, zρ ∈ L2(Ω, (0, 1))), z(x, 0, t) = v.

)
(2.9)

Before establishing the local existence result, we need the following lemma

Lemma 2.1. For any ε > 0, there exist A > 0, such that the real function

j(s) = |s|p−2 ln |s|, p > 2

satisfies

|j(s)| ≤ A+ |s|p−2+ε

Proof. Since lim
|s|→+∞

(
ln |s|
|s|ε

)
= 0, then there exists B > 0, such that

ln |s|
|s|ε

< 1, ∀|s| > B

So

|j(s)| ≤ |s|p−2+ε

since p > 2, then |j(s)| ≤ A, for some A > 0 and for all |ε| < B
thus

|j(s)| ≤ A+ |s|p−2+ε

then, we have following local existence result. �

Theorem 2.2. Assume that (1.5)-(1.9) and 2 < p <
2(n− 1)

n− 2
, if n ≥ 3

p > 2, if n = 1, 2
(2.10)

then for all U0 ∈ H, problem (2.6) has a unique weak solution U ∈ C([0, T ],H).

Proof. We will show that A is a monotone maximal operator on H and J is a locally
Lipschitz function on H.
First, for all U ∈ D(A), we define the time-dependent inner-product on H, (which is
equivalent to the classical inner product).

< U,U >t =

∫
Ω

∇u∇udx+

∫
Ω

vvdx

+ξτ(t)

∫
Ω

∫ 1

0

z(x, ρ)z(x, ρ)dρdx, (2.11)
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where ξ satisfies
|µ2|√
1− d

≤ ξ ≤
(

2µ1 −
|µ2|√
1− d

)
. (2.12)

Thanks to hypothesis (1.9).
Let us set

κ(t) =
(τ ′(t)2 + 1)

1
2

2τ(t)
.

In this step, we prove the monotony of the operator A(t) = A(t) + τ(t)I.
For a fixed t and U = (u, v, z)T ∈ D(A(t)), we have

< A(t)U,U >t = µ1

∫
Ω

v2dx+ µ2

∫
Ω

vz(x, 1)dx

+ξ

∫
Ω

∫ 1

0

(1− τ ′(t)ρ)z(x, ρ)zρ(x, ρ)dρdx. (2.13)

Observe that∫ 1

0

∫ 1

0

(1− τ ′(t)ρ)z(x, ρ)zρ(x, ρ)dρdx =
1

2

∫ 1

0

∫ 1

0

(1− τ ′(t)ρ)
d

dρ
z2dρdx

=
τ ′(t)

2

∫ 1

0

∫ 1

0

z2(x, ρ)dρdx

+
1

2

∫ 1

0

z2(x, 1)(1− τ ′(t))dx

−1

2

∫ 1

0

z2(x, 0)dx, (2.14)

whereupon

< A(t)U,U >t = µ1

∫
Ω

v2dx+ µ2

∫
Ω

vz(x, 1)dx

+
ξτ ′(t)

2

∫ 1

0

∫ 1

0

z2(x, ρ)dρdx

+
ξ

2

∫ 1

0

z2(x, 1)(1− τ ′(t))dx− ξ

2

∫ 1

0

v2dx. (2.15)

By using Cauchy-Schwartz inequality and (1.5), we get

< A(t)U,U >t =

(
µ1 −

|µ2|
2
√

1− d
− ξ

2

)∫ 1

0

v2dx

+

(
ξ

(1− d)

2
− |µ2|

√
1− d

2

)∫ 1

0

z2(x, 1)dx

−κ(t) < U,U >t .

Condition (2.12) allows to write

µ1 −
|µ2|

2
√

1− d
− ξ

2
≥ 0 , ξ

(1− d)

2
− |µ2|

√
1− d

2
≥ 0. (2.16)
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Consequently, the operator A(t) is monotone. To show that A is maximal, we prove
that each

F = (f1, f2, f3)T ∈ H
there exists U(u, v, z)T ∈ D(A), such that (I +A)U = F

u− v = f1

v −∆u+ µ1v + µ2z(x, 1, t) = f2

z + (1−τ ′(t))
τ(t) zρ = f3.

(2.17)

Noting that v = u− f1, we have deduce from (2.17)3

z(x, 0) = v(x), x ∈ Ω. (2.18)

Following the same approach as in [11], we obtain
z(x, ρ) = v(x)e−ρτ(t) + τ(t)e−ρτ(t)

∫ ρ

0

f3(x, y)eyτ(t)dy, if τ ′(t) = 0

z(x, ρ) = v(x)eηρ(t) + eηρ(t)

∫ ρ

0

τ(t)

1− τ ′(t)y
f3(x, y)e−ηy(t)dy, if τ ′(t) 6= 0,

where ηρ(t) = τ(t)
τ ′(t) ln(1− τ ′(t)ρ). Whereupon, from (2.17)1, we obtain

z(x, ρ) = u(x)e−ρτ(t) − f1e
−ρτ(t) + τ(t)e−ρτ(t)

∫ ρ

0

f3(x, y)eyτ(t)dy,

z(x, ρ) = u(x)eηρ(t) − f1e
ηρ(t) + eηρ(t)

∫ ρ

0

τ(t)

1− τ ′(t)y
f3(x, y)e−ηy(t)dy,

(2.19)

and in particular {
z(x, 1) = u(x)e−τ(t) + z0(x), if τ ′(t) = 0

z(x, 1) = u(x)eη1(t) + z0(x), if τ ′(t) 6= 0,
(2.20)

where
z0(x) = −f1e

−τ(t) + τ(t)e−τ(t)

∫ 1

0

f3(x, y)eyτ(t)dy, if τ ′(t) = 0

z0(x) = −f1e
η1(t) + eη1(t)

∫ 1

0

τ(t)

1− τ ′(t)y
f3(x, y)e−ηy(t)dy, if τ ′(t) 6= 0,

with

z0 ∈ L2(Ω).

Substituting (2.20) in (2.17)2, we get

Γu−∆u = G,

where {
Γ = 1 + µ1 + µ2e

−τ(t), if τ ′(t) = 0

G = f2 + (1 + µ1)f1 − µ2z0 ∈ L2(Ω),
(2.21)
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and {
Γ = 1 + µ1 + µ2e

η1(t), if τ ′(t) 6= 0

G = f2 + (1 + µ1)f1 − µ2z0 ∈ L2(Ω).
(2.22)

Now, we define, over H1
0 (Ω), the bilinear and linear forms

B(u, φ) = Γ

∫
Ω

uφ+

∫
Ω

∇u.∇φ, L(φ) = Gφ

It is easy to verify that B is continuous and coercive and L is continuous on H1
0 (Ω).

Then, Lax-Milgram theorem implies that the equation

B(u, φ) = L(φ), ∀φ ∈ H1
0 (Ω), (2.23)

has a unique solution u ∈ H1
0 (Ω). Hence, v = u− f1 ∈ H1

0 (Ω).
Consequently, from (2.19), we have z, zρ ∈ L2(Ω× (0, 1)). Thus, U ∈ H.
Using (2.23), we get

Γ

∫
Ω

uφ+

∫
Ω

∇u.∇φ =

∫
Ω

Gφ, ∀φ ∈ H1
0 (Ω).

The elliptic regularity theory implies that u ∈ H1
0 (Ω) and, in addition, Green’s formula

and (2.17)2 give∫
Ω

[(1 + µ1)v −∆u+ µ2z(x, 1, t)− f2]φ = 0, ∀φ ∈ H1
0 (Ω).

Hence

(1 + µ1)v −∆u+ µ2z(x, 1, t) = f2 ∈ L2(Ω).

Therefore,

U = (u, v, z)T ∈ D(A).

Therefore, the operator I +A is surjective for any fixed t > 0. Since τ(t) > 0 and

I +A(t) = (1 + κ(t))I +A(t),

we deduce that the operator I +A(t) is also surjective for any t > 0 and then A(t) is
maximal.
Consequently, from the above analysis, we deduce that the problem{

U t +A(t)U = 0

U(0) = U0,
(2.24)

has a unique solution U ∈ C([0,∞),H).
Now, let

U(t) = eβ(t)U(t),
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with β(t) =
∫ t

0
τ(s)ds, then we have using (2.24)

Ut(t) = τ(t)eβ(t)U(t) + eβ(t)U t(t)

= τ(t)eβ(t)U(t)− eβ(t)A(t)U

= eβ(t)(τ(t)U(t)−A(t)U)

= eβ(t)A(t)U

= A(t)eβ(t)U

= A(t)U(t).

Consequently, U(t) is the unique solution of problem.
Finally, we show that J : H → H is locally Lipschitz. So, if we set

F (s) = |s|p−2s ln |s|k,

then

F ′(s) = k[1 + (p− 1) ln |s|]|s|p−2.

Hence

‖J(U)− J(U)‖2H = ‖(0, u|u|p−2 ln |u|k − u|u|p−2 ln |u|k, 0, 0)‖2H
= ‖u|u|p−2 ln |u|k − u|u|p−2 ln |u|k‖2L
= ‖F (U)− F (U)‖2L. (2.25)

As a consequence of the mean value theorem, we have, for 0 ≤ θ ≤ 1,

|F (U)− F (U)| = |F ′(θu+ (1− θ)u)(u− u)|
≤ k[1 + (p− 1) ln |θu+ (1− θ)u|]|θu+ (1− θ)u|p−2|u− u|
≤ k|θu+ (1− θ)u|p−2|u− u|

+k(p− 1)|j(θu+ (1− θ)u)||u− u|. (2.26)

By recalling Lemma 2.1, we arrive at

|F (U)− F (U)| = k|θu+ (1− θ)u|p−2|u− u|+ k(p− 1)A|u− u|
+k(p− 1)|θu+ (1− θ)u|p−2+ε|u− u|

≤ k(|u|+ |u|)p−2|u− u|+ k(p− 1)A|u− u|
+k(p− 1)(|u|+ |u|)p−2+ε|u− u|. (2.27)

As u, u ∈ H1
0 (Ω), we then use Holder’s inequality and the Sobolev embedding

H1
0 (Ω) ↪→ Lr(Ω), ∀1 ≤ r ≤ 2n

n− 2
,
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to get ∫
Ω

[(|u|+ |u|)p−2|u− u|]2dx =

∫
Ω

[(|u|+ |u|)2(p−2)|u− u|2]dx

≤ C

(∫
Ω

(|u|+ |u|)2(p−2)dx

) (p−2)
(p−1)

×
(∫

Ω

(|u− u|)2(p−2)dx

)1/(p−1)

≤ C[‖u‖2(p−1)

L2(p−1)(Ω)
+ ‖u‖2(p−1)

L2(p−1)(Ω)
]
(p−2)
(p−1)

×‖u− u‖2L2(p−1)(Ω)

≤ C[‖u‖2(p−1)

H1
0 (Ω)

+ ‖u‖2(p−1)

H1
0 (Ω)

]
(p−2)
(p−1)

×‖u− u‖2H1
0 (Ω). (2.28)

Similarly, we estimate∫
Ω

[(|u|+ |u|)p−2+ε|u− u|]2dx =

∫
Ω

[(|u|+ |u|)2(p−2+ε)|u− u|2]dx

≤ C

(∫
Ω

(|u|+ |u|)
2(p−2+ε)(p−1)

(p−2) dx

) (p−2)
(p−1)

×
(∫

Ω

(|u− u|)2(p−2)dx

)1/(p−1)

≤ C

(∫
Ω

(|u|+ |u|)2(p−1)+
2ε(p−1)
(p−2) dx

) (p−2)
(p−1)

×‖u− u‖2L2(p−1)(Ω). (2.29)

Since, p < (n− 1)/(n− 2), we can choose ε > 0 so small that

p∗ = 2(p− 2) +
2ε(p− 1)

(p− 2)
≤ 2n

n− 2
.

Hence, we have∫
Ω

[(|u|+ |u|)p−2+ε|u− u|]2dx = C[‖u‖p
∗

Lp∗ (Ω)
+ ‖u‖p

∗

Lp∗ (Ω)
]
(p−2)
(p−1)

‖u− u‖2L2(p−1)(Ω)

≤ C[‖u‖p
∗

H1
0 (Ω)

+ ‖u‖p
∗

H1
0 (Ω)

]
(p−2)
(p−1)

‖u− u‖2H1
0 (Ω). (2.30)



180 Abdelbaki Choucha and Djamel Ouchenane

Therefore, by combining (2.25)-(2.30), we obtain

‖J(U)− J(U)‖2H = [k2(p− 1)2A2]‖u− u‖2H1
0 (Ω)

+C[(‖u‖2(p−1)

H1
0 (Ω)

+ ‖u‖2(p−1)

H1
0 (Ω)

)(p−2)/(p−1)

+(‖u‖p
∗

H1
0 (Ω)

+ ‖u‖p
∗

H1
0 (Ω)

)(p−2)/(p−1)]‖u− u‖2H1
0 (Ω)

≤ C(‖u‖H1
0 (Ω), ‖u‖H1

0 (Ω))‖u− u‖2H1
0 (Ω). (2.31)

Therefore, J is locally Lipschitz. Thanks to ([12], [15]), the proof is completed. �

3. Blow up

We introduce the energy functional

Lemma 3.1. Assume that (1.9)holds and the hypotheses (1.5), (1.8) and (2.2) are
satisfied, let u(t) be a solution of (1.1), then E(t) is non-increasing, that is

E(t) =
1

2
‖ut‖22 +

1

2
‖∇ut‖22 +

k

p2
‖u‖pp

+
ξ

2
τ(t)

∫
Ω

∫ 1

0

z2(x, ρ, t)dρdx

−1

p

∫
Ω

|u|p ln |u|kdx. (3.1)

satisfies

E(t) ≤ −c1(‖ut‖22 +

∫
Ω

z2(x, 1, t)dx) ≤ 0. (3.2)

Proof. By multiplying the equation (2.3)1 by ut and integrating over Ω, we get

1

2

d

dt
‖ut‖22 +

1

2

d

dt
‖∇ut‖22 + µ1‖ut‖22 + µ2

∫
Ω

utz(x, 1, t)dx

=

∫
Ω

utu|u|p−2 ln |u|kdx. (3.3)

Now, we multiply (2.3)2 by ξz and integrate the resulting equation over Ω × (0, 1)
with respect to ρ and x, respectively, to obtain

ξ

2

d

dt

∫
Ω

∫ 1

0

τ(t)z2(x, ρ, t)dρdx = −ξ
∫

Ω

∫ 1

0

(1− τ ′(t)ρ)zzρdρdx

+
ξ

2
τ(t)

∫
Ω

∫ 1

0

z2(x, ρ, t)dρdx

= −ξ
2

∫
Ω

∫ 1

0

d

dρ
(1− τ ′(t)ρ)z2(x, ρ, t)dρdx

=
ξ

2

∫
Ω

[z2(x, 0, t)− z2(x, 1, t)]dx

+
ξτ ′(t)

2

∫
Ω

z2(x, 1, t)dx. (3.4)
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By (3.3) and (3.4), we get (3.1) and

d

dt
E(t) = −

(
µ1 −

ξ

2

)
‖ut‖22 −

(
ξτ ′(t)

2
− ξ

2

)∫
Ω

z(x, 1, t)dx

−µ2

∫
Ω

utz(x, 1, t)dx. (3.5)

Thanks to Young’s inequality, the last term in (3.5) can be estimated as follows

µ2

∫
Ω

utz(x, 1, t)dx ≤ |µ2|
2
√

1− d

∫
Ω

u2
tdx+

|µ2|
√

1− d
2

∫
Ω

z2(x, 1, t)dx,

inserting (3.6) into (3.5), we obtain

d

dt
E(t) ≤ −

(
µ1 −

ξ

2
− |µ2|

2
√

1− d

)∫
Ω

u2
tdx

−
(
ξ

2
(τ ′(t)− 1)− |µ2|

√
1− d

2

)∫
Ω

z(x, 1, t)dx. (3.6)

Then, by using (2.16) and (1.5) our conclusion holds. �

Lemma 3.2. There exists a positive constant c > 0, depending on Ω only such that(∫
Ω

|u|p ln |u|kdx
)s/p

≤ c
(∫

Ω

|u|p ln |u|kdx+ ‖∇u‖22
)
, (3.7)

for any u ∈ Lp+1(Ω) and 2 ≤ s ≤ p, provided that∫
Ω

|u|p ln |u|kdx ≥ 0.

Proof. If

∫
Ω

|u|p ln |u|kdx > 1, then(∫
Ω

|u|p ln |u|kdx
)s/p

≤ c[
∫

Ω

|u|p ln |u|kdx+ ‖∇u‖22]. (3.8)

If
∫

Ω
|u|p ln |u|kdx ≤ 1, then we set

Ω1 = {x ∈ Ω, |u| > 1}
and, for any β ≤ 2, we have(∫

Ω

|u|p ln |u|kdx
)s/p

≤
(∫

Ω

|u|p ln |u|kdx
)β/p

≤
(∫

Ω1

|u|p ln |u|kdx
)β/p

≤
(∫

Ω

|u|p+1dx

)β/p
≤
(∫

Ω1

|u|p+1dx

)β/p
= ‖u‖β(p+1)/p

p+1 ..

We choose β = 2p/(p+ 1) < 2 to get(∫
Ω

|u|p ln |u|kdx
)s/p

≤ ‖u‖2p+1 ≤ c‖∇u‖22. (3.9)

Combining (3.8) and (3.9), we obtain (3.6). �
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Lemma 3.3. There exists a positive constant C > 0 depending on Ω only such that

‖u‖pp ≤ c
(∫

Ω

|u|p ln |u|kdx+ ‖∇u‖22
)
, (3.10)

for any u ∈ Lp(Ω), provided that
∫

Ω
|u|p ln |u|kdx ≥ 0.

Proof. We set

Ω+ = {x ∈ Ω, |u| > e}
Ω− = {x ∈ Ω, |u| ≤ e},

thus

‖u‖pp =

∫
Ω+

|u|pdx+

∫
Ω−

|u|pdx

≤
∫

Ω+

|u|p ln |u|kdx+

∫
Ω−

ep
∣∣∣u
e

∣∣∣p dx
≤

∫
Ω+

|u|p ln |u|kdx+ ep
∫

Ω−

∣∣∣u
e

∣∣∣p dx
≤

∫
Ω

|u|p ln |u|kdx+ ep
∫

Ω

∣∣∣u
e

∣∣∣p dx
≤ c

(∫
Ω

|u|p ln |u|kdx+ ‖∇u‖22
)
.

Using the fact that ‖u‖22 ≤ c‖u‖2p ≤ c(‖u‖pp)2/p, we have �

Corollary 3.4. There exists a positive constant C > 0 depending on Ω only such that

‖u‖22 ≤ c
(∫

Ω

|u|p ln |u|kdx
)2/p

+ ‖∇u‖4/p2 , (3.11)

provided that
∫

Ω
|u|p ln |u|kdx ≥ 0.

Lemma 3.5. There exists a positive constant C > 0 depending on Ω only such that

‖u‖sp ≤ c[‖u‖pp + ‖∇u‖22, (3.12)

for any u ∈ Lp+1(Ω) and 2 ≤ s ≤ p.

Proof. If ‖u‖p ≥ 1 then

‖u‖sp ≤ ‖u‖pp
If ‖u‖p ≤ 1 then, ‖u‖sp ≤ ‖u‖2p. Using Sobolev embedding theorems, we have

‖u‖sp ≤ ‖u‖2p ≤ c‖∇u‖22. �

Now we are ready to state and prove our main result. For this purpose, we define

H(t) = −E(t) =
1

p

∫
Ω

|u|p ln |u|kdx− 1

2
‖ut‖22 −

k

p2
‖u‖pp

−1

2
‖∇ut‖22 −

ξ

2
τ(t)

∫
Ω

∫ 1

0

z2(x, ρ, t)dρdx. (3.13)
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Theorem 3.6. Assume (1.5)-(1.9) and (2.10) hold. Assume further that
E(0) < 0, then the solution of problem (1.1) blow up in finite time.

Proof. From (3.1), we have

E(t) ≤ E(0) ≤ 0. (3.14)

Hence

H ′(t) = −E′(t) ≥ c1

(
‖ut‖22 +

∫
Ω

z2(x, 1, t)dx

)
≥ c1

∫
Ω

z2(x, 1, t)dx ≥ 0. (3.15)

and

0 ≤ H(0) ≤ H(t) ≤ 1

p

∫
Ω

|u|p ln |u|kdx. (3.16)

We set

K(t) = H1−α + ε

∫
Ω

uutdx+
εµ1

2

∫
Ω

u2dx. (3.17)

where ε > 0 to be specified later and

2(p− 2)

p2
< α <

p− 2

2p
< 1. (3.18)

By multiplying (1.1)1 by u and taking a derivative of (3.17), we obtain

K′(t) = (1− α)H−αH ′(t) + ε‖ut‖22 − ε‖∇u‖22

+ε

∫
Ω

|u|p ln |u|kdx− εµ2

∫
Ω

uz(x, 1, t)dx. (3.19)

Using

εµ2

∫
Ω

uz(x, 1, t)dx ≤ ε|µ2|{δ1‖u‖22 +
1

4δ1

∫
Ω

z2(x, 1, t)dx}. (3.20)

we obtain, from (3.19),

K′(t) ≥ (1− α)H−αH ′(t) + ε‖ut‖22 − ε‖∇u‖22 + ε

∫
Ω

|u|p ln |u|kdx

−ε|µ2|{δ1‖u‖22 +
1

4δ1

∫
Ω

z2(x, 1, t)dx}. (3.21)

Therefore, using (3.15) and by setting δ1 so that,
|µ2|

4δ1c1
= κH−α(t), substituting in

(3.21), we get

K′(t) ≥ [(1− α)− εκ]H−αH ′(t) + ε‖ut‖22 − ε‖∇u‖22

+ε

∫
Ω

|u|p ln |u|kdx− εH
α(t)

4c1κ
|µ2|2‖u‖22. (3.22)
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For 0 < a < 1, from (3.13)

ε

∫
Ω

|u|p ln |u|kdx = εp(1− a)H(t) +
εp(1− a)

2
‖ut‖22 +

ε(1− a)k

p
‖u‖pp

+
εp(1− a)

2
‖∇ut‖22 + εa

∫
Ω

|u|p ln |u|kdx

+
εp(1− a)

2

ξ

2
τ(t)

∫
Ω

∫ 1

0

z2(x, ρ, t)dρdx. (3.23)

substituting in (3.22), we get

K′(t) ≥ [(1− α)− εκ]H−αH ′(t) + ε[
p(1− a)

2
+ 1]‖ut‖22

+ε

[(
p(1− a)

2
− 1

)]
‖∇u‖22

+aε

∫
Ω

|u|p ln |u|kdx− εH
α(t)

4c1κ
|µ2|2‖u‖22

+εp(1− a)H(t) +
ε(1− a)k

p
‖u‖pp

+
εp(1− a)

2

ξ

2
τ(t)

∫
Ω

∫ 1

0

z2(x, ρ, t)dρdx (3.24)

Using (3.11), (3.16) and Young’s inequality, we find

Hα(t)‖u‖22 ≤
∫

Ω

|u|p ln |u|kdx)α‖u‖22

≤ c

{∫
Ω

|u|p ln |u|kdx)α+2/p +

(∫
Ω

|u|p ln |u|kdx
)α
‖∇u‖24/p

}
≤ c

{∫
Ω

|u|p ln |u|kdx)
(pα+2)
p + ‖∇u‖22

+

(∫
Ω

|u|p ln |u|kdx
) pα

(p−2)
)}

(3.25)

Exploiting (3.18), we have

2 < pα+ 2 ≤ p, and 2 <
αp2

p− 2
≤ p.

Thus, lemma 3.2 yields

Hα(t)‖u‖22 ≤ c
(∫

Ω

|u|p ln |u|kdx+ ‖∇u‖22
)
. (3.26)
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Combining (3.24) and (3.26), we obtain

K′(t) ≥ [(1− α)− εκ]H−αH ′(t) + ε

[
p(1− a)

2
+ 1

]
‖ut‖22

+ε

{(
p(1− a)

2
− 1

)
− c|µ2|2

4c1κ

}
‖∇u‖22

+ε

[
a− c|µ2|2

4c1κ

] ∫
Ω

|u|p ln |u|kdx

+εp(1− a)H(t) +
ε(1− a)k

p
‖u‖pp

+
εp(1− a)

2

ξ

2
τ(t)

∫
Ω

∫ 1

0

z2(x, ρ, t)dρdx (3.27)

At this point, we choose a > 0 so small that

α1 =
p(1− a)

2
− 1 > 0

then we choose κ so large that

α2 =

(
p(1− a)

2
− 1

)
− c|µ2|2

4c1κ
> 0

and

α3 = a− c|µ2|2

4c1κ
> 0

Once κ and a are fixed, we pick ε so small so that

α4 = (1− α)− εκ > 0

Thus, for some β > 0, estimate (3.27) becomes

K′(t) ≥ β{H(t) + ‖ut‖22 + ‖∇u‖22 +

∫
Ω

|u|p ln |u|kdx+ ‖u‖pp

+

∫
Ω

∫ 1

0

z2(x, ρ, t)dρdx}. (3.28)

and

K(t) ≥ K(0) > 0, t > 0. (3.29)

Next, using Holder’s and Young’s inequalities, we have

‖u‖2 =

(∫
Ω

u2dx

) 1
2

≤

[(∫
Ω

(|u|2)p/2dx

) 2
p
(∫

Ω

1dx

)1− 2
p

] 1
2

≤ c‖u‖p. (3.30)

and ∣∣∣∣∫
Ω

uutdx

∣∣∣∣ ≤ ‖u‖2.‖ut‖2 ≤ c‖u‖p.‖ut‖2
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which implies ∣∣∣∣∫
Ω

uutdx

∣∣∣∣ 1
1−α

≥ c‖u‖
1

1−α
p .‖ut‖

1
1−α
2

≤ c

[
‖u‖

µ
1−α
p + ‖ut‖

θ
1−α
2

]
. (3.31)

where
1

µ
+

1

θ
= 1.

we take θ = 2(1− α), to get

µ

1− α
=

2

1− 2α
≤ p

Therefore, for s = 2/(1− 2α), we obtain∣∣∣∣∫
Ω

uutdx

∣∣∣∣ 1
1−α

≤ c[‖u‖sp + ‖ut‖22].

hence, lemma 3.3 gives∣∣∣∣∫
Ω

uutdx

∣∣∣∣ 1
1−α

≤ c
[
‖∇u‖22 + ‖ut‖22 + ‖u‖pp

]
. (3.32)

Therefore,

K
1

1−α (t) =

(
H1−α + ε

∫
Ω

uutdx+
εµ1

2

∫
Ω

u2dx

) 1
1−α

≤ c

[
H(t) + |

∫
Ω

uutdx|
1

1−α + ‖u‖
2

1−α
2

]
c[H(t) + ‖∇u‖22 + ‖ut‖22 + ‖u‖pp]. (3.33)

According to (3.28) and (3.33), we get

K′(t) ≥ λK
1

1−α (t), (3.34)

where λ > 0, depending only on β and c.
A simple integration of (3.34), we obtain

K
α

1−α (t) ≥ 1

K
−α
1−α (0)− λ α

(1−α) t

Therefore, K(t) blows up in time

T ≤ T ∗ =
1− α

λαKα/(1−α)(0)

This completes the proof. �
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Nonlinear two conformable fractional differential
equation with integral boundary condition

Somia Djiab and Brahim Nouiri

Abstract. This paper deals with a boundary value problem for a nonlinear differ-
ential equation with two conformable fractional derivatives and integral boundary
conditions. The results of existence, uniqueness and stability of positive solutions
are proved by using the Banach contraction principle, Guo-Krasnoselskii’s fixed
point theorem and Hyers-Ulam type stability. Two concrete examples are given
to illustrate the main results.

Mathematics Subject Classification (2010): 47H10, 26A33, 34B18.

Keywords: Conformable fractional derivatives, positive solutions, fixed point the-
orems, Hyers-Ulam stability.

1. Introduction

The subject of fractional as a definition has attracted increasing interest re-
searchers since L’Hospital’s letter in 1695. Later on, many definitions are made (the
most popular ones are the Riemann-Liouville fractional derivative and Caputo’s frac-
tional derivative) and increasingly used in a variety of fields witch prove that the sub-
ject of fractional derivative is as important as calculus; see ([11, 17, 15, 6]). Moreover,
Khalil et al. in ([10]) introduced new fractional derivative, namely ”the conformable
fractional derivative”, since then, the basic concepts of conformable fractional calcu-
lus has been greatly development due to the nature of definition witch is satisfy all
the requirements of the standard derivative.

Integral boundary conditions of fractional differential equations is recently ap-
proached by various researchers by applying different fixed point theorems, also, there
are a few papers concerning conformable fractional differential equations with integral
boundary conditions, see ([8, 13, 14, 19]), for example; the authors in ([19]) discussed

Received 25 February 2020; Revised 29 February 2020.
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the existence of positive solutions for

Dαx (t) = f (t, x (t)) , t ∈ [0, 1] , α ∈ (1, 2] ,

x (0) = 0, x (1) = λ

∫ 1

0

x (t) dt,

where f ∈ C ([0, 1]× R+,R+). By using the fixed point theorem in a cone.
Another aspect has increasingly attracted the attentions of researchers known as

stability analysis. Different kinds of stability have been studied for fractional differ-
ential equations including exponential, Mittag-Leffler, Lyapunov stability, the Ulam-
Hyers-Rassias stability, etc; for instance, M. Houas et all. in ([9]) studied the existence,
uniqueness and stability of solutions to the following fractional boundary value prob-
lem with two Caputo fractional derivatives involving nonlocal boundary conditions:

Dα
(
Dβ + λ

)
x (t) = f (t, x(t)) +

∫ t

0

(t− s)σ−1

Γ (σ)
f (s, x(s)) ds, t ∈ [0, T ] ,

x (0) = x0 + g (x) , x (T ) = θ

∫ η

0

(η − s)p−1

Γ (p)
x (s) ds, η ∈ (0, T ) ,

where Dα, Dβ denote the Caputo fractional derivatives, with

0 < α, β ≤ 1, 1 < α+ β ≤ 2, f : [0, T ]× R→ R

and g : C ([0, T ] ,R)→ R are given continuous functions, and σ, p > 0, λ, x0, θ are real
constants, g (x) may be regarded as

g (x) =

m∑
j=0

kjx (tj) ,

where kj , j = 1, . . . ,m are given constants and 0 < t0 < . . . < tm ≤ 1. The existence,
uniqueness and Ulam’s stability for conformable fractional differential equations was
studied as well; see ([4, 18, 12]).

On the other hand, Avery et all. in ([3]) investigated the existence of positive
solution of the following conformable fractional boundary value problem with Sturm-
Liouville boundary conditions

−DβDαu (t) = f (t, u (t)) , t ∈ (0, 1) ,

γu (0)− δDαu (0) = 0 = ηu (1) + ζDαu (1) ,

where 0 < α, β ≤ 1, γ, δ, η, ζ ≥ 0 and d = ηδ + γζ + γη/α > 0. By employing a
functional compression expansion fixed point theorem.
In this paper, we concern by study the existence, uniqueness and Ulam stability
of positive solutions to the following fractional boundary value problem with two
conformable fractional derivatives involving integral boundary condition (for short
CFBVP)

DβDαx (t) + λf (t, x (t)) = 0, t ∈ [0, 1] , (1.1)

Dαx (0) = 0, x (1) = γ

∫ 1

0

x (t) dt, (1.2)
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where 0 < α, β ≤ 1, λ > 0, γ ≥ 0, the derivatives are conformable fractional deriva-
tives and the function f : [0, 1]× [0,+∞)→ [0,+∞) is continuous.

This paper is organized as follows. In Section 2, we give some basic concepts
and properties results that will be used to prove our main results. In Section 3,
we obtain the existence and uniqueness of the positive solutions for CFBVP (1.1)-
(1.2), by the use of Gou-Krasnosel’skii fixed point theorem and Banach contraction
mapping principle. Furthermore, we study different types of Ulam stability: Ulam-
Hyers stability, generalized Ulam-Hyers stability, Ulam-Hyers-Rassias stability, and
generalized Ulam-Hyers-Rassias stability for CFBVP considered.

2. Preliminaries

In this section, we recall some useful definitions, lemmas and theorems. It is
always assumed that 0 < α, β ≤ 1 throughout this paper.

Definition 2.1. ([10]). The conformable fractional derivative of a function x : [0,∞)→
R of order α is defined by

Dαx (t) = lim
ε→0

x
(
t+ εt1−α

)
− x (t)

ε
, for all t > 0.

If Dαx (t) exists on (0, b) , b > 0, then Dαx (0) = limt→0Dαx (t).

Definition 2.2. ([10, 1]). The fractional integral of a function x : [0,∞)→ R of order
α and of order αβ are defined respectively by

Iαx (t) =

∫ t

0

sα−1x (s) ds,

IαIβx (t) =
1

β

∫ t

0

sα−1
(
tβ − sβ

)
x (s) ds.

Lemma 2.3. ([10, 1]).

(i). If x is a continuous function on [0,∞), then Dα (Iαx (t)) = x (t).
(ii). If Dαx (t) is continuous function on [0,∞), then Iα (Dαx (t)) = x (t)− x (0).

Theorem 2.4. ([10, 1]).

(i). If x is differentiable on (0,∞), then Dαx (t) = t1−αx′ (t).
(ii). If x is twice differentiable on (0,∞), then

DβDαx (t) = t1−β
[
t1−αx′ (t)

]′
= (1− α) t1−β−αx′ (t) + t2−β−αx′′ (t) .

Remark 2.5. Note that DβDα 6= DαDβ .

Further, we present the following fixed point theorems which will be used in
studying of our main results.
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Theorem 2.6. (Guo-Krasnoselskii fixed point theorem [7]). Let E be a Banach space,
P ⊂ E be a cone and Ω1,Ω2 are two bounded open subsets of E with Ω1 ⊂ Ω2. Assume
that T : P ∩

(
Ω2\Ω1

)
is a completely continuous operator such that either

‖T x‖ ≥ ‖x‖ , x ∈ P ∩ ∂Ω1 and ‖T x‖ ≤ ‖x‖ , x ∈ P ∩ ∂Ω2 or,

‖T x‖ ≤ ‖x‖ , x ∈ P ∩ ∂Ω1 and ‖T x‖ ≥ ‖x‖ , x ∈ P ∩ ∂Ω2.

Then T has at least one fixed point in P ∩
(
Ω2\Ω1

)
.

Theorem 2.7. (The Banach contraction principle theorem [5]). Let E be a Banach
space, P ⊆ E a nonempty closed subset. If T : P → P is a contraction mapping, then
T has a unique fixed point in P .

To facilitate the use of Theorem 2.6, we provide the following definitions and theorem:

Definition 2.8. ([16]). Let E be a real Banach space. A nonempty closed convex set
P ⊂ E is called a cone if for all x ∈ P and λ ≥ 0, λx ∈ P and if x, −x ∈ P then
x = 0.

Definition 2.9. ([16]). An operator is called completely continuous if it is continuous
and maps bounded sets into precompact sets.

Theorem 2.10. (Ascoli-Arzelà [2]). Let E be a compact space. If T is an equicontin-
uous, bounded subset of C (E), then T is relatively compact.

Next, we present an integral presentation of the solution for the linearized equation
related to the equation (1.1)

DβDαx (t) + λg (t) = 0, (2.1)

with the boundary conditions (1.2).

Lemma 2.11. Let g ∈ C [0, 1], then the CFBVP (2.1)-(1.2) has a unique solution x
given by

x (t) = λ

∫ 1

0

G (t, s) g (s) ds,

where

G (t, s) =
1

β


[

β+1−γ
(β+1)(1−γ)

(
1− sβ

)
−
(
tβ − sβ

)]
sα−1, 0 ≤ s ≤ t ≤ 1,

β+1−γ
(β+1)(1−γ)

(
1− sβ

)
sα−1, 0 ≤ t ≤ s ≤ 1.

(2.2)

Proof. By the continuity of g and Lemma 2.3, it follows from (2.1) that

x (t) = x (0) + IαDαx (0)− λIαIβg (t) , t ∈ [0, 1] .

This, together the boundary conditions, implies

x (t) = γ

∫ 1

0

x (t) dt+ λIαIβg (1)− λIαIβg (t) , t ∈ [0, 1] . (2.3)
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Now, we integrate (2.3) from 0 to 1 in both sides and by using the Fubini theorem,
we get ∫ 1

0

x(t)dt = γ

∫ 1

0

x (t) dt+
λ

β

∫ 1

0

sα−1
(
1− sβ

)
g (s) ds

− λ

β (β + 1)

∫ 1

0

sα−1
(
1− sβ

)
g (s) ds,

which implies ∫ 1

0

x(t)dt =
λ

(β + 1) (1− γ)

∫ 1

0

sα−1
(
1− sβ

)
g (s) ds. (2.4)

Substituting (2.4) into (2.3), which yields

x (t) =
λγ

(β + 1) (1− γ)

∫ 1

0

sα−1
(
1− sβ

)
g (s) ds

+
λ

β

∫ 1

0

sα−1
(
1− sβ

)
g (s) ds− λ

β

∫ t

0

sα−1
(
tβ − sβ

)
g (s) ds.

�

The Green function G in (2.2) has several important properties given as follows:

Lemma 2.12. For any (t, s) in [0, 1]× [0, 1] and γ ∈ [0, 1):

(G1). 0 ≤ G (t, s) and continuous,
(G2). G (1, s) ≤ G (t, s) ≤ G (0, s),

(G3). G (0, s) = G (s, s) = β+1−γ
γβ G (1, s).

Proof. Obviously that G is positive, continuous and ∂G(t,s)
∂t ≤ 0, for 0 ≤ t, s ≤ 1, then

G (t, s) is decreasing with respect to t ∈ [0, 1], and therefore

G (1, s) ≤ G (t, s) ≤ G (0, s) , for 0 ≤ t, s ≤ 1.

A simple calculation shows that

G (0, s) =
β + 1− γ

β (β + 1) (1− γ)

(
1− sβ

)
sα−1 = G (s, s) ,

G (1, s) =
γ

(β + 1) (1− γ)

(
1− sβ

)
sα−1 =

γβ

β + 1− γ
G (0, s) .

�

3. Main results

For investigating the existence, uniqueness and stability of positive solutions for
the CFBVP (1.1)-(1.2), we define the Banach space E = C [0, 1] with the norm ‖x‖ =
maxt∈[0,1] |x (t)| and the bounded subset Ωr of E, with Ωr = {x ∈ E, ‖x‖ ≤ r, r > 0}.
As well, define the cone P in E by

P =

{
x ∈ E, x (t) ≥ γβ

β + 1− γ
‖x‖ , t ∈ [0, 1] , γ ∈ [0, 1)

}
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Furthermore, define

Λ1 =

∫ 1

0

G (0, s) ds, Λ2 =
γβ

β + 1− γ

∫ 1

0

G (0, s) ds.

Also, define the operators T : E → E as

T x (t) = λ

∫ 1

0

G (t, s) f (s, x (s)) ds,

under the properties of G in Lemma 2.12 and our assumptions on f , the operator is
well-defined, continuous, positive and has the following properties.

Lemma 3.1. (i). T (P ) ⊂ P .
(ii). The operator T : P → P is completely continuous.

Proof. (i) From Lemma 2.12 and the definition of the cone P , we have

T x (t) = λ

∫ 1

0

G (t, s) f (s, x (s)) ds

≥ λγβ

β + 1− γ

∫ 1

0

G (0, s) f (s, x (s)) ds

≥ λγβ

β + 1− γ
max
t∈[0,1]

∫ 1

0

G (t, s) f (s, x (s))ds

≥ γβ

β + 1− γ
‖T x‖ , for all t ∈ [0, 1] .

Hence T x ∈ P .

(ii) Let x ∈ Ωr, then there exists a positive constant L0 such that

sup
‖x‖≤r

max
t∈[0,1]

f (t, x) ≤ L0,

then, it holds that

‖T x (t)‖ = max
t∈[0,1]

λ

∫ 1

0

G (t, s) f (s, x (s)) ds ≤ λL0

∫ 1

0

G (0, s) ds,

which implies that T (Ωr) is bounded. Hence, for all t1, t2 ∈ [0, 1] , t1 < t2 and by
Lemma 2.12, we have

‖T x (t2)− T x (t1)‖ ≤ max
t∈[0,1]

∫ t2

t1

G (t, s) f (s, x (s)) ds

≤ L0

∫ t2

t1

G (0, s) ds

=
L0λ (β + 1− γ)

β (β + 1) (1− γ)

∫ t2

t1

(
1− sβ

)
sα−1ds

≤ L0λ (β + 1− γ)

αβ (β + 1) (1− γ)
(tα2 − tα1 ) ,
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‖T x (t2)− T x (t1)‖ → 0 as t1 → t2 which implies that the set T (Ωr) is equicontin-
uous. By the Arzelà-Ascoli theorem T : Ωr → Ωr is compact. We thus complete the
proof. �

Lemma 3.2. The CFBVP (1.1)-(1.2) has a positive solution x ∈ E if and only if it is
a fixed point of T in P .

Proof. Let x be a fixed point of T in P , then

x (t) = λ

∫ 1

0

G (t, s) f (s, x (s)) ds, t ∈ [0, 1] ,

= γ

∫ 1

0

x (t) dt+ λIαIβf (t, x (t)) ,

(3.1)

and thus, by the continuity of f and Lemma 2.3, we obtain

DβDαx (t) = λf (t, x (t)) .

Furthermore, the equality (3.1) directly implies

x (1) = γ

∫ 1

0

x (t) dt and Dαx (0) = 0.

Therefore, x is a positive solution of the CFBVP (1.1)-(1.2).
Moreover, the Lemmas 2.11 and 3.1 imply that x is a fixed point of T in P . �

3.1. The existence of positive solutions of the CFBVP

Before presenting our results, we present some important notations as follows:

f0 = lim
x→0

max
t∈[0,1]

f (t, x)

x
, f∞ = lim

x→∞
max
t∈[0,1]

f (t, x)

x
,

f0 = lim
x→0

min
t∈[0,1]

f (t, x)

x
, f∞ = lim

x→∞
min
t∈[0,1]

f (t, x)

x
.

Theorem 3.3. Assume there exists r2 > r1 > 0, such that

f (t, x) ≤ r2

λΛ1
, x ∈ [0, r2] , t ∈ [0, 1] ,

f (t, x) ≥ r1

λΛ2
, x ∈ [0, r1] , t ∈ [0, 1] ,

then the CFBVP (1.1)-(1.2) has at least one positive solution.

Proof. By Lemma 2.12, for x ∈ P ∩ ∂Ωr1 , we have

‖T x‖ ≥ T x (t) ≥ γβ

β + 1− γ

∫ 1

0

G (0, s)
r1

Λ2
ds = r1.

For x ∈ P ∩ ∂Ωr2 , we get

‖T x‖ =

∫ 1

0

G (0, s) f (s, x (s)) ds ≤
∫ 1

0

G (0, s)
r2

Λ1
ds = r2.

Applying Theorem 2.6 yields that T has at least one fixed point x ∈ P ∩
(
Ωr2\Ωr1

)
with r1 ≤ ‖x‖ ≤ r2. It follows from Lemma 3.2 that the CFBVP (1.1)-(1.2) has at
least one positive solution x. The proof is complete. �
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Theorem 3.4. Let f∞
γβ

β+1−γ ≥ 1 and f0 ≤ γβ
β+1−γ are satisfied, then for each λ ∈(

1
Λ1
, 1

Λ2

)
the CFBVP (1.1)-(1.2) has at least one positive solution.

Proof. From the definition of f0, there exists r1 > 0, such that

f (t, x) ≤ f0x, for all t ∈ [0, 1] , 0 < x ≤ r1.

For x ∈ P ∩ ∂Ωr1 , we have

‖T x‖ = λ

∫ 1

0

G (0, s) f (s, x (s)) ds

≤ λ
∫ 1

0

G (0, s) f0x (s) ds

≤ λf0 ‖x‖Λ1

≤ ‖x‖ .

Consequently

‖T x‖ ≤ ‖x‖ , x ∈ P ∩ ∂Ωr1 . (3.2)

By the definition of f∞, there exists r3 > 0, such that

f (t, x) ≥ f∞x, for all t ∈ [0, 1] , x ≥ r3.

If x ∈ P ∩ ∂Ωr2 with r2 = max {2r1, r3}, then by the definition of cone P , we have

‖T x‖ = λ

∫ 1

0

G (0, s) f (s, x (s)) ds

≥ λf∞

∫ 1

0

G (0, s)x (s) ds

≥ λ
γβ

β + 1− γ
f∞ ‖x‖

∫ 1

0

G (0, s) ds

≥ ‖x‖ .

Hence

‖T x‖ ≥ ‖x‖ , x ∈ P ∩ ∂Ωr2 . (3.3)

From (3.2)-(3.3) and Theorem 2.6 we assurance that the operator T has at least one
fixed point x ∈ P ∩

(
Ωr2\Ωr1

)
with r1 ≤ ‖x‖ ≤ r2. It follows from Lemma 3.2 that

the CFBVP (1.1)-(1.2) has at least one positive solution x. �

Theorem 3.5. If γβ
β+1−γ f0 ≥ 1 and f∞ ≤ γβ

2(β+1−γ) are satisfied, then for each λ ∈(
1

Λ1
, 1

Λ2

)
the CFBVP (1.1)-(1.2) has at least one positive solution.

Proof. From the definition of f0, there exists r1 > 0, such that

f (t, x) ≥ f0x, for all t ∈ [0, 1] , 0 < x ≤ r1.
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Further, for x ∈ P with ‖x‖ = r1, then as previously

‖T x‖ ≥ λ

∫ 1

0

G (0, s) f0x (s) ds

≥ λ
γβ

β + 1− γ
f0 ‖x‖

∫ 1

0

G (0, s) ds

≥ ‖x‖ .
Hence

‖T x‖ ≥ ‖x‖ , x ∈ P ∩ ∂Ωr1 .

By the definition of f∞, there exists L > 0, such that

f (t, x) ≤ f∞x, for all t ∈ [0, 1] , x ≥ r4,

it follows that there exists δ > 0, such that

δ = max
t∈[0,1]

f (t, r4) , for all t ∈ [0, 1] , 0 < x ≤ r4.

Then

f (t, x) ≤ f∞x+ δ, for all t ∈ [0, 1] , x ≥ 0.

If x ∈ P ∩ ∂Ωr2 , with r2 = max
{

2r1,
2γβδ
β+1−γ

}
, we get

‖T x‖ = λ

∫ 1

0

G (0, s) f (s, x (s)) ds

≤ λ

∫ 1

0

G (0, s) (f∞x (s) + δ) ds

≤ λ (f∞ ‖x‖+ δ) Λ1

≤ ‖x‖ .
Thus

‖T x‖ ≤ ‖x‖ , x ∈ P ∩ ∂Ωr2 .

Applying Theorem 2.6 yields that T has at least one fixed point x ∈ P ∩
(
Ωr2\Ωr1

)
and Lemma 3.2 ensure that the CFBVP (1.1)-(1.2) has at least one positive solution
x. �

Example 3.6. Consider the CFBVP (1.1)-(1.2) with β = 1, α = 1
2 , γ = 3

4 and

f (t, x) =

{
(t+ 1)x2, (t, x) ∈ [0, 1]× (0, 2] ,

2 (t+ 1)x, (t, x) ∈ [0, 1]× (2,∞) ,

F (t, x) = (2t+ 1)
(
sinx+ e−x

)
,

the functions f, F are continuous for any t ∈ [0, 1] and any x > 0, we have

f0 = lim
x→0

max
t∈[0,1]

f (t, x)

x
= 0, f∞ = lim

x→∞
min
t∈[0,1]

f (t, x)

x
= 2,

F0 = lim
x→0

min
t∈[0,1]

f (t, x)

x
=∞, F∞ = lim

x→∞
max
t∈[0,1]

F (t, x)

x
= 0.
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By simple calculations we obtain γβ
β+1−γ = 3

5 . On the other hand, we get

Λ1 =

∫ 1

0

G (0, s) ds =
β + 1− γ

β (β + 1) (1− γ)

∫ 1

0

(
1− sβ

)
sαds =

2

3
,

Λ2 =
γβ

β + 1− γ

∫ 1

0

G (0, s) ds =
2

5
.

For λ ∈
(

3
2 ,

5
2

)
, for specified function f the Theorem 3.4 (or for function F the

Theorem 3.5) gives that the CFBVP (1.1)-(1.2) has at least one positive solution x
defined on [0, 1].

3.2. The uniqueness and Ulam-Hyers stability of positive solution of the CFBVP

In this subsection, we present four types of Ulam stability definition, namely
Ulam-Hyers stability, generalized Ulam-Hyers stability, Ulam-Hyers-Rassias, and gen-
eralized Ulam-Hyers-Rassias:

Definition 3.7. The CFBVP (1.1)-(1.2) is Ulam-Hyers stable if there exists cf ∈ R+

such that for each ε > 0 and for every solution y ∈ C2 ([0, 1] , [0,∞)) of the inequality

|DβDαy (t) + λf (t, y (t))| ≤ ε, t ∈ [0, 1] , (3.4)

there exists a unique solution x ∈ C2 ([0, 1] , [0,∞)) of the CFBVP (1.1)-(1.2) with

‖y − x‖ ≤ cfε, t ∈ [0, 1] .

Definition 3.8. The CFBVP (1.1)-(1.2) is generalized Ulam-Hyers stable if there
exists θf ∈ C (R+,R+) , θf (0) = 0 such that for each ε > 0 and for every so-
lution y ∈ C2 ([0, 1] , [0,∞)) of the inequality (3.4), there exists a unique solution
x ∈ C2 ([0, 1] , [0,∞)) of the CFBVP (1.1)-(1.2) with

‖y − x‖ ≤ θf (ε) , t ∈ [0, 1] .

Definition 3.9. The CFBVP (1.1)-(1.2) is Ulam-Hyers-Rassias stable with respect to
ϕ ∈ C ([0, 1] ,R+) if there exists cf ∈ R+ such that for each ε > 0 and for every
solution y ∈ C2 ([0, 1] , [0,∞)) of the inequality

|DβDαy (t) + λf (t, y (t))| ≤ εϕ (t) , t ∈ [0, 1] , (3.5)

there exists a unique solution x ∈ C2 ([0, 1] , [0,∞)) of the equations (1.1)-(1.2) with

‖y − x‖ ≤ cfεϕ (t) , t ∈ [0, 1] .

Definition 3.10. The CFBVP (1.1)-(1.2) is generalized Ulam-Hyers-Rassias stable with
respect to ϕ ∈ C ([0, 1] ,R+), if there exists cf,ϕ ∈ R+, such that for every solution
y ∈ C2 ([0, 1] , [0,∞)) of the inequality

|DβDαy (t) + λf (t, y (t))| ≤ ϕ (t) , t ∈ [0, 1] , (3.6)

there exists a unique solution x ∈ C2 ([0, 1] , [0,∞)) of the equations (1.1)-(1.2) with

‖y − x‖ ≤ cf,ϕϕ (t) , t ∈ [0, 1] .

Remark 3.11. Clearly,

(i). Definition 3.7 ⇒ Definition 3.8.
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(ii). Definition 3.9 ⇒ Definition 3.10.

Theorem 3.12. Assume there exists L > 0 such that

|f (t, x)− f (t, y)| ≤ L |x− y| , for almost every t ∈ [0, 1] , and all x, y ∈ E.

Then, if

∆ = λLΛ1 < 1, (3.7)

the CFBVP (1.1)-(1.2) has exactly one positive solution defined on [0, 1].

Proof. Using Lemma 2.3, we have

‖T x (t)− T y (t)‖ ≤ λ

∫ 1

0

G (0, s) |(f (s, x (s))− f (s, y (s)))| ds

≤ λL ‖x− y‖
∫ 1

0

G (0, s) ds

= ∆ ‖x− y‖ .

Then, Theorem 2.7 and Lemma 3.2 ensure that there is a unique and positive x in E
with x = T x. �

Theorem 3.13. Let (3.7) holds, then the CFBVP (1.1)-(1.2) is Ulam-Hyers stable and
consequently generalized Ulam-Hyers stable.

Proof. Let y ∈ C2 ([0, 1] , [0,∞)) be any solution of the inequality (3.4), Thank to
Lemma 2.11, we obtain

y (t) = λ

∫ 1

0

G (t, s) f (s, y (s)) ds,

which yields∣∣∣∣y (t)− λ
∫ 1

0

G (t, s) f (s, y (s)) ds

∣∣∣∣ ≤ ε

β

∫ t

0

(
t− sβ

)
sα−1ds

≤ ε

β

∫ 1

0

(
1− sβ

)
sα−1ds

≤ εΛ1.

Let x ∈ C2 ([0, 1] , [0,∞)) be the unique solution of the CFBVP (1.1)-(1.2), we have
for any t ∈ [0, 1]

|y (t)− x (t)| =

∣∣∣∣y (t)− λ
∫ 1

0

G (t, s) f (s, x (s)) ds

∣∣∣∣
=

∣∣∣∣y (t)− λ
∫ 1

0

G (t, s) f (s, y (s)) ds+ λ

∫ 1

0

G (t, s) f (s, y (s)) ds

−λ
∫ 1

0

G (t, s) f (s, x (s)) ds

∣∣∣∣
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≤
∣∣∣∣y (t)− λ

∫ 1

0

G (t, s) f (t, y (s)) ds

∣∣∣∣
+λ

∣∣∣∣∫ 1

0

G (t, s) (f (s, y (s))− f (s, x (s))) ds

∣∣∣∣
≤ εΛ1 + λL

∫ 1

0

G (0, s) |(y (s)− x (s))| ds,

which implies

‖y − x‖ ≤ εΛ1 + λLΛ1 ‖y − x‖ ,
on simplification it gives

‖y − x‖ ≤ εcf , where cf =
Λ1

1− λLΛ1
,

which completes the proof. By putting θf (ε) = εcf , θf (0) = 0, then the CFBVP
(1.1)-(1.2) is generalized Ulam-Hyers stable. �

Theorem 3.14. Let (3.7) holds. Assume that, there exists an increasing function ϕ ∈
C ([0, 1] ,R+) ∈ E and there exists σϕ ∈ R+ such that for any t ∈ [0, 1]

IαIβϕ (t) ≤ σϕϕ (t) ,

is satisfied, then the solutions of the CFBVP (1.1)-(1.2) are Ulam-Hyers-Rassias sta-
ble. Further the solutions of the considered CFBVP (1.1)-(1.2) are generalized Ulam-
Hyers-Rassias stable.

Proof. Similar to the proof of Theorem 3.13, let y ∈ C2 ([0, 1] , [0,∞)) be any solution
of the inequality (3.5), Thank to Lemma 2.11, we obtain∣∣∣∣y (t)− λ

∫ 1

0

G (t, s) f (s, y (s)) ds

∣∣∣∣ ≤ εIαIβϕ (t)

≤ εσϕϕ (t) .

Let x ∈ C2 ([0, 1] , [0,∞)) be the unique solution of the CFBVP (1.1)-(1.2), we have
for any t ∈ [0, 1]

|y (t)− x (t)| ≤
∣∣∣∣y (t)− λ

∫ 1

0

G (t, s) f (t, y (s)) ds

∣∣∣∣
+λ

∣∣∣∣∫ 1

0

G (t, s) (f (s, y (s))− f (s, x (s))) ds

∣∣∣∣
≤ εσϕϕ (t) + λL

∫ 1

0

G (0, s) |(y (s)− x (s))| ds,

which implies that

‖y − x‖ ≤ cfεσϕϕ (t) , where cf =
1

1− λLΛ1
,

which completes the proof of the theorem. Moreover, if we set ϕ (ε) = εϕ (t), then
ϕ (0) = 0. Analogously one can easily prove that the solutions of CFBVP (1.1)-(1.2)
are generalized Ulam-Hyers-Rassias stable. �
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Example 3.15. Consider the CFBVP (1.1)-(1.2) with β = 1
2 , α = 1, γ = 3

4 and

f (t, x) =
1

t+ 2
sinx,

the function f is continuous for any t ∈ [0, 1] and any x > 0, by simple calculations
we obtain

|f (t, x)− f (t, y)| ≤ 1

2
|x− y| and Λ1 =

2

5
.

For λ ∈ (0, 5), Theorem 3.12 give that the CFBVP (1.1)-(1.2) has exactly one positive
solution x defined on [0, 1]. Now, let∣∣∣∣D 1

2
y′ (t) +

3

5 (t+ 2)
sinx

∣∣∣∣ ≤ ε, t ∈ [0, 1] ,

then, by Theorem 3.13 the CFBVP (1.1)-(1.2) is Ulma-Hyers stable with cf = 5
11 . On

the other hand, Consider the inequality∣∣∣∣D 1
2
y′ (t) +

3

5 (t+ 2)
sinx

∣∣∣∣ ≤ εt, t ∈ [0, 1] ,

by Theorem 3.14 the CFBVP (1.1)-(1.2) is Ulam-Hyers-Rassias stable with

cf =
1

1− λLΛ1
=

25

22
, σt =

1

(α+ 1)β
= 1.

4. Conclusion

By using the Banach contraction principle, Guo-Krasnoselskii’s fixed point theo-
rem and Hyers-Ulam type stability, we discuss problem (1.1)-(1.2), a two conformable
fractional differential equation with integral boundary conditions. We present our re-
sults of the existence, uniqueness of positive solution and Hyers-Ulam type stability.
Two concrete examples are given to better demonstrate our main results.
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Deficient quartic spline of Marsden type with
minimal deviation by the data polygon

Diana Curilă (Popescu)

Abstract. In this work we construct the deficient quartic spline with the knots
following the Marsden’s scheme and prove the existence and uniqueness of the
deficient quartic spline with minimal deviation by the data polygon. The inter-
polation error estimate of the obtained quartic spline is given in terms of the
modulus of continuity. A numerical example is included in order to illustrate the
geometrical behaviour of the quartic spline with minimal quadratic oscillation
in average in comparison with the two times continuous differentiable deficient
quartic spline.

Mathematics Subject Classification (2010): 65D07, 65D10.

Keywords: Marsden type deficient quartic splines, optimal properties, minimal
quadratic oscillation in average.

1. Introduction

Motivated by the nice properties of complete cubic splines, Howell and Vorma
extend in [7] the complete splines to quartic degree in such a manner that the tridi-
agonal shape of the matrix for computing the local derivatives is preserved. The ob-
tained deficient complete quartic spline of Marsden type (see [10]) has in each interval
[xi−1, xi], i = 1, n, the expression:

Si (x) =
(xi − x)

2 ·
(

(xi − x)
2

+ 4 · (xi − x) · (x− xi−1)− 5 · (x− xi−1)
2
)

h4i
· yi−1

+
16 · (x− xi−1)

2 · (xi − x)
2

h4i
· yi/2

+
(x− xi−1)

2 ·
[
(x− xi−1)

2
+ 4 · (xi − x) · (x− xi−1)− 5 · (xi − x)

2
]

h4i
· yi

Received 12 July 2020; Revised 01 April 2021.
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+
(xi − x)

2 · (x− xi−1) · (xi−1 + xi − 2 · x)

h3i
·mi−1

+
(xi − x) · (x− xi−1)

2 · (xi−1 + xi − 2 · x)

h3i
·mi

= Ai (x) · yi−1 +Bi (x) · yi−1/2 + Ci (x) · yi +Di (x) ·mi−1 + Ei (x) ·mi, (1.1)

where

a = x0 < x1 < ... < xn−1 < xn = b

is a mesh of [a, b], hi = xi − xi−1, i = 1, n, and under traditional notations

mi = S′ (xi) , yi = S (xi) , i = 0, n,

yi−1/2 = S
(
xi−1/2

)
, i = 1, n,

with

xi−1/2 =
xi−1 + xi

2
.

Since S ∈ C2 [a, b] , the local derivatives mi, i = 0, n, are obtained by the conti-
nuity condition S′′ ∈ C [a, b] arriving to the tridiagonal dominant linear system

− 1

hi
·mi−1 +

(
4

hi
+

4

hi+1

)
·mi −

1

hi+1
·mi+1 =

5

h2i
· yi−1 −

5

h2i+1

· yi+1

+

(
11

h2i
− 11

h2i+1

)
· yi +

16

h2i+1

· yi+1/2 −
16

h2i
· yi/2 , i = 1, n− 1 (1.2)

With two endpoint conditions of complete type m0=f ′ (a), mn=f ′ (b), the local
derivatives are uniquely determined, obtaining the existence and uniqueness of the
complete C2-smooth quartic spline (see Theorem 1 in [7]).

The interpolation error estimates in the case of interpolated functions f ∈
C5 [a, b] were obtained in [7] (for estimating ‖S − f‖∞) and in[13] (for estimating
‖S′ − f ′‖∞), with sharp error bounds.

In this brief work we intend to find the local derivatives mi, i = 0, n, in order
to minimize the deviation of the quartic spline by the data polygon and preserving a
less smooth condition S ∈ C1 [a, b]. The deviation of a parametric spline by the data
polygon is described in [5] by using the Hausdorff distance. Another measure of the
spline deviation by the data polygon is the quadratic oscillation in average (QOA)
and was introduced in [2] obtaining the cubic spline of Hermite type with minimal
QOA.

Since the request of interpolating the mid-points could introduce some oscillation
of the quartic spline, in this paper we try to obtain the deficient quartic spline S ∈
C1 [a, b] , as in (1.1), with minimal QOA.

Considering the polygonal line L : [a, b] −→ R with the pieces

L|[xi−1,xi] = Li, i = 1, n,

Li (x) =
xi − x
hi

· yi−1 +
x− xi
hi

· yi, x ∈ [xi−1, xi] , i = 1, n,
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and according to [2], the quadratic oscillation in average is the functional

ρ2 (S) =

(
n∑

i=1

∫ xi

xi−1

[S (x)− Li (x)]
2
dx

) 1
2

,

which contains the local derivatives mi, i = 0, n, as unknown parameters.
Concerning optimal properties for cubic splines, recently, in [6], the derivative

oscillation was introduced by considering the functional

I1 (m0,m1, ...,mn) =

n∑
i=1

∫ xi

xi−1

[
S
′
(x)− L

′

i (x)
]2
dx,

and the cubic spline with minimal derivative oscillation was obtained. In [6],

I0 (m0,m1, ...,mn) = (ρ2 (S))
2

and I1 (m0,m1, ...,mn) where considered together as
the functionals

Ik (m0,m1, ...,mn) =

n∑
i=1

∫ xi

xi−1

[
S

(k)

(x)− L
(k)

i (x)
]2
dx,

for k = 0, 1, 2, with I2 (m0,m1, ...,mn) being the well-known curvature of the cu-
bic spline (see [11]). The minimal curvature of convex preserving cubic splines was
considered in [4]. Cubic splines with minimal norms

Jk (S) =

n∑
i=1

∫ xi

xi−1

[
S

(k)

(x)
]2
dx, k = 0, 1, 2, 3,

where determined in [8]. Optimal properties for quartic splines were obtained in [9]
and [12], concerning the minimization of the norms Jk (S) , k = 0, 1, 2, 3, (see [9]),
and considering the derivative interpolating quartic splines (see [12]). The derivative
interpolating splines of even degree and their optimal properties were investigated for
the first time in [3].

In the next sections we prove the existence and uniqueness of the deficient quartic
spline with minimal QOA and provide the corresponding interpolation error estimate
in terms of the modulus of continuity, considering a numerical experiment as test
example for the theoretical result.

2. Quartic spline with minimal quadratic oscillation in average

In order to obtain the quartic spline with minimal QOA we consider the residual
type functional I0 (m0,m1, ...,mn) denoted here by R (m0,m1, ...,mn) , as follows

R (m0,m1, ...,mn) =

n∑
i=1

∫ xi

xi−1

[
Ai (x) · yi−1 +Bi (x) · yi−1/2

+ Ci (x) · yi +Di (x) ·mi−1

+ Ei (x) ·mi −
xi − x
hi

· yi−1 −
x− xi−1

hi
· yi
]2
dx. (2.1)
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Theorem 2.1. There exists unique deficient quartic spline (1.1) with minimal qua-
dratic oscillation in average. If (m0,m1, ...,mn) are the local derivatives of this spline
S and if S interpolates a continuous function f ∈ C [a, b], then the corresponding
interpolation error estimate is obtained:

|S (x)− f (x)| ≤

(
9317

8192
+

14
√

3β3

9

)
· ω
(
f,
h

2

)
+

1125

8192
· ω (f, h) , ∀x ∈ [a, b] (2.2)

where

h = max
{
hi : i = 1, n

}
, h = min

{
hi : i = 1, n

}
, β =

h

h
,

and
ω (f, h) = sup {|f (x)− f (y)| : |x− y| ≤ h}

is the modulus of continuity

Proof. The system of normal equations

∂R

∂mi
= 0, i = 0, n

is 

h3
1

630 ·m0 +
h3
1

1260 ·m1 =

= −h2
1

63 · y0 −
2·h2

1

315 · y1−1/2 +
h2
1

180 · y1 +
h2
1

60 · y0

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ··

h3
i

1260 ·mi−1 +
(

h3
i

630 +
h3
i+1

630

)
·mi +

h3
i+1

1260 ·mi+1 =

= − h2
i

180 · yi−1 +
2·h2

i

315 · yi−1/2 +
h2
i

63 · yi −
h2
i

60 · yi−1 −
h2
i+1

63 · yi−

− 2·h2
i+1

315 · yi+1/2 +
h2
i+1

180 · yi+1 +
h2
i+1

60 · yi , i = 1, n− 1

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ··

h3
n

1260 ·mn−1 +
h3
n

630 ·mn =

= − h2
n

180 · yn−1 +
2·h2

n

315 · yn−1/2 +
h2
n

63 · yn −
h2
n

60 · yn

(2.3)

which can be written in tridiagonal dominant form



m0 + 1
2 ·m1 = d0

· · · · · · · · · · · · · · · · ··
h3
i

2·(h3
i+h3

i+1)
·mi−1 +mi +

h3
i+1

2·(h3
i+h3

i+1)
·mi+1 = di , i = 1, n− 1

· · · · · · · · · · · · · · · · ··
1
2 ·mn−1 +mn = dn

(2.4)
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where

d0 = 1
2·h1
·
(
y0 − y1/2

)
+ 7

2·h1
·
(
y1 − y1/2

)
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ··

di =
h2
i+1

2·(h3
i+h3

i+1)
·
(
yi − yi+1/2

)
+

7·h2
i+1

2·(h3
i+h3

i+1)
·
(
yi+1 − yi+1/2

)
+

+
14·h2

i

h3
i+h3

i+1
·
(
yi−1/2 − yi−1

)
+

10·h2
i

h3
i+h3

i+1
·
(
yi − yi−1/2

)
, i = 1, n− 1

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ··

dn = 7
2·hn
·
(
yn−1/2 − yn−1

)
+ 1

2·hn
·
(
yn−1/2 − yn

)

(2.5)

Since the matrix A of this system is diagonally dominant we have unique solution

(m0,m1, ...,mn) and
∥∥A−1∥∥ ≤ 2. The Hessian matrix

(
∂2R

∂mi∂mj

)
i,j=0,n

has all the

diagonal minors positive and therefore (m0,m1, ...,mn) is the unique minimum point
of R. So, the local derivatives mi , i = 0, n which minimize the functional R are
uniquely determined as the solution of the linear system (2.4), and the quartic spline
S with minimal QOA is uniquely determined. When S interpolates f ∈ C [a, b] , since

|d0| ≤
|y0−y1/2|+7·|y1−y1/2|

2·h1
≤ 4

h1
· ω
(
f, h2

)
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
|di| ≤

h2
i+1·(|yi−yi+1/2|+7·|yi+1−yi+1/2|)

2·(h3
i+h3

i+1)
+

h2
i ·(14·|yi−1/2−yi−1|+10·|yi−yi−1/2|)

h3
i+h3

i+1
≤

≤ 28·h2

h3
i+h3

i+1
· ω
(
f, h2

)
, i = 1, n− 1

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
|dn| ≤

7·|yn−1/2−yn−1|+|yn−1/2−yn|
2·hn

≤ 4
hn
· ω
(
f, h2

)
(2.6)

we get

‖d‖∞ = max
{
|di| : i = 0, n

}
≤ 14 · h2

h3
· ω
(
f,
h

2

)
.

The linear system (2.4) has the vectorial form

A ·m = d

and thus

m = A−1 · d,
with

m = (m0,m1, ...,mn)
T
, d = (d0, d1, ..., dn)

T
.

Then

‖m‖ = max
{
|mi| : i = 0, n

}
≤
∥∥A−1∥∥ · ‖d‖ ≤ 28 · h2

h3
· ω
(
f,
h

2

)
.
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Since

Ai (x) ≥ 0, Bi (x) ≥ 0, Ci (x) ≤ 0, Di (x) ≥ 0, Ei (x) ≥ 0, ∀x ∈
[
xi−1, xi−1/2

]
and

Ai (x) ≤ 0, Bi (x) ≥ 0, Ci (x) ≥ 0, Di (x) ≤ 0, Ei (x) ≤ 0, ∀x ∈
[
xi−1/2, xi

]
,

we estimate |S (x)− f (x)| separately on
[
xi−1, xi−1/2

]
and

[
xi−1/2, xi

]
.

On
[
xi−1, xi−1/2

]
we have

|S (x)− f (x)| ≤ |Ai (x) +Bi (x)| ·max
{
|yi−1 − f (x)| ,

∣∣yi−1/2 − f (x)
∣∣}

+ |Ci (x)| · |yi − f (x)|+ |Di (x) + Ei (x)| ·max {|mi−1| , |mi|} (2.7)

because Ai (x) +Bi (x) + Ci (x) = 1,∀x ∈ [xi−1, xi] , and on
[
xi−1/2, xi

]
we get

|S (x)− f (x)| ≤ |Ai (x)| · |yi−1 − f (x)|

+ |Bi (x) + Ci (x)| ·max
{
|yi − f (x)| ,

∣∣yi−1/2 − f (x)
∣∣}

+ |Di (x) + Ei (x)| ·max {|mi−1| , |mi|} (2.8)

with

|Di (x) + Ei (x)| = t · (1− t) · |1− 2 · t| · h,
where

t =
x− xi−1

h
∈ [0, 1] , i = 1, n.

Elementary calculus lead as to

max
t∈[0, 12 ]

|Ai (x) +Bi (x)| = max
t∈[ 1

2 ,1]
|Bi (x) + Ci (x)| = 9317

8192
,

max
t∈[0, 12 ]

|Ci (x)| = max
t∈[ 1

2 ,1]
|Ai (x)| = 1125

8192
,

and

max
t∈[0,1]

|Di (x) + Ei (x)| =
√

3

18
· hi, i = 1, n.

Consequently,

|S (x)− f (x)| ≤ 9317

8192
· ω
(
f,
h

2

)
+

1125

8192
· ω (f, h) +

√
3

18
· h,

‖m‖∞ ≤

(
9317

8192
+

14
√

3 · h3

9 · h3

)
· ω
(
f,
h

2

)
+

1125

8192
· ω (f, h) ,

∀ x ∈ [xi−1, xi] , i = 1, n, obtaining (2.2). �

If f is L-Lipchitz function, then the error estimate becomes

|S (x)− f (x)| ≤

(
11567

16384
+

7
√

3

9
· β3

)
· Lh, ∀x ∈ [a, b] .
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For uniform partitions, β = 1 and the error estimate will be

|S (x)− f (x)| ≤

(
11567

16384
+

7
√

3

9

)
· Lh ' 2.0532 · Lh, ∀x ∈ [a, b] .

Remark 2.2. The diagonally dominant linear system (2.4) can be solved easily by
using the iterative algorithm provided by the Gaussian elimination technique applied
to tridiagonal systems (see [1], pages 14-15).

3. Numerical experiment

In order to illustrate the theoretical result we consider a numerical example
where the given data are presented in the following table, with n = 5:

Table 1. The input data

i : 0 1 2 3 4 5
xi : 0 2 4 6 8 10
yi : 16 20 28 21 24 28
yi−1/2 : 12 23 32 18 30

In the context of Theorem 2.1 we will make a comparison of the geometrical
performances for the following three quartic splines: the C2-smooth deficient quartic
spline proposed in [7], the C1-smooth deficient quartic spline with minimal QOA ob-
tained before, and the C1-smooth deficient quartic spline that minimize the functional
I2 (m0,m1, ...,mn). For the C2-smooth deficient quartic spline S introduced in [7] the
computed local derivatives mi , i = 0, 5, are:

m0 = −8.7018, m1 = 7.1929, m2 = 8.2452,

m3 = −10.731, m4 = 7.9057, m5 = −4.5236.

The C1-smooth deficient quartic spline S with minimal QOA has the local derivatives

m0 = 13.61, m1 = 2.7799, m2 = 15.27,

m3 = −12.361, m4 = 2.6746, m5 = 9.6627.

In Figure 1 are represented the C2-smooth quartic spline with dots line, the
quartic spline having minimal QOA with solid line, and the polygonal line joining the
data points with dashed line. The graphs and the figure were obtained by using the
Matlab application.

Computing for comparison the quadratic oscillation in average (QOA) of the
above presented two quartic splines S and S, and the QOA of the C1-smooth deficient

quartic spline S̃ that has the local derivatives mi , i = 0, 5, obtained by minimizing
the curvature I2 (m0,m1, ...,mn) we get the following results:

S S S̃
ρ2 : 11.173 11.359 11.284
L : 64.703 68.676 68.237
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35

SC

SO

P

K

MP

Figure 1. The graph of the C2-smooth quartic spline SC repre-
sented by dotted line(....), the graph of the quartic spline SO with
minimal QOA represented by solid line (—), the data polygon P rep-
resented by dashed line (- -), the knots represented with o and the
midpoints represented with x

Here, we have included the length of graph (L) for the three quartic splines, too.

The computed local derivatives of S̃ are

m0 = −7.8476, m1 = 6.9145, m2 = 7.488,

m3 = −10.225, m4 = 7.8167, m5 = −4.1417.

The geometric properties of the C1-smooth quartic spline with minimal QOA
are illustrated by considering in addition the length of graph,

L (S) =

b∫
a

[
1 + (S′ (x))

2
] 1

2

dx (3.1)

the results for L (S) , L
(
S
)

, and L
(
S̃
)

being presented above. We see that better

results were obtained for the C1-smooth deficient quartic spline with minimal QOA
because smaller QOA and smaller length of graph can be observed for this quartic
spline. So, the theoretical result stated in Theorem 2.1 is confirmed.

4. Conclusions

The present work shows us how could be avoided possible wild oscillations in-
duced by the interpolation at midpoints in the case of deficient quartic splines that
follows the Marsden scheme of interpolation nodes. In this context we have obtained
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the unique C1-smooth deficient quartic spline with minimal quadratic oscillation in
average. The tridiagonal dominant linear system of normal equations which provides
its local derivatives has the index of diagonal dominance 1

2 , and the correspond-
ing matrix has the condition number cond (A) ≤ 3, that ensures the stability of the
procedure for solving this system. The numerical experiment confirm the obtained
theoretical result and point out another nice geometric property of the deficient quar-
tic spline with minimal QOA: a smaller length of the graph.
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Global existence and blow-up of a Petrovsky
equation with general nonlinear dissipative
and source terms

Mosbah Kaddour and Farid Messelmi

Abstract. This work studies the initial boundary value problem for the Petrovsky
equation with nonlinear damping

∂2u

∂t2
+ ∆2u−∆u′ + |u|p−2 u+ αg

(
u′
)

= βf (u) in Ω× [0,+∞[ ,

where Ω is open and bounded domain in Rn with a smooth boundary ∂Ω = Γ,
α, and β > 0. For the nonlinear continuous term f (u) and for g continuous,
increasing, satisfying g (0) = 0, under suitable conditions, the global existence of
the solution is proved by using the Faedo-Galerkin argument combined with the
stable set method in H2

0 (Ω). Furthermore, we show that this solution blows up
in a finite time when the initial energy is negative.

Mathematics Subject Classification (2010): 93C20, 93D15.

Keywords: Global existence, blow-up, nonlinear source, nonlinear dissipative,
Petrovsky equation.

1. Introduction

This paper devoted to the global existence, uniqueness, and the blow-up of so-
lutions for the nonlinear general Petrovsky equation

∂2u
∂t2 + ∆2u (t)−∆u′ (t) + |u|p−2

u (t) + αg (u′ (t)) = βf (u (t)) , in Ω× R+,
u = ∂ηu = 0, on Γ× [0,+∞[ ,

u(x, 0) = u0(x), u′(x, 0) = u1(x) in Ω.

(1.1)

Recently, in the absence of the strong damping term −∆u′ (t) and in the case where

βf (u (t)) = −q (x)u (x, t) + |u|p−2
u (t)

Received 24 June 2020; Revised 221 July 2020.
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for g continuous, increasing, satisfying g (0) = 0, and q : Ω→ R+, a bounded function,
the problem (1.1) becomes the following

∂2u

∂t2
+ ∆2u (t) + q (x)u (x, t) + g (u′ (t)) = 0, in Ω× R+.

This equation together with initial and boundary conditions of Dirichlet type was
considered by Guesmia in [5], he proved a global existence and a regularity result
of the solution, the author under suitable growth conditions on g showed that the
solution decays exponentially if g behaves like a linear function, whereas the decay is
of a polynomial order otherwise. Without the strong damping term −∆u′ (t) with

αg (u′ (t)) = |u′ (t)|σ−2
u′ (t)

and

βf (u (t)) = (b+ 1) |u (t)|p−2
u (t) , b > 0,

the problem (1.1) reduced to the following problem

∂2u

∂t2
+ ∆2u (t) + |u′ (t)|σ−2

u′ (t) = b |u (t)|p−2
u (t) , in Ω× R+,

this problem has been considered by Messaoudi in [9], where he investigated the global
existence and blow-up of solution. More precisely, he showed that solutions with any
initial data continue to exist globally in time if σ ≥ p and blow-up in finite time
if σ < p and the initial energy is negative. He used a new method introduced by
Georgiev and Todorova [4] based on the fixed point theorem for the proof. In [12],
Wu and Tsai showed that the solution of the problem considered in [9] is global under
some conditions. Also, Chen and Zhou [11] studied the blow-up of the solution of the
same problem as in [9]. In the presence of the strong damping, in the case where

βf (u (t)) = (b+ 1) |u (t)|p−2
u (t) ,

g (u′ (t)) = |u′ (t)|σ−1
u′ (t) , b > 0,

general Petrovsky problem as in (1.1) becomes

∂2u

∂t2
+ ∆2u (t)−∆u′ (t) + |u′ (t)|σ−1

u′ (t) = b |u (t)|p−1
u (t) , (1.2)

this problem was considered by Li et al. [6], in [10] and in [2], the authors obtained
global existence, uniform decay of solutions without any interaction between p and
σ, the blow-up of the solution result was established when σ < p . Very recently,
Pişkin and Polat [10] studied the decay of the solution of the problem (1.2). In this
paper, our aim is to extend the results of [9], [12] and others’ established in a bounded
domain to a general problem as in (1.1). The nonlinear term f in (1.1) likes

f (u (x, t)) = a (x) |u (t)|r−2
u (t)− b (x) |u (t)|q−2

u (t)

with r > q ≥ 1 and a (x) , b (x) > 0, and g in (1.1) likes

g (u′ (x, t)) = α (x) |u′ (t)|σ−2
u′ (t)

with σ ≥ 2 for α : Ω → R+ a function, satisfying α1 ≥ α (x) ≥ α0 > 0. For these
purposes, we must establish the global existence of solution for (1.1), we use the
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variational approach of Faedo–Galerkin approximation combined with the monoto-
nous, compactness, and the stable set method as in [9], [11] and in [10] with some
modification in some passages to derive the blow-up result in the infinite time of the
solution.

2. Hypotheses

Let us state the precise hypotheses on p, g, and f . Let p be a positive number
with

2 < p ≤ 2n− 6

n− 4
(n ≥ 5) (2 ≤ p <∞ if n = 1, 2, 3, 4) , (H1)

g is an odd increasing C1 function and{
xg (x) ≥ d0 |x|σ , ∀x ∈ R, p > σ ≥ 2,

|g (x)| ≤ d1 |x|+ d2 |x|σ−1
, ∀x ∈ R, p > σ ≥ 2, di ≥ 0.

(H2)

Let f (x, s) ∈ C1 (Ω× R), satisfies:

sf (x, s) + k1 (x) |s| ≥ pF (x, s) , p > 2, (H3)

and the growth conditions |f (x, s)| ≤ l1
(
|s|θ + k2 (x)

)
,

|fs (x, s)| ≤ l1
(
|s|θ−1

+ k3 (x)
)

in Ω× R,
(H4)

where F (x, s) =
∫ s

0
f (x, ζ) dζ, with some l0, l1 > 0 and the non-negative functions

k1 (x) , k2 (x) , k3 (x) ∈ L∞ (Ω), a.e. x ∈ Ω, and 1 < θ ≤ σ
2 <

p
2 .

3. Local existence

In this section, we establish a local existence result for (1.1) under the assump-
tions on f, g, and p.

Theorem 3.1. Let (u0, u1) ∈W ∩Lp(Ω)×H2
0 (Ω)∩L2σ−2(Ω). Assume that (H1)-(H4)

hold. Then problem (1.1) has a unique weak solution u (t) satisfying:

u ∈ L∞(0, T ;W ∩ Lp(Ω)), (3.1)

u′ ∈ L∞(0, T ;H2
0 (Ω)), (3.2)

g (u′ (t)) .u′ (t) ∈ L1
(
0, T ;L1(Ω)

)
, (3.3)

u′′ ∈ L∞(0, T ;L2(Ω)), (3.4)

where

H2
0 (Ω) =

{
ϕ ∈ H2 (Ω) : ϕ = ∂ηϕ = 0 on ∂Ω

}
,

and

W =
{
ϕ ∈ H4 (Ω) ∩H2

0 (Ω) : ∆ϕ = ∂η∆ϕ = 0 on ∂Ω
}
.
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Note that throughout this paper, C denotes a generic positive constant depend-
ing on Ω and as all given constants, which may be different from line to line, and is
capable of being examined and modified.

Proof. We adopt the Galerkin method to construct a global solution. Let T > 0
be a fixed, and denote by Vm the space generated by {ϕ1, ϕ2, ..., ϕm} , where the
set {ϕm; m ∈ N} is a basis of L2(Ω), H2

0 (Ω), and H4 (Ω) ∩ H2
0 (Ω) . We construct

approximate solutions um (m = 1, 2, 3, ...) in the form

um(t) =

m∑
j=1

Kjm(t)wj ,

where Kjm are determined by the following ordinary differential equations:

(u′′m, wj) + (∆um,∆wj) + (∇u′m,∇wj) (3.5)

+
(
|um|p−2

um, wj

)
+ α (g (u′m) , wj) = β (f (um) , wj) ,

um (0) = u0m =

m∑
i=1

(u0, wj)wj
as m−→∞−→ u0 (3.6)

in H4 (Ω) ∩H2
0 (Ω) ∩ Lp(Ω) ,

u′m (0) = u1m =

m∑
i=1

(u1, wj)wj
as m−→∞−→ u1 (3.7)

in H2
0 (Ω) ∩ L2σ−2(Ω),

with u0, u1 are given functions on Ω, by virtue of the theory of ordinary differential
equations, the system (3.5)-(3.7) has a unique local solution on some interval [0, tm).
We claim that for any T > 0, such a solution can be extended to the whole interval
[0, T ], as a consequence of the a priori estimates that shall be proven in the next step.
We denote by C, Ck or ck the constants which are independent of m, the initial data
u0 and u1.

Multiplying the equation (3.5) by K ′jm(t) and performing the summation over
j = 1, ...,m, the integration par parts gives

E′m (t) + |∇u′m (t)|2 + α (g (u′m (t)) , u′m (t)) = 0, ∀t ≥ 0, (3.8)

where

Em (t) =
1

2
|u′m(t)|2 +

1

2
|∆um(t)|2 +

1

p
‖um(t)‖pp − β

∫
Ω

F (x, um(t)) dx, (3.9)

by (H3), and Young inequality, we have

−
∫

Ω

F (x, um) dx ≥ −1

p

∫
Ω

k1 (x) |um| dx−
1

p

∫
Ω

umf (x, um) dx (3.10)

≥ −εC2
∗ |∆um(t)|2 − Cε |k1 (x)|2 − 1

p

∫
Ω

umf (x, um) dx,
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by using hypotheses (H4), Young’s inequality yields

1

p

∫
Ω

umf (x, um) dx ≤ 1

p
|f (x, um)| |um|

≤ l21
p
ε

∫
Ω

(
|um|2θ + |k2 (x)|2

)
dx+

c (ε, p)

p2

∫
Ω

|um|2 dx

=
l21
p
ε ‖um‖2θ2θ +

l21
p
ε |k2 (x)|2 +

c (ε, p)

p2
‖um‖2p (3.11)

≤ l21
p
ε

(
p− 2θ

p
+

2θ

p
‖um‖pp

)
+
l21
p
ε |k2 (x)|2

+C ′ (ε, p) +
1

p2
‖um‖pp ,

substituting (3.11) in (3.10), and chosen ε ≤ C0 = min
(

1
2C2
∗

; p
2θl21+1

)
, (3.9) becomes

Em (t) ≥ 1

2
|u′m(t)|2 + C1 |∆um(t)|2 + C2 ‖um‖pp − C3 (1 +K1 +K2) , (3.12)

or

|u′m(t)|2 + |∆um(t)|2 + ‖um‖pp ≤ C4 (Em (t) +K1 +K2 + 1) , (3.13)

where

0 < C1 ≤
(
1− C0C

2
∗
)
, 0 < C2 ≤

(
1

p
− 2θl21 + 1

p2
C0

)
,

C3 = max

(
Cε;

l21
p
ε;C ′ (ε, p) +

l21
p
ε
p− 2θ

p

)
,

C4 = max

(
1

min
(

1
2 , C1, C2

) , C3

)
.

Thus, it follows from (3.8), and (3.12) that, for any m = 1, 2, ..., and t ≥ 0,

|u′m(t)|2 + |∆um(t)|2 + ‖um (t)‖pp +

∫ t

0

|∇u′m (s)|2 ds (3.14)

+α

∫ t

0

(g (u′m (s)) , u′m (s)) ds ≤ C4 (Em (0) +K1 +K2 + 1) .

By assumption (H2)-(H4), according to the Hölder’s inequality, we have∣∣∣∣∫
Ω

F (x, u0m) dx

∣∣∣∣ ≤ 1

p

∫
Ω

k1 (x) |u0m| dx+
1

p

∫
Ω

u0mf (x, u0m) dx (3.15)

≤ C
(
|um(0)|2 + |k1 (x)|2 + ‖um (0)‖pp + |k2 (x)|2 + |um (0)|2

)
.
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Then using (3.6), (3.7), (3.8), and (3.9) we obtain that

Em (t) ≤ Em (0) =
1

2
|u1m|2 +

1

p
‖u0m‖pp

+
1

2
|∆u0m|2 − β

∫
Ω

F (x, u0m) dx (3.16)

≤ C4

(
|u1m|2 + ‖u0m‖pp + |∆u0m|2 + |u0m|2 +K1 +K2

)
≤ C,

for some C > 0, where K1 = ‖k1‖2∞ , K2 = ‖k2‖2∞ .
Hence, for any t ≥ 0, and m = 1, 2, ..., from (3.14), and (3.16) we get

|u′m(t)|2 + |∆um(t)|2 +

∫ t

0

|∇u′m (s)|2 ds+ ‖um (t)‖pp

+ α

∫ t

0

∫
Ω

g (u′m (s))u′m (s) dxds

≤ C. (3.17)

By the growth conditions, the estimate (3.17), and as 2θ ≤ p, we have

|f (um)|2 ≤ Cl1
(
|um|2θ + |k2 (x)|2

)
≤ C

(
||um||2θp + ‖k2‖2∞

)
≤ C.

With this estimate we can extend the approximate solution um (t) to the interval
[0, T ] and the following a priori estimates

um is bounded in L∞ (0, T ;Lp(Ω)) ,
u′m is bounded in L∞

(
0, T ;L2(Ω)

)
,

∇u′m is bounded in L2
(
0, T ;L2(Ω)

)
,

g (u′m) .u′m is bounded in L1 (Ω× (0, T )) ,
∆um(t) is bounded in L∞

(
0, T ;L2(Ω)

)
,

f (um) is bounded in L∞
(
0, T ;L2(Ω)

)
,

(3.18)

hold. �

Lemma 3.2. There exists a constant K > 0 such that

||g (u′m (t))||
L

σ
σ−1 (Ω×[0,T ])

≤ K,

for all m ∈ N.

Proof. From (H2), Holder’s, and Young’s inequalities gives∫ T

0

∫
Ω

|g (u′m)|
σ
σ−1 dxdt =

∫ T

0

∫
Ω

|g (u′m)| |g (u′m)|
1

σ−1 dxdt

≤
∫ T

0

∫
Ω

|g (u′m (t))|
(
d1 |u′m (t)|+ d2 |u′m (t)|σ−1

) 1
σ−1

dxdt

≤ C
∫ T

0

∫
Ω

|g (u′m (t))|
(
|u′m (t)|

1
σ−1 + |u′m (t)|

)
dxdt

= C

∫ T

0

∫
Ω

|g (u′m (t))| |u′m (t)|
1

σ−1 dxdt
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+C

∫ T

0

∫
Ω

|g (u′m (t))| |u′m (t)| dxdt

≤ σ − 1

σ

∫ T

0

∫
Ω

|g (u′m)|
σ
σ−1 dxdt+ C (σ)

∫ T

0

∫
Ω

|u′m (t)|
σ
σ−1 dxdt

+C

∫ T

0

∫
Ω

|g (u′m (t))| |u′m (t)| dxdt,

therefore

1

σ

∫ T

0

∫
Ω

|g (u′m (t))|
σ
σ−1 dxdt ≤ C (σ)

∫ T

0

∫
Ω

|u′m (t)|
σ
σ−1 dxdt

+C

∫ T

0

∫
Ω

|g (u′m (t))| |u′m (t)| dxdt

≤ C
∫ T

0

||u′m (t)||
σ
σ−1

2 dt+ C

∫ T

0

∫
Ω

|g (u′m (t))| |u′m (t)| dxdt,

hence, by (3.18), we deduce∫ T

0

∫
Ω

|g (u′m (t))|
σ
σ−1 dxdt ≤ K. �

Lemma 3.3. There exists a constant M > 0 such that

|u′′m(t)|+ |∆u′m(t)|+
∫ T

0

|∇u′′m (t)| dt ≤M,

for all m ∈ N.

Proof. From (3.5) we obtain

|u′′m(0)| ≤ |u0m|p−1
+
∣∣∆2u0m

∣∣+ |∆u1m|+ α |g (u1m)|+ β |f (u0m)| ,
by (H4) we have

|f (u0m)|2 ≤ l1
(
|u0m|2θ + |k2 (x)|2

)
≤ C

(
||∆u0m||2θ2 + ‖k2‖2∞

)
,

Since g (u1m) is bounded in L2 (Ω) by (H2), from (3.6) and (3.7) we obtain

|u′′m(0)| ≤ C.
Differentiating (3.5) with respect to t, we get

(u′′′m, wj) +
(
∆2u′m, wj

)
− (∆u′′m, wj) + (p− 1)

(
|um|p−2

u′m, wj

)
+α (g′ (u′m)u′′m, wj) = β (f ′ (um)u′m, wj) . (3.19)

Multiplying it by K ′′jm(t) and summing over j from 1 to m , according to the Hölder’s
inequality, to find

1

2

d

dt

(
|u′′m(t)|2 + |∆u′m (t)|2

)
+ |∇u′′m (t)|2 + α (g′ (u′m)u′′m, u

′′
m) (3.20)

≤ (p− 1)

∫
Ω

|um|p−2 |u′m| |u′′m| dx+ β

∫
Ω

|f ′ (um)| |u′m| |u′′m| dx.
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By choosing λ satisfies the inequalities{
λ+ 1 ≤ min

(
p

2(θ−1) ,
n
n−4

)
if n ≥ 5,

λ+ 1 ≤ p
2(θ−1) if n = 1, 2, 3, 4,

then by using (H4), estimates (3.18) and generalized Hölder’s inequality, we deduce
that ∫

Ω

|f ′ (um)| |u′m| |u′′m| dx

≤
∥∥∥l1 (|um|θ−1

+ k3 (x)
)∥∥∥λ

2(λ+1)
||u′m||2(λ+1) ‖u

′′
m‖2

≤ C
(∥∥∥|um|θ−1

∥∥∥λ
2(λ+1)

+ ‖k3 (x)‖λ2(λ+1)

)
||u′m||2(λ+1) ‖u

′′
m‖2

≤ C
(
‖um‖λ(θ−1)

p + ‖k3 (x)‖λp
)
||∆u′m||2 ‖u

′′
m‖2

≤ C5

(
|u′′m(t)|2 + |∆u′m (t)|2

)
, (3.21)

where C1 and C2 are positive constants independent of m and t ∈ [0, T ] .

By same manner, using condition (H1), Young’s inequality, Sobolev embedding, and
estimate (3.18) we reach to∫

Ω

|um|p−2 |u′m| |u′′m| dx ≤
∥∥∥|um|p−2

∥∥∥
n
‖u′m‖ 2n

n−2
‖u′′m‖2

≤ C ||∆u′m||2 ‖u
′′
m‖2 ≤ C5

(
|u′′m(t)|2 + |∆u′m (t)|2

)
. (3.22)

Combining (3.20), (3.21) and (3.22) we deduce

1

2

d

dt

(
|u′′m(t)|2 + |∆u′m (t)|2

)
+ |∇u′′m (t)|2 + α (g′ (u′m)u′′m, u

′′
m)

≤ C6

(
|u′′m(t)|2 + |∆u′m (t)|2

)
.

Integrating the last inequality over (0, t) and applying Gronwall’s lemma, we obtain

|u′′m(t)|+ |∆u′m (t)|+
∫ t

0

|∇u′′m (t)|2 ds ≤ C for all t ≥ 0.

Therefore

u′′m is bounded in L∞
(
0, T ;L2(Ω)

)
,

∆u′m is bounded in L∞
(
0, T ;L2(Ω)

)
, (3.23)

∇u′′m is bounded in L2
(
0, T ;L2(Ω)

)
,

it follows from (3.23), (u′m) is bounded in L∞
(
0, T ;H2

0 (Ω)
)
.

Furthermore, by applying the Lions-Aubin compactness Lemma in [7], we claim that

u′m is compact in L2
(
0, T ;L2(Ω)

)
, (3.24)
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From (3.18) and (3.23), there exists a subsequence of (um), still denote by (um), such
that 

um −→ u weak star in L∞
(
0, T ;H2

0 (Ω)
)

,
um −→ u strongly in L2

(
0, T ;L2(Ω)

)
,

u′m −→ u′ weak star in L∞
(
0, T ;H2

0 (Ω)
)

,
u′m −→ u′ strongly in L2

(
0, T ;L2(Ω)

)
,

u′′m −→ u′′ weak star in L∞
(
0, T ;L2(Ω)

)
,

g (u′m) −→ χ weak star in L
σ
σ−1 (Ω× (0, T )) ,

f (um) −→ ζ weak star in L∞
(
0, T ;L2(Ω)

)
.

(3.25)

Using the compactness of H2
0 (Ω) to L2(Ω), it is easy to see that∫ T

0

∫
Ω

|um|p−2
umvdxdt→

∫ T

0

∫
Ω

|u|p−2
uvdxdt, for all v ∈ Lσ

(
0, T ;H2

0 (Ω)
)
,

as m→∞.
By (H2), and estimates (3.25) we have

g (u′m) −→ g (u′) a.e.in Ω× (0, T ) .

Therefore, from [7, Chapter1,Lemma1.3], we infer that

g (u′m) −→ g (u′) weak star in L
σ
σ−1

(
0, T ;L

σ
σ−1
)

,

as m→∞, and this implies that∫ T

0

∫
Ω

g (u′m) vdxdt→
∫ T

0

∫
Ω

g (u′) vdxdt for all v ∈ Lσ
(
0, T ;H2

0 (Ω)
)
.

By the same manner using the growth conditions in (H4) and estimate (3.25), we see
that ∫ T

0

∫
Ω

|f (um)|
θ+1
θ dxdt

is bounded and

f (um) −→ f (u) a.e.in Ω× (0, T ) ,

then

f (um) −→ f (u) weak star in L
θ+1
θ

(
0, T ;L

θ+1
θ

)
,

as m→∞, and this implies that∫ T

0

∫
Ω

f (um) vdxdt→
∫ T

0

∫
Ω

f (u) vdxdt for all v ∈ Lθ
(
0, T ;H2

0 (Ω)
)
.

It follows at once from all estimates that for each fixed v ∈ Lθ
(
0, T ;H2

0 (Ω)
)
∩

Lσ
(
0, T ;H2

0 (Ω)
)
,∫ T

0

∫
Ω

(
u′′m + ∆2um −∆u′m + |um|ρ um + αg (u′m)− βf (um)

)
vdxdt

→
∫ T

0

∫
Ω

(
u′′ + ∆2u−∆u′ + |u|p−2

u+ αg (u′)− βf (u)
)
vdxdt,

as m→∞.
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Consequently∫ T

0

∫
Ω

(
u′′ + ∆2u−∆u′ + |u|p−2

u+ αg (u′)− βf (u)
)
vdxdt = 0,

∀v ∈ Lθ
(
0, T ;H2

0 (Ω)
)
∩ Lσ

(
0, T ;H2

0 (Ω)
)
.

This means that the problem admit a weak solution u satisfying (1.1), and (3.1)-
(3.4). �

Theorem 3.4. Under the hypotheses of the Theorem 3.1, we have the solution u given
by Theorem 3.1, is unique.

Proof. Let u and v are two solutions, in the sense of the Theorem 3.1. Then w = u−v
satisfies

w′′ +
(
∆2u−∆2v

)
−∆w′ + α (g (u′)− g (v′))

+(|u|p−2
u− |v|p−2

v) = β (f (u)− f (v)) , (3.26)

w(0) = w′(0) = 0 in Ω, (3.27)

w = ∂ηw = 0 on Σ, (3.28)

w ∈ Lp(0, T ;W ∩ Lp(Ω)), (3.29)

w′ ∈ L2(0, T ;H2
0 (Ω)). (3.30)

Let’s multiply the two members of (3.26) by w′ and integrate on Ω. According to the
Green’s formula and conditions (3.28), integrating by part the result on [0, t], using
conditions (3.27) to find that

1

2

(
|w′(t)|2 + |∆w|2

)
≤
∫ t

0

∫
Ω

∣∣∣|u|p−2
u− |v|p−2

v
∣∣∣ |w′| dxds (3.31)

+β

∫ t

0

∫
Ω

|f (u)− f (v)| |w′| dxds.

According to the Hölder’s, Young’s inequalities, condition (H1), the estimates (3.25)
the first term on the right-hand side of (3.31) can be estimated as follows:∫ t

0

∫
Ω

∣∣∣|u|p−2
u− |v|p−2

v
∣∣∣ |w′| dxds

≤ (p− 1)

∫ t

0

(∥∥∥|u|p−2
∥∥∥
Ln(Ω)

+
∥∥∥|v|p−2

∥∥∥
Ln(Ω)

)
‖w‖

L
2n
n−2 (Ω)

‖w′‖L2(Ω) ds

≤ C
∫ t

0

(
‖u‖p−2

Ln(p−2)(Ω)
+ ‖v‖p−2

Ln(p−2)(Ω)

)
‖∆w‖L2(Ω) ‖w

′‖L2(Ω) ds (3.32)

≤ C
∫ t

0

(
‖∆u‖p−2

L2(Ω) + ‖∆v‖p−2
L2(Ω)

)
‖∆w‖L2(Ω) ‖w

′‖L2(Ω) ds

≤ C
∫ t

0

(
|w′(s)|2 + |∆w (s)|2

)
ds.
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Now let Uε = εu+ (1− ε) v, 0 ≤ ε ≤ 1, by the growth conditions, for the second term
of the right side to (3.31), we have∣∣∣∣∫ t

0

∫
Ω

|f (u)− f (v)| |w′| dxdt
∣∣∣∣ =

∣∣∣∣∫ t

0

∫
Ω

∫ 1

0

d

dε
f (Uε) dεw

′dxds

∣∣∣∣
≤
∫ t

0

∫
Ω

∣∣∣∣∫ 1

0

d

dε
f (Uε) dε

∣∣∣∣ |w′| dxds
≤
∫ t

0

∫
Ω

∫ 1

0

∣∣∣∣ ddεf (Uε) dε

∣∣∣∣ |w′| dxds
≤ l1

∫ t

0

∫
Ω

∫ 1

0

(
|Uε|θ−1

+ |k3 (x)|
)
|u− v| |w′| dεdxds

≤ C
∫ t

0

∫
Ω

(
|u|θ−1

+ |v|θ−1
+ |k3 (x)|

)
|w (s)| |w′ (s)| dxds = I.

Using the generalized Hölder’s, Young’s inequalities, and the estimates (3.25), and
choosing λ such that {

λ+ 1 ≤ n
(θ−1)(n−4) if n ≥ 5,

2 ≤ λ+ 1 <∞ if n = 1, 2, 3, 4,

we infer

I ≤ C
∫ t

0

∥∥∥|u|θ−1
+ |v|θ−1

+ |k3 (x)|
∥∥∥λ

2(λ+1)
||w||2(λ+1) ‖w

′‖2

≤ C
∫ t

0

(∥∥∥|u|θ−1
∥∥∥λ

2(λ+1)
+
∥∥∥|v|θ−1

∥∥∥λ
2(λ+1)

+ ‖k3 (x)‖λ2(λ+1)

)
||w||2(λ+1) ‖w

′‖2 ds

≤ C
∫ t

0

(
‖∆u‖λ(θ−1)

2 + ‖∆v‖λ(θ−1)
2 + ‖k3 (x)‖λ∞

)
||∆w||2 ‖w

′‖2 ds

≤ C
∫ t

0

||∆w||2 ‖w
′‖2 ds ≤ C

∫ t

0

(
|w′(s)|2 + |∆w (s)|2

)
ds. (3.33)

Combining (3.31), (3.32) and (3.33) to obtain

|w′(t)|2 + |∆w (t)|2 ≤ C
∫ t

0

(
|w′(s)|2 + |∆w (s)|2

)
ds.

The integral inequality and Gronwall’s lemma show that w = 0. �

4. Global existence

In this section, we discuss the global existence of the solution for problem (1.1).
In order to state and prove our main results, we first introduce the following functions

I (t) = I (u (t)) = |∆u (t)|2 − β
∫

Ω

f (u (t))u (x, t) dx− β
∫
Ω

k1 (x) |u (x, t)| dx, (4.1)

J (t) = J (u (t)) =
1

2
|∆u|2 − β

∫
Ω

F (x, u) dx, (4.2)



224 Mosbah Kaddour and Farid Messelmi

E(t) = E(u(t), u′(t)) = J (u (t)) +
1

2
|ut(t)|22 +

1

p
‖u(t)‖pp . (4.3)

And the stable set as

W =
{
u : u ∈ H2

0 (Ω) , I (t) > 0
}
∪ {0} . (4.4)

The next lemma shows that our energy functional (4.3) is a nonincreasing function
along with the solution of (1.1).

Lemma 4.1. E(t) is a nonincreasing function for t ≥ 0 and

E′ (t) = − |∇u′ (t)|2 − α
∫

Ω

u′ (t) g (u′ (t)) dx ≤ 0. (4.5)

Proof. By multiplying equation (1.1) by u′ and integrate over Ω, using integrate by
parts and summing up the product results,

E (t)− E (0) = −
∫ t

0

|∇u′ (s)|2 ds− α
∫ t

0

∫
Ω

u′ (s) g (u′ (s)) dxds for t ≥ 0. �

Lemma 4.2. Suppose that (H1)-(H4) hold, let u0 ∈W and u1 ∈ H2
0 (Ω) such that

γ = βCθ+1
∗

(
2p

p− 2
E (0)

) θ−1
2

(l1 + l1 ||k2 (x)||∞ + ||k1 (x)||∞) < 1. (4.6)

Then u ∈ W for each t ≥ 0, where C∗ is the Sobolev–Poincaré embedding such that
for all 2 < p ≤ 2n

n−4 (n ≥ 5), (2 ≤ p <∞ if n = 1, 2, 3, 4) we have

‖u (t)‖p ≤ C∗ ‖∆u (t)‖2 , ∀u ∈ H
2
0 (Ω).

Proof. Since I (0) > 0, by the continuity, there exists 0 < Tm < T such

I (t) ≥ 0, ∀t ∈ [0, Tm] ,

this gives from (4.2), and (H3),

E (t) ≥ J (t) =
1

p
I (t) +

p− 2

2p
|∆u|2

+
β

p

(∫
Ω

f (u)udx+

∫
Ω

k1 (x) |u| dx− p
∫

Ω

F (x, u) dx

)
≥ p− 2

2p
|∆u|2 . (4.7)

By using (4.7), (4.3), and (4.5),

|∆u|2 ≤ 2p

p− 2
J (t) ≤ 2p

p− 2
E (t) ≤ 2p

p− 2
E (0) . (4.8)
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By recalling (H1), (H2), (4.8), (4.6), Cauchy-Schwartz inequality, and Sobolev em-
bedding we have

β

∫
Ω

f (u)udx+ β

∫
Ω

k1 (x) |u| dx ≤ β
∫

Ω

|f (u)| |u| dx+ β

∫
Ω

|k1 (x)| |u| dx

≤ βl1
∫

Ω

|u|θ+1
dx+ βl1

∫
Ω

|k2 (x)| |u| dx+ β

∫
Ω

|k1 (x)| |u| dx

≤ βl1 ‖u (t)‖θ+1
θ+1 + β (l1 ||k2 (x)||∞ + ||k1 (x)||∞) ‖u (t)‖θ+1

θ+1

≤ βl1Cθ+1
∗ |∆u(t)|θ+1

+ βCθ+1
∗ (l1 ||k2 (x)||∞ + ||k1 (x)||∞) |∆u(t)|θ+1

(4.9)

= βl1C
θ+1
∗ |∆u(t)|θ−1 |∆u(t)|2

+βCθ+1
∗ (l1 ||k2 (x)||∞ + ||k1 (x)||∞) |∆u(t)|θ−1 |∆u(t)|2

≤ βCθ+1
∗

(
2p

p− 2
E (0)

) θ−1
2

(l1 + l1 ||k2 (x)||∞ + ||k1 (x)||∞) |∆u|2

< |∆u|2 on [0, Tm] .

Therefore, by using (4.1), we conclude that I (t) > 0 for all t ∈ [0, Tm] . By repeating
this procedure, and using the fact that

lim
t→Tm

βCθ+1
∗

(
2p

p− 2
E (t)

) θ−1
2

(l1 + l1 ||k2 (x)||∞ + ||k1 (x)||∞) ≤ D < 1,

Tm is extended to T. �

Lemma 4.3. Let the assumptions (4.6) holds. Then there exists η = 1− γ such that

β

∫
Ω

f (u)udx+ β

∫
Ω

k1 (x) |u| dx ≤ (1− η) |∆u|2 , (4.10)

and therefore

|∆u|2 ≤ 1

η
I (t) . (4.11)

Proof. From (4.9) we have

β

∫
Ω

f (u)udx+ β

∫
Ω

k1 (x) |u| dx ≤ γ |∆u|2 .

We get (4.10) by taking η = 1 − γ > 0, and by using (4.10), from (4.1) we get the
result (4.11). �

Theorem 4.4. Suppose that (H1)-(H4) hold. Let u0 ∈ W satisfying (4.6). Then the
solution of problem (1.1) is global.
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Proof. It sufficient to show that ‖ut‖22 + |∆u|2 is bounded independently to t. To see
this we use (4.1), (4.3), and (H3) to obtain

E(0) ≥ E(t) =
1

2
|∆u|2 − β

∫
Ω

F (x, u) dx+
1

2
‖u′(t)‖22 +

1

p
‖u(t)‖pp

≥ 1

2
|∆u|2 − β

p

∫
Ω

f (u)udx− β

p

∫
Ω

k1 (x) |u| dx

+
1

2
‖u′(t)‖22 +

1

p
‖u(t)‖pp =

1

2
|∆u|2 +

1

p

(
I (t)− |∆u|2

)
+

1

2
‖u′(t)‖22 +

1

p
‖u(t)‖pp

=
p− 2

2p
|∆u|2 +

1

p
I (t) +

1

2
‖u′(t)‖22 +

1

p
‖u(t)‖pp

≥ 1

2
‖u′(t)‖22 +

p− 2

2p
|∆u (t)|2 ,

since I (t) ≥ 0, and p > 2. Therefore

‖u′(t)‖22 + |∆u|2 ≤ max

(
2,

2p

p− 2

)
E(0).

These estimates imply that the solution u(t) exist globally in [0,+∞[. �

5. Blow-up of solution

In this section, after some estimates, we show that the solution of problem (1.1)
blows up in finite time under the assumption E(0) < 0, where

E(t) = E(u(t), u′(t)) =
1

2
|u′ (t)|2+

1

2
|∆u (t)|2+

1

p
‖u(t)‖pp−β

∫
Ω

F (x, u (t)) dx. (5.1)

Remark 5.1. We set

H (t) = −E (t) , (5.2)

we multiply Eq.(1.1) by −u′ and integrate over Ω, using (H2) to get

H ′ (t) = |∇u′ (t)|2 + α

∫
Ω

u′ (t) g (u′ (t)) dx ≥ αd0 ‖u′ (t)‖
σ
σ a.e. t ∈ [0, T ] , (5.3)

H (t) is absolutely continuous, hence

0 < H (0) ≤ H (t) ≤ β
∫

Ω

F (x, u) dx, (5.4)

when

E (0) < 0.

We need the following lemma, easy to prove by using the definition of the energy
corresponding to the solution
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Lemma 5.2. Let 2 < p ≤ 2n
n−4 if n ≥ 5 and 2 < p < ∞ if n ≤ 4. Then there exists a

positive constant C > 1, depending only on Ω, such that

‖u(t)‖sp ≤ C
(
‖u(t)‖pp + |∆u (t)|2

)
, with 2 ≤ s ≤ p, (5.5)

for any u ∈ H2
0 (Ω). If u is the solution constructed in Theorem 3.1, then

‖u(t)‖sp ≤ C
(
H (t) + ‖u(t)‖pp + |u′ (t)|2 + β

∫
Ω

F (x, u (t)) dx

)
, (5.6)

with 2 ≤ s ≤ p on [0, T ) .

Theorem 5.3. Let the conditions of the Theorem 3.1 be satisfied. Assume further that

E (0) < 0. (5.7)

Then the solution (3.1) blows up in a finite time T .

Proof. We pose 
L (t) = |u (t)|2 =

∫
Ω

|u (x, t)|2 dx,

L′ (t) = 2 (u (t) , u′ (t)) ,

L′′ (t) = 2 |u′ (t)|2 + 2 (u (t) , u′′ (t)) ,

we define the function

G (t) = H1−a (t) + εL′ (t)− 3εpeT−tβ

∫
Ω

F (x, u (t)) dx

+γ1εt ‖k1 (x)‖∞ + γ2εt ‖k2 (x)‖σ∞ , t ≥ 0, (5.8)

where γ1, γ2, ε > 0 are positives constants to be specified later, and

0 < a ≤ min

(
p− 2

2p
,

p− σ
(θ + 1) (σ − 1)

)
< 1, (5.9)

derivative the Eq. (5.8), using Eq. (1.1), and hypotheses (H3) we obtain

d

dt
G (t) = (1− a)H−a (t)H ′ (t) + εL′′ (t) + γ1ε ‖k1 (x)‖∞

+γ2ε ‖k2 (x)‖σ∞ +
d

dt

(
−3pεeT−tβ

∫
Ω

F (x, u (t)) dx

)
= (1− a)H−a (t)H ′ (t) + 2ε |u′ (t)|2 + 2ε (u (t) , u′′ (t))

+γ1ε ‖k1 (x)‖∞ + γ2ε ‖k2 (x)‖σ∞

+3pεeT−tβ

∫
Ω

F (x, u (t)) dx− 3pεeT−tβ

∫
Ω

f (u (t))u′ (t) dx (5.10)

= (1− a)H−a (t)H ′ (t) + 2ε |u′ (t)|2 + 2βε

∫
Ω

u (t) f (u (t)) dx− 2ε |∆u (t)|2

−2ε

∫
Ω

u (t) ∆u′ (t) dx− 2ε ‖u (t)‖pp + γ1ε ‖k1 (x)‖∞ + γ2ε ‖k2 (x)‖σ∞

+3pεeT−tβ

∫
Ω

F (x, u (t)) dx−3pεeT−tβ

∫
Ω

f (u (t))u′ (t) dx−2αε

∫
Ω

u (t) g (u′ (t)) dx.
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We then exploit Holder’s, Young’s inequalities, and the hypotheses on g, to estimate
the last term in (5.10) as

2αε

∣∣∣∣∫
Ω

u (t) g (u′ (t)) dx

∣∣∣∣ ≤ 2αεd1

∫
Ω

|u′ (t)| |u (t)| dx+ 2αεd2

∫
Ω

|u′ (t)|σ−1 |u (t)| dx

≤ 2αεd1
δσ

σ
||u (t)||σσ + 2αεd1

σ − 1

σ
δ

σ
1−σ ||u′ (t)||

σ
σ−1
σ
σ−1

(5.11)

+2αεd2
δσ

σ
||u (t)||σσ + 2αεd2

σ − 1

σ
δ

σ
1−σ ||u′ (t)||σσ

= 2 (d1 + d2)
δσ

σ
αε ||u (t)||σσ

+2αε
σ − 1

σ
δ

σ
1−σ

(
d1 ||u′ (t)||

σ
σ−1
σ
σ−1

+ d2 ||u′ (t)||
σ
σ

)
, δ > 0,

because σ
σ−1 ≤ σ, then by (5.3) we have

d1 ||u′ (t)||
σ
σ−1
σ
σ−1

+ d2 ||u′ (t)||
σ
σ ≤ C (Ω)

σ−2
σ d1 ||u′ (t)||

σ
σ−1
σ +

d2

αd0
H ′ (t)

≤ C∗d1C (Ω)
σ−2
σ ||u′ (t)||σσ +

d2

αd0
H ′ (t)

≤ 1

αd0

(
C∗d1C (Ω)

σ−2
σ + d2

)
H ′ (t) . (5.12)

By the boundary conditions we derive the following estimates∫
Ω

u (t) ∆u′ (t) dx =

∫
Ω

∆u (t)u′ (t) dx ≤ 1

4
|∆u (t)|2 + |u′ (t)|2 . (5.13)

Using hypotheses (H4), Holder’s, Young’s inequalities, conditions (5.9), and (5.3) we
have ∫

Ω

|f (u (t))| |u′ (t)| dx ≤ l1
∫
Ω

(
|u|θ |u′ (t)|+ |k2 (x)| |u′ (t)|

)
dx

≤ l1 ||u (t)||θ2θ ||u
′ (t)||2 + l1

σ − 1

σ
δ

σ
1−σ ||u′ (t)||

σ
σ−1
σ
σ−1

+ l1
δσ

σ
‖k2 (x)‖σ∞

≤ l1
σ
C (δ, σ) δσ ||u (t)||2θ2θ +

1

σ
l1δ

σ
1−σ ||u′ (t)||22

+l1
σ − 1

σ
δ

σ
1−σ ||u′ (t)||

σ
σ−1
σ
σ−1

+ l1
δσ

σ
‖k2 (x)‖σ∞

≤ l1
σ
C∗C (δ, σ)C (Ω)

σ−2θ
2θσ ||u||σσ

+
1

σ
l1C
∗C (Ω)

σ−2
2σ δ

σ
1−σ ||u′ (t)||σσ

+l1
σ − 1

σ
δ

σ
1−σC∗C (Ω)

σ−2
2σ ||u′ (t)||σσ + l1

δσ

σ
‖k2 (x)‖σ∞

≤ l1
αd0

C∗C (Ω)
σ−2
2σ δ

σ
1−σH ′ (t)

+
l1
σ
C (δ, σ) δσC∗C (Ω)

σ−2θ
2θσ ||u||σσ + l1

δσ

σ
‖k2 (x)‖σ∞ .
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By the hypotheses (H3), and the estimate (5.4) we have

2β

∫
Ω

u (t) f (u (t)) dx ≥ 2βp

∫
Ω

F (x) dx− 2β

∫
Ω

k1 (x) |u (x)| dx

≥ 2pH (t)− 2β

∫
Ω

k1 (x) |u (x)| dx, (5.14)

and by Holder’s, Young’s inequalities,∫
Ω

k1 (x) |u (x)| dx ≤ C (σ, α) ‖k1 (x)‖∞ + 2α
δσ

σ
||u (t)||σσ . (5.15)

By substituting in (5.10), and using (5.11)-(5.15), yields,

d

dt
G (t)

≥

(
(1− a)H−a (t)

− 1
αd0

(
3pεeT−tβC∗C (Ω)

σ−2
2σ + 2αεσ−1

σ

(
C∗d1C (Ω)

σ−2
σ + d2

))
δ

σ
1−σ

)
H ′ (t)

+2pεH (t)− 2ε ‖u (t)‖pp −
5

2
ε |∆u (t)|2 + (γ1 − 2βC (σ, α)) ε ‖k1 (x)‖∞

+

(
γ2 − 3pεeT−tβl1

δσ

σ

)
ε ‖k2 (x)‖σ∞ + 3pβε

∫
Ω

F (x, u (s)) dx

−ε
(

3θpeT−tβl1C (δ, σ)C∗C (Ω)
σ−2θ
2θσ + 2βα (d1 + d2)

) δσ
σ
||u (t)||σσ , (5.16)

∀δ, ε > 0.

At this point, for a large positive constant λ to be chosen later, picking δ such that
δ

σ
1−σ = λH−a (t) > 0 in (5.16) we arrive for all t > 0 at

d

dt
G (t)

≥

(
(1− a)

− λ
αd0

(
3pεeTβC∗C (Ω)

σ−2
2σ + 2αεσ−1

σ

(
C∗d1C (Ω)

σ−2
σ + d2

)) )
H−a (t)H ′ (t)

+3βpε

∫
Ω

F (x, u) dx− 2ε ‖u (t)‖pp −
5

2
ε |∆u (t)|2 + 2pεH (t)

+ (γ1 − 2βC (σ, α)) ε ‖k1 (x)‖∞ (5.17)

+

(
γ2 − 3pεeTβl1

δσ

σ

)
ε ‖k2 (x)‖σ∞

−ε
(

3θpeTβl1C (δ, σ)C∗C (Ω)
σ−2θ
2θσ + 2βα (d1 + d2)

) λ1−σ

σ
Ha(σ−1) (t) ||u (t)||σσ ,

∀δ, ε > 0.
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By exploiting (5.4), we have

Ha(σ−1) (t) ||u (t)||σσ ≤ β
a(σ−1)

∫
Ω

F (x, u) dx

a(σ−1)

||u (t)||σσ , (5.18)

from (H3) we have∫
Ω

F (x, u) dx ≤ l1
p

∫
Ω

|u (t)|θ+1
dx+ (|k2 (x)|+ |k1 (x)|) |u|


≤ l1
p
||u (t)||θ+1

θ+1 + C
l1
p

(‖k1 (x)‖∞ + ‖k2 (x)‖∞) ||u (t)||θ+1
θ+1 ,

≤ C l1
p
||u (t)||θ+1

θ+1 (5.19)

by condition (5.9), and the estimates (5.6) we confirm that

βa(σ−1)

∣∣∣∣∣∣
∫
Ω

F (x, u) dx

∣∣∣∣∣∣
a(σ−1)

||u (t)||σσ

≤ C l1
p
βa(σ−1)

(
||u (t)||θ+1

θ+1

)a(σ−1)

||u (t)||σσ

= C
l1
p
βa(σ−1) ||u (t)||(θ+1)a(σ−1)

θ+1 ||u (t)||σσ

≤ C l1
p
βa(σ−1) ||u (t)||(θ+1)a(σ−1)

θ+1 ||u (t)||σθ+1

= C
l1
p
βa(σ−1) ||u (t)||(θ+1)a(σ−1)+σ

θ+1

≤ l1
p
βa(σ−1)C

H (t) + ‖u(t)‖pp + |u′(t)|2 + β

∫
Ω

F (x, u) dx


≤ C l1

p
βa(σ−1)

(
H (t) + ‖u(t)‖pp + |u′(t)|2 + β

∫
Ω

F (x, u) dx

+ ‖k1 (x)‖∞ + ‖k2 (x)‖σ∞

)
(5.20)

substituting (5.20) in (5.17) we obtain

d

dt
G (t) ≥

(
(1− a)− λ

αd0

(
3pεeTβC∗C (Ω)

σ−2
2σ

+2αεσ−1
σ

(
C∗d1C (Ω)

σ−2
σ + d2

) ))H−a (t)H ′ (t)

+3pβε

∫
Ω

F (x, u) dx− 5

2
ε |∆u (t)|2 − 2ε ‖u (t)‖pp

+ε (γ1 − 2βC (σ, α)) ‖k1 (x)‖∞

+ε

(
γ2 − 3pεeTβl1

δσ

σ

)
‖k2 (x)‖σ∞ (5.21)
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+ε


2pH (t)−

(
3θpeTβl1C (δ, σ)C∗C (Ω)

σ−2θ
2θσ + 2βα (d1 + d2)

)
λ1−σ

σ
l1
p β

a(σ−1)

×C

(
H (t) + ‖u(t)‖pp + |u′(t)|2 + β

∫
Ω

F (x, u) dx

+ ‖k1 (x)‖∞ + ‖k2 (x)‖σ∞

) 
or

d

dt
G (t) ≥

 (1− a)

− λ
αd0

(
3pεeTβC∗C (Ω)

σ−2
2σ

+2αεσ−1
σ

(
C∗d1C (Ω)

σ−2
σ + d2

) )
H−a (t)H ′ (t)

+3pβε

∫
Ω

F (x, u) dx− 5

2
ε |∆u (t)|2 − 2ε ‖u (t)‖pp

+ε (γ1 − 2βC (σ, α)) ‖k1 (x)‖∞ (5.22)

+ε

(
γ2 − 3pεeTβl1

δσ

σ

)
‖k2 (x)‖σ∞

+ε


(5p− 1)H (t)

−

(
3θpeT−tβl1C (δ, σ)C∗C (Ω)

σ−2θ
2θσ

+2βα (d1 + d2)

)
λ1−σ

σ
l1
p β

a(σ−1)

×C
(
H (t) + ‖u(t)‖pp + |u′(t)|2 + β

∫
Ω
F (x, u) dx

+ ‖k1 (x)‖∞ + ‖k2 (x)‖σ∞

)
 − ε (3p− 1)H (t) .

By using the definition (5.2), the estimate (5.22) gives

d

dt
G (t) ≥

 (1− a)

− λ
αd0

(
3pεeTβC∗C (Ω)

σ−2
2σ

+2αεσ−1
σ

(
C∗d1C (Ω)

σ−2
σ + d2

) )


×H−a (t)H ′ (t)

+ε


(

3p−1
2

)
−

(
C

(
3θpeTβl1C (δ, σ)C∗C (Ω)

σ−2θ
2θσ

+2βα (d1 + d2)

)
λ1−σ

σ
l1
p β

a(σ−1)

) 
× |u′ (t)|2

+

(
3p− 1

2
− 5

2

)
ε |∆u (t)|2

+ε

 (γ1 − 2βC (σ, α))

−C

((
3θpeTβl1C (δ, σ)C∗C (Ω)

σ−2θ
2θσ

+2βα (d1 + d2)

)
λ1−σ

σ
l1
p β

a(σ−1)

)  ‖k1 (x)‖∞

+ε


(
γ2 − 3pεeTβl1

δσ

σ

)
−C

((
3θpeTβl1C (δ, σ)C∗C (Ω)

σ−2θ
2θσ

+2βα (d1 + d2)

)
λ1−σ

σ
l1
p β

a(σ−1)

)  ‖k2 (x)‖σ∞
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+ε


(

3p−1
p − 2

)
−C

((
3θpeTβl1C (δ, σ)C∗C (Ω)

σ−2θ
2θσ

+2βα (d1 + d2)

)
λ1−σ

σ
l1
p β

a(σ−1)

) 
×‖u (t)‖pp

+ε

 3p− (3p− 1)

−C

((
3θpeTβl1C (δ, σ)C∗C (Ω)

σ−2θ
2θσ

+2βα (d1 + d2)

)
λ1−σ

σ
l1
p β

a(σ−1)

) β ∫
Ω

F (x, u) dx

+ε

 (5p− 1)

−C

((
3θpeTβl1C (δ, σ)C∗C (Ω)

σ−2θ
2θσ

+2βα (d1 + d2)

)
λ1−σ

σ
l1
p β

a(σ−1)

) H (t) .

pose

C1 = C

((
3θpeTβl1C (δ, σ)C∗C (Ω)

σ−2θ
2θσ

+2βα (d1 + d2)

)
1

σ

l1
p
βa(σ−1)

)
,

we arrive at

d

dt
G (t) ≥

 (1− a)

− λ
αd0

ε

(
3peTβC∗C (Ω)

σ−2
2σ

+2σ−1
σ

(
C∗d1C (Ω)

σ−2
σ + d2

) )
H−a (t)H ′ (t)

+ε

[
3p− 1

2
− C1λ

1−σ
]
|u′ (t)|2 +

(
3p− 1

2
− 5

2

)
ε |∆u (t)|2

+ε
(
(γ1 − 2βC (σ, α))− C1λ

1−σ) ‖k1 (x)‖∞

+ε

((
γ2 − 3pεeTβl1

δσ

σ

)
− C1λ

1−σ
)
‖k2 (x)‖σ∞

+ε

[
p− 1

p
− C1λ

1−σ
]
‖u (t)‖pp + ε

[
1− C1λ

1−σ]β ∫
Ω

F (x, u) dx (5.23)

+ε
(
(5p− 1)− C1λ

1−σ)H (t) .

chosen γ1 = 1 + 2βC (σ, α) , γ2 = 1 + 3pεeTβl1
δσ

σ and λ satisfying the following
inequality

λ ≥ λ0 = min

(
σ−1

√
2C1

3p− 1
, σ−1

√
pC1

p− 1
, σ−1
√
C1,

σ−1

√
C1

5p− 1

)
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so that the coefficients of H (t) , |u′ (t)|2 , |∆u (t)|2 , ‖u (t)‖pp , ‖k1 (x)‖∞, ‖k2 (x)‖∞
and

∫
Ω

F (x, u) dx in (5.23) are strictly positive, hence we get

d

dt
G (t) ≥

 (1− a)

− λ
αd0

ε

(
3peTβC∗C (Ω)

σ−2
2σ

+2ασ−1
σ

(
C∗d1C (Ω)

σ−2
σ + d2

) )
H−a (t)H ′ (t)

+ωε

(
H (t) + |u′ (t)|2 + ‖u (t)‖pp +

∫
Ω
F (x, u) dx

+ ‖k1 (x)‖∞ + ‖k2 (x)‖σ∞

)
, (5.24)

where ω is the minimum of these coefficients. We pick ε small enough, so that

0 < ε ≤ ε0 = min


1−a

λ
αd0

 3peTβC∗C (Ω)
σ−2
2σ

+2ασ−1
σ

(
C∗d1C (Ω)

σ−2
σ + d2

) 
;

H1−a(0)
−L′(0)+3peT β

∫
Ω
F (x,u0)dx


therefore (5.24) take the form

d

dt
G (t) ≥ ωε

(
H (t) + |u′ (t)|2 + ‖u (t)‖pp

+
∫

Ω
F (x, u) dx+ ‖k1 (x)‖∞ + ‖k2 (x)‖σ∞

)
, (5.25)

hence
G (t) ≥ G (0) > 0 for all t ≥ 0.

The second term in (5.8), by applying Young’s inequality we can estimate as follows

1

2
L′ (t) = (u (t) , u′ (t)) ≤ c |u′ (t)| ‖u (t)‖p ≤ c

(
|u′ (t)|2(1−a)

+ ‖u (t)‖
2(1−a)
1−2a
p

)
,

so

|(u (t) , u′ (t))|
1

1−a ≤ C
(
|u′ (t)|2 + ‖u (t)‖

2
1−2a
p

)
using Lemma (5.2) and the condition (5.9) we obtain

|(u (t) , u′ (t))|
1

1−a

≤ C
(
H (t) + |u′ (t)|2 + ‖u (t)‖pp +

∫
Ω

F (x, u) dx

)
, ∀t ≥ 0. (5.26)

Consequently we have

G (t)
1

1−a =

(
H1−a (t) + 2ε

∫
Ω

u (x, t)u′ (t) dx+ γ1εt ‖k1 (x)‖∞ + γ2εt ‖k2 (x)‖σ∞

) 1
1−a

≤ C

(
H (t) +

∣∣∣∣2ε∫
Ω

u (x, t)u′ (t) dx

∣∣∣∣ 1
1−a

+ |γ1εt ‖k1 (x)‖∞|
1

1−a
+ |γ2εt ‖k2 (x)‖σ∞|

1
1−a

)

≤ C
(
H (t) + |u′ (t)|2 + ‖u (t)‖pp +

∫
Ω

F (x, u) dx+ ‖k1 (x)‖∞ + ‖k2 (x)‖σ∞

)
. (5.27)

We then combine (5.25), (5.26), and (5.27), to arrive at

d

dt
G (t) ≥ ρG (t)

1
1−a , (5.28)
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where ρ is a constant depending on C, ω, and ε only, and not depend of u.
Integrate (5.28) over (0, t) to get

G (t)
a

1−a ≥ 1

G
a−1
a (0)− t a

(1−a)ρ
.

Therefore G (t) blows up in a finite time T ∗ where

T ∗ ≤ 1− a
aρG

a
1−a (0)

. �
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