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STUDIA UNIV. “BABEŞ–BOLYAI”, MATHEMATICA, Volume XLVIII, Number 3, September 2003

PROFESSOR GHEORGHE MICULA AT HIS 60TH ANNIVERSARY

RADU PRECUP

Dedicated to Professor Gheorghe Micula at his 60th anniversary

Professor Gheorghe Micula was born in Delureni (Bihor County), Romania,
on April 23, 1943. He graduated the Faculty of Mathematics and Mechanics of the
Babeş-Bolyai University in 1965, with Magna cum Laudae qualification. In 1971 he
obtained the Ph. D. degree with the thesis ”Contributions to numerical solutions of
differential equations by means of splines”, elaborated under the guidance of D. V.
Ionescu. He was successively Assistant Professor (1965-1971), Lecturer (1971-1990)
and Associate Professor (1990-1992) at the Chair of Differential Equations of the
Faculty of Mathematics and Computer Science. Since 1992 he is full Professor at the
same chair.

He married in 1965 Maria Vasile. They have one daughter, Sanda, who also
graduated Faculty of Mathematics and Computer Science of Babeş-Bolyai University.

He was Fellow: A. v. Humboldt (1973-1975) - Universities of Freiburg,
Mainz and Berlin; DAAD - Universities of Marburg, Berlin, Darmstadt, Siegen and
Würzburg; and Fulbright-University of Kentucky Lexington (USA). Also, between
1974-2003 he was Visiting Professor at several universities, in Germany, Israel, China,
New Zealand, Turkey, South Korea and Italy.

Professor Micula obtained the First Prize in Mathematics of Balkan Union
of Mathematics (Athens 1973) and ”S. Stoilov” Prize of Romanian Academy (1980).
He is Doctor Honoris Causa of University of Oradea.

Professor Micula is the president of Cluj section of Romaniam Mathematical
Society, vice-president of the Romanian section of GAMM (Germany) and member
of the Amer. Math. Soc., European Mech. Soc. and European Math. Soc.

The research interests of Professor Micula go to the numerical solutions of
differential, integral and partial differential equations, spline functions, numerical
analysis and approximation theory, and are reflected by his 7 books and over than 80
published papers.

The impact of his research on the mathematical community is proved by the
quotations of his works in papers by J. Böhmer, J. Butcher, Ju. N. Subbotin, W.
Schempp, G. Meinardus, H. Brunner, N. H. Mülthei, G. Hämerlin, Ju. S. Zavjalov,
G. Nürnberger, J. W. Schmidt, W. Haussmann, B. D. Bojanov, K. E. Atkinson, J.
Györvary, B. Kvasov, etc.

Received by the editors: 20.10.2003.
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On behalf of my colleagues in the Chair of Differential Equations, I wish
Professor Micula a long life, good health and all the best for many years to come.

LIST OF PUBLICATIONS

I. Monographs, books and textbooks

1. Spline Functions and Applications (Romanian). Bucharest Technical Pub-
lishing House, 1978, 348 pp. (Book distinguished with ”The first Prize of
the Romanian Academy of Science”, Bucharest 1980).

2. Teoria funcţiilor spline şi aplicaţii. Litografia Univ.Cluj-Napoca, 1979,
136 p.

3. Culegere de Probleme şi Exerciţii de Ecuaţii Diferenţiale şi Integrale,
Litografia Univ. Babeş-Bolyai, Cluj-Napoca, 1980 (joint book with M.
Frenkel, P. Pavel, B. Ionescu).

4. Probleme de ecuaţii diferenţiale şi cu derivate parţiale, Editura Didactică
şi Pedagogică, Bucureţi, 1982 (joint book with I. A. Rus, P. Pavel, B.
Ionescu).

5. Theory and Applications of Spline Functions. Freie Univerität Berlin,
Preprint Nr. A 89/1. Fachbereich Mathematik, Seria A, 1989, Mathe-
matik 249 p.

6. Differential Equations and Integral Equations by Practical Exercises and
Problems (Romanian). Dacia Publishing House Cluj-Napoca, Romania,
1989, 290 p. (joint book with P. Pavel).

7. Theory and Applications of Spline Functions, Part. I and Part. II Preprint
Nr. A-91-33, Freie Universität Berlin, Fachbereich Mathematik, Seria A,
Mathematik, Berlin (1991), 330 p. (co-editor R. Gorenflo).

8. Differential and Integral Equations through practical problems and exer-
cises. Kluwer Academic Publishers, Dordrecht, The Netherlands (1992),
408 p. (joint book with P. Pavel).

9. Handbook of Splines, Kluwer Academic Publishers, Dordrecht-Boston-
London, 1999, 624 pp. (joint book with Sanda Micula).

II. Articles

1. O formulă de cuadratură cu cinci noduri cu gradul de exactitate cinci.
Studia Univ. Babeş-Bolyai, Cluj, Series Math. Fasc. 2, (1967), 58-74.

2. Sur la formule de quadrature de Tricomi. Bull. Math. Sci. Math. de
Roumanie, 12 (1968), 95-105 (joint paper with M. Micula).

3. Optimal cubature formulas for certain classes of functions. Anal. Şt.
Univ. Al. I. Cuza, Iaşi, 16 (1970), 345-356 (joint paper with G. Coman).

4. Optimal cubature formulae. Rendiconti di Mathematica, 4 (1971), Nr. 6,
303-311.

5. Approximate integration of systems of differential equations by spline func-
tions. Studia Univ. Babeş-Bolyai, Cluj, Series Math. Fasc. 2 (1971),
27-39.
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6. Fonctions spline d’approximation pour les solutions des systèmes d’équa-
tions différentielles. Anal. St. Univ. Al. I. Cuza, Iaşi 27 (1971), 139-155.

7. Contributions to the numerical solution of differential equations by spline
functions. (roumanian). Doctoral dissertation, Univ. of Cluj, Romania,
1971.

8. Spline functions approximating the solution of nonlinear differential equa-
tion of n-th order. ZAMM, 52 (1972), 189-190.

9. Funcţii spline de grad superior de aproximare a soluţiilor sistemelor de
ecuaţii diferenţiale. Studia Univ. Babeş-Bolyai Cluj, Fasc. 1 (1972), 21-
32.

10. Numerical integration of differential equation y(n) = f(x, y) by spline func-
tions. Rev. Roum. Math. Pures et Appl. (Bucharest), 1 (1972), 1385-
1390.

11. Approximate solution of the differential equation y′′ = f(x, y) with spline
functions. Math. Comput. 27 (1973), 807-816.

12. Sur la résolution numérique des équation integrale du type de Volterra de
seconde éspèce à l’aide des fonction spline. Studia Univ. Babeş - Bolyai
Cluj, Series Mathematica, Fasc. 2 (1973), 65-68 (joint paper with M.
Micula).

13. Die numerische Lösung nichtlinearer Differentialgleichungen unter Ver-
wendung von Spline-Funktionen. Lect. Notes in Math. 395, Springer,
1974, 57-83.

14. Deficient spline approximate solutions to linear differential equations of
the second order. Mathematica (Cluj), 16 (39) (1974), 65-72.

15. The numerical solution of Volterra integro-differential equations by spline
functions. Rev. Roum. Math. Pures et Appl. (Bucharest), 20 (1975),
349-358.

16. Über die numerische Lösung nichtlinearer Differentialgleichungen mit
Splines von niedriger Ordnung. Internat. Ser. Numer. Math. 27 (1975),
185-195. Birkhäuser Verlag, Basel-Stuttgart, 1975.

17. The numerical solution of nonlinear differential equations by deficient
spline functions. ZAMM, 55 (1975), 254-255.

18. Bemerkungen zur numerischen Lösung von Anfangeswertproblemen mit
Hilfe nichtlinearer Spline-Funktionen. Lect. Notes in Math. 501 (1975),
200-209. Springer, 1975.

19. On the approximative solution of nonlinear differential equations of the
second order by deficient spline functions. Lucrări Ştiinţifice, Seria A,
Inst. Ped. Oradea, (Romania), (1975), 7-11.

20. Bemerkungen zur numerischen Behandlung von nichtlinearer Volter-
raschen Integralgleichungen mit Splines. ZAMM, 56 (1976), 302-304.

21. Numerische Behandlung der Volterra - Integralgleichungen mit Splines.
Studia Univ. Babeş-Bolyai, Cluj-Napoca, 24 (1979), Fasc. 2, 46-54.
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22. Asupra unor metode de rezolvare aproximativă a ecuaţiilor diferenţiale.
Lucrări Sem. Itinerant de Ec. Funcţ., Aproximare şi Convexitate, Cluj-
Napoca, 17-19 mai 1979, 99-105.

23. Projection method for the numerical solution of Hammerstein equa-
tions. Proc. Seminar of Functional Eqs., Approximation and Convexity,
Timişoara (Romania), 7-8 nov. 1980, 137-143.

24. The ”D. V. Ionescu method” of constructing approximation formulas. Stu-
dia Univ. Babeş-Bolyai, Cluj-Napoca, Mathematica, 26 (1981), No 2, 5-13.

25. On ”D. V. Ionescu method” in numerical analysis as a constructing
method of spline functions. Revue Roumaine de Math. Pures et Appl.
24 (1981), No 408, 1131-1141.

26. Numerische Behandlung von Differentialgleichungen mit modifizierten Ar-
gument mit Spline-Funktionen. Proceedings of Colloq. Approx. and Op-
timization. Cluj-Napoca (Romania), October 25-27, 1984, 111-128.

27. Spline-Funktionen und die numerische Verfahren für Differential und Par-
tielledifferentialgleichungen. Research Seminairies, Faculty of Math. Univ.
of Cluj-Napoca, Preprint No. 9, (1985), 27-52.

28. The spline technique in the theory of differential equations. Proceedings of
the Conference on Differential Equations. Cluj-Napoca, November 21-23,
1985, 29 p.

29. Numerical solution of some linear elliptic problems by spline functions.
Proc. Itinerant Seminar on Functional Equations, Approximation and
Convexity. Iaşi, (Romania), 26 Oct. 1986, 13-17.

30. Nonpolynomial spline functions for the approximate solution of system of
ordinary differential equations. Research Seminars, Seminar on Numer.
and Statist. Calculus, Preprint No 9, (1987), 143-153, Univ. of Cluj-
Napoca ( joint paper with M. Micula).

31. A polynomial spline approximation method for solving system of ordinary
differential equations. Studia Univ. Babeş-Bolyai, Mathematica, 4 (1987),
66-60 (joint paper with T. Fawzy and Z. Ramadan).

32. Approximate solution of the second order differential equations with de-
viating argument by spline functions. Mathematica - Revue d’Analyse
Numérique et de Théorie de l’Approximation, Cluj-Napoca, Tome 30 (53),
No 1, (1988), 37-46 (joint paper with H. Akça).

33. Numerical solution of differential equations with deviating argument using
spline functions. Studia Univ. Babeş-Bolyai, Mathematica, 23 (1988), No
2, 45-57 (joint paper with H. Akça).

34. Lösung gewöhnlicher Differentialgleichungen zweiter Ordnung mit
nacheilendem Argument durch Spline Funktionen. Preprint 1181 T. H.
Darmstadt, 1988, 18 p.

35. Über die numerische Lösung gewöhnlicher Differentialgleichungen zweiter
Ordnung mit nacheilendem Argument durch Spline-Funktionen. Rev.
Roumaine Math. Pures Appl. Bucharest, 34 (1989), 899-909.
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36. Numerical solution of delay differential equations of higher order by spline
functions. Babeş-Bolyai University Cluj, Research Seminars, Seminar on
Differential Equations, Preprint No. 3, (1990), 77-86.

37. Approximate solutions of the nonlinear n-th order differential equations
with deviating argument by polynomial spline functions. Proceed. Itin-
erant Seminar an Functional Eqs. Approximation and Convexity, Cluj-
Napoca, Oct. (1990), 93-104.

38. Approximate solution of the nonlinear n-th order differential equations with
deviating argument by spline functions. Buletin Ştiinţific, Seria B, Vol.7,
Nr. 1-2, (1991), Univ. Baia Mare, 47-54.

39. Approximate solution of the second order differential equations with de-
viating argument by deficient spline functions. Bul. Şt. Inst. Politehnic
Cluj-Napoca, Seria Matematicǎ-Mecanicǎ, Vol.34,(1991) (joint paper with
H. Akça and I. Dag).

40. Direct numerical spline methods for second order Fredholm integro-
differential equations. Studia Univ. Babeş-Bolyai, Cluj-Napoca, 37, 1
(1992), 73-85 (joint paper with M. Micula).

41. Numerical solutions of system of differential equations with deviating ar-
gument by spline functions. Acta Technica Napocensis, Series Applied
Math. and Mech., 35 (1992), 107-116 (joint paper with H. Akça).

42. Spline approximations for second order neutral delay differential equations.
Studia Univ. Babeş-Bolyai, Cluj-Napoca, Mathematica, 39 (1993),Fasc.
1, 87-97 (joint paper with G. Fairweather).

43. Direct numerical spline methods for first-order Fredholm integro-
differential equations. Révue d’Analyse Numérique et de Théorie de
l’Approximation, Cluj-Napoca, 22 (1993), No. 1, 59-66 (joint paper with
G. Fairweather).

44. Natural spline functions of even degree. Studia Univ. ”Babeş-Bolyai”
Cluj-Napoca, Series Math. 38 (1993), Fasc. 2, 31-40 (joint paper with P.
Blaga).

45. Spline approximations for neutral delay differential equations. Révue
d’Analyse Numér et de Theorie de l’Approximation, Cluj-Napoca, 23
(1994), Nr. 2, 117-125 (joint paper with A. Bellen).

46. Continuous approximate solution to the neutral delay differential equa-
tions by a simplified Picard’s method. Studia Univ. ”Babeş-Bolyai” Cluj-
Napoca, Mathematica, 39 (1994), Nr. 4, 69-78 (joint paper with H. Akça
and U. Güray).

47. On the use of spline functions of even degree for the numerical solution of
the delay differential equations. Calcolo, Vol. 32 (1995), No. 1-2, 83-101
(joint paper with P. Blaga and H. Akça).

48. Deficient spline approximations for second order neutral delay differential
equations. Studia Babeş-Bolyai, Mathematica, 40 (1995), No. 4, 85-97
(with H. Akça and G. Arslan).
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49. On even degree polynomial spline functions with applications to numerical
solution of differential equations with retarded argument. Preprint, Tech-
nische Hochschule Darmstadt, Fachbereich Mathematik, No. 1771, (1995)
(joint paper with P. Blaga, M. Micula).

50. The numerical solution of differential equation with retarded argument by
means of natural spline functions of even degree. Internat. J. Computer
Math., UK, 61 (1996), No. 1-2, 1-18 (joint paper with P. Blaga and M.
Micula).

51. The numerical treatment of delay differential equation with constant de-
lay by natural spline functions of even degree. Libertas Mathematica, 16
(1996), 123-131 (joint paper with P. Blaga and H. Akça).

52. A polynomial spline approximation method for solving Volterra integro-
differential equations. Studia Univ. Babeş-Bolyai, Mathematica, 41
(1996), No.4, 71-80 (joint paper with A. Ayad).

53. Polynomial spline approximation method for solving delay differential
equations. In ”Proceedings of the Internat. Confer. of Approx. and Op-
timization (Romania), ICAOR, Cluj-Napoca, July 29- August 1st , 1996,
pp. 181-192 (joint paper with P. Blaga, Chung Seiyoung).

54. Even degree spline technique for numerical solution of delay differential
equations. Preprint No. A-15/96, Freie Univ. Berlin, Fachbereich Math.
und Inf., Serie A, Mathematik, 1996 (joint paper with P. Blaga, R. Goren-
flo).

55. Low order splines in solving neutral delay differential equations. Studia
Univ. Babeş-Bolyai, Cluj-Napoca, Mathematica, 41 (1996), No.2, 73-85
(joint paper with J. Kobza, P. Blaga).

56. Polynomial spline functions of even degree approximating the solution of
differential equations. (I). ZAMM (1996), Suppl. 1, 477-478 (joint paper
with P. Blaga).

57. Remainder in the history of spline functions. Révue d’Analyse Numérique
et de Théorie de l’Approximation, Cluj-Napoca, 26 (1997), No. 1-2, 117-
123 (joint paper with M. Micula).

58. On the spline approximating methods for second order Volterra integro-
differential equations. Studia Univ. ”Babeş-Bolyai”, Mathematica, Cluj,
42 (1998), No. 1, 101-106 (joint paper with M. Micula and S. Chung).

59. Polynomial spline functions of even degree approximating the solutions of
differential equations. Analele Univ. din Timişoara Vol. 36, fasc. 2 (1998)
171-190 (joint paper with P. Blaga).

60. The numerical solution of first order delay Volterra integro-differential
equations by spline functions. Révue d’Analyse Numérique et de Théorie
de l’Approximation, Cluj-Napoca, 27 (1998), No. 1, 117-126 (joint paper
with A. Ayad).

61. Even degree spline technique for numerical solution of delay differential
equations. Proceedings of the Annual Meeting of the Romanian Soc. of
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Math. Sciences, Bucharest May 29 - June 1, 1997, Ed. Paralela 45, 1998,
29-41 (joint paper with P. Blaga and R. Gorenflo).

62. On the linear stability of the repeated spline-collocation method for Volterra
integro-differential equations. Bull. Math. Soc. Sci. Math. Roumanie,
Tome 41 (89) (1998), No. 4, 237-247 (joint paper with I. Danciu and A.
Revnic).

63. Approximate solutions of the differential equations with delay by nonpoly-
nomial spline functions. Bull. Math. Soc. Sci. Math. Roumanie, Tome
42 (90), (1999), No.4, 293-300. (joint paper with H. Akça).

64. Spline Functions and Applications. References. Preprint 99-15, Univer-
sität Stuttgart, Mathematisches Institut A, 1999, 236 pp. (joint paper
with W.L.Wendland).

65. An implicit numerical spline method for systems of ordinary differential
equations. Applied Mathematics and Computation, 111 (2000), 121-132
(joint paper with A. Revnic).

66. The D. V. Ionescu’s contributions to the numerical solution of differential
equations to modern numerical analysis and to spline functions theory. In:
”Mathematical Contributions of D. V. Ionescu”, Edited by Ioan A. Rus,
”Babeş-Bolyai” Univ. Press, 2001, 77 - 94.

67. The ”D. V. Ionescu Method of Function ϕ” and Spline Functions. Liber-
tas Mathematica, 21 (2001), 15-26, Volume dedicated to the Centennial
Birthday of D. V. Ionescu (joint paper with M. Micula).

68. Polynomial spline functions of even degree approximating the solutions of
(delay) differential equations II. ZAMM, 81 (2001), Supl. 1, 83 -85 (joint
paper with P. Blaga).

69. Numerical solution of the delay differential equations by nonpolynomial
spline functions. Studia Univ. ”Babeş-Bolyai”, Informatica, 46 (2001),
No. 2, 91-98 (joint paper with V. A. Căuş).

70. On the numerical approach of Korteweg - de Vries - Burger equations by
spline finite element and collocation methods. Seminar on Fixed Point
Theory Cluj-Napoca, 3 (2002), ICNODEA 2001, 261-270 ( joint paper
with M. Micula).

71. A new deficient spline functions collocation methods for the second order
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paper with F. Calio, E. Marchetti, R. Pavani).

72. A variational approach to spline functions theory. Rend. Sem. Mat. Univ.
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1. Teoria funcţiilor spline şi aplicaţii. Bibliografie. Litografia Fac. de Mate-
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3. Theorie und Anwendungen von Spline-Funktionen. Literaturverzeichnis.
Preprint Nr. 890, März 1985. Technische Hochschule Darmstadt, B. R.
D., Fachbereich Mathematik, 162 pp.

4. Spline-Funktionen und Anwendungen. Literaturverzeichnis. Preprint Nr.
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5. Leonhard Euler. Life and Mathematical Creation. Plenary Lecture. In:
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Roumanie, Cluj-Napoca, May 27-31, 1998. Ed. Digital Data, Cluj-Napoca
1998, 17-24.
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of the Annual Meeting of the Romanian Soc. Sc. Math. Roumanie, Cluj-
Napoca, May 27-31, 1998, Ed. Digital Data, Cluj-Napoca 1999, 1-5.
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Faculty of Mathematics and Computer Science,
Babeş-Bolyai University, Cluj-Napoca, Romania
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STUDIA UNIV. “BABEŞ–BOLYAI”, MATHEMATICA, Volume XLVIII, Number 3, September 2003

A COMPARISON OF TWO SYSTEMS DESCRIBING
ELECTROMAGNETIC TWO-BODY PROBLEM

V. G. ANGELOV, AND L. GEORGIEV

Dedicated to Professor Gheorghe Micula at his 60th anniversary

Abstract. Two systems of equations of motion describing two charged
particles in the framework of classical electrodynamics are compared.

1. Introduction

The main purpose of the present paper is to compare two systems equations
of motion describing the two-body problem of classical electrodynamics [1], [2] (cf.
also [3], [4]). One can see at the end of the paper that even a small difference in the
right-hand sides of the equations generates various solutions and completely different
physical conclusions for the two-body system.

In 1940 [5] J. L. Synge proposes equations of motion describing the behaviour
of two charged particles. His derivations are based on the relativistic form of the
pondermotive Lorentz force given by W. Pauli [6] by means of Lienard-Wiechert
retarded potentials. J. L. Synge formulates the problem in the Minkowski space, that
is, in the framework of the special theory of relativity. Consequently the finite velocity
of the propagation of interaction generates delays which are, although implicitly, in
the arguments of the unknown velocities of the moving particles in the equations
of motion [5]. This does not come as a surprise because the theory of differential
equations with retarded argument is formulated about twenty years later (cf. A. D.
Myshkis [7]).

In order to overcome this difficulty J. L. Synge [5] builds a sequence of suc-
cessive approximations such that on every step one has to solve a system of ordinary
differential equations. Although there is no a convergence theorem for the successive
approximations he proposes some idea for solving of the system. In a recent paper
[8], however, we have shown that not only a convergence theorem cannot be proved,
but even a sequence of successive approximations could not be constructed in such a
way. On the base of the same method [5] J. L. Synge calculates the energy on every
step (of successive approximations) and makes a conclusion that the two-body system
is not stable (cf. p.139, [5]).

Received by the editors: 10.12.2002.
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Later in 1963 R. D. Driver [9] recognizes the system obtained in [5] as a
functional differential system with delays depending on the unknown trajectories and
obtains a correct formulation of the Synge problem even in 1-dimensional case. Since
we have taken the same point of view for the type of the delays we are able to compare
the systems for 3-dimensional case considered in [1] and [2]-[4].

Prior to begin the main exposition we want to discuss one more difficulty
concerning Synge equations. They are 8 in number, while the unknown functions
are 6 in number. The problem mentioned is not considered in [1] and related known
papers. In [4] (cf. also [2]) we show that the system of equations of motion is equivalent
to the one consisting of 6 equations. More precisely, the 4-th and 8-th equation are a
consequence of the rest ones.

In the present paper we recall some formulation from [3] and [2] in order to
obtain 3-dimensional case of J. L. Synge equations. Here we succeed to simplify the
right-hand sides of the equations in more extent than [2]-[4]. We present the equations
of motion from [1] using our denotations which makes the comparison of both systems
easier. Thus we see that equations from [1] can be turned into our ones (we pretend

they are Synge’s equations) if the constant k (from [1]) is chosen to be k =
1
c3

( c the

speed of light). Then it is not surprise that the right-hand sides of equations from
[1] ( c3 times larger than ours) generates unstable solutions. At the same time it is
shown in [2] that Kepler problem for two charged particles has a circle solution.

2. J. L. Synge’s equations of motion

As in [2]-[5] we denote by x(p) = (x(p)
1 (t), x(p)

2 (t), x(p)
3 (t), x(p)

4 (t) = ict) (p =
1, 2) (i2 = −1) the space-time coordinates of the moving particles, by mp - their
proper masses, by ep - their charges, c - the speed of light. The coordinates of the
velocity vectors are u(p) = (u(p)

1 (t), u(p)
2 (t), u(p)

3 (t))(p = 1, 2). The coordinates of the
unit tangent vectors to the world-lines are (cf. [2], [3]):

λ(p)
α =

γpu
(p)
α (t)
c

=
u

(p)
α (t)
∆p

(α = 1, 2, 3), λ(p)
4 = iγp =

ic

∆p
(1)

where γp = (1− 1
c2

3∑
α=1

[u(p)
α (t)]2)−

1
2 ,∆p = (c2 −

3∑
α=1

[u(p)
α (t)]2)

1
2 . It follows γp = c/∆p.

By < ., . >4 we denote the scalar product in the Minkowski space, while by
< ., . > - the scalar product in 3-dimensional Euclidean subspace. The equations of
motion modeling the interaction of two moving charged particles are the following (cf.
[5]):

mp
dλ

(p)
r

dsp
=

ep

c2
F (p)

rn λ(p)
n (r = 1, 2, 3, 4) (2)

where the elements of proper time are dsp =
c

γp
dt = ∆pdt(p = 1, 2). Recall

that in (2) there is a summation in n (n = 1, 2, 3, 4). The elements F
(p)
rn of the

12
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electromagnetic tensors are derived by the retarded Lienard-Wiechert potentials

A(p)
r = − epλ

(p)
r

〈λ(p), ξ(pq)〉4
(r = 1, 2, 3, 4), that is, F (p)

rn =
∂A

(p)
n

∂x
(p)
r

− ∂A
(p)
r

∂x
(p)
n

. By ξ(pq) we

denote the isotropic vectors (cf. [2], [5])

ξ(pq) = (x(p)
1 (t)−x

(q)
1 (t−τpq(t)), x

(p)
2 (t)−x

(q)
2 (t−τpq(t)), x

(p)
3 (t)−x

(q)
3 (t−τpq(t)), icτpq(t)),

where 〈ξ(p,q), ξ(p,q)〉4 = 0 or

τpq(t) =
1
c

 3∑
β=1

[x(p)
β (t) − x

(q)
β (t − τpq(t))]2

 1
2

, ((pq) = (12), (21)). (3pq)

Calculating F
(p)
rn as in [5] we write equations from (2)in the form:

dλ
(p)
α

dsp
=

Qp

c2

{
ξ
(pq)
α 〈λ(p), λ(q)〉4 − λ

(q)
α 〈λ(p), ξ(pq)〉4

〈λ(q), ξ(pq)〉34

[
1 +

〈
ξ(pq),

dλ(q)

dsq

〉
4

]
+

+
1

〈λ(q), ξ(pq)〉24

[
〈λ(p), ξ(pq)〉4

dλ
(q)
α

dsq
−
〈

λ(p),
dλ(q)

dsq

〉
4

ξ(pq)
α

]}
(α = 1, 2, 3) (4.α)

dλ
(p)
4

dsp
=

Qp

c2

{
ξ
(pq)
4 〈λ(p), λ(q)〉4 − λ

(q)
4 〈λ(p), ξ(pq)〉4

〈λ(q), ξ(pq)〉34

[
1 +

〈
ξ(pq),

dλ(q)

dsq

〉
4

]
+

+
1

〈λ(q), ξ(pq)〉24

[
〈λ(p), ξ(pq)〉4

dλ
(q)
4

dsq
−
〈

λ(p),
dλ(q)

dsq

〉
4

ξ
(pq)
4

]}
(4.4)

where Qp = e1e2/mp(p = 1, 2). Further on, we have u(q) ≡ u(q)(tpq) (tpq = t − τpq),

λ(q) = (γpqu
(q)
1 /c, γpqu

(q)
2 /c, γpqu

(q)
3 /c, iγpq) = (u(q)

1 /∆pq, u
(q)
2 /∆pq, u

(q)
3 /∆pq, ic/∆pq)

where γpq =

(
1 − 1

c2

3∑
α=1

[u(q)
α (t − τpq(t)]2

)− 1
2

,∆pq =

(
c2 −

3∑
α=1

[u(q)
α (t − τpq(t))]2

) 1
2

and
dλ

(p)
α

dsp
=

d(γp

c u
(p)
α )

c
γp

dt
=

d(u(p)
α

∆p
)

∆pdt
=

1
∆2

p

u̇(p)
α +

u
(p)
α

∆4
p

〈u(p), u̇(p)〉(α = 1, 2, 3)

dλ
(p)
4

dsp
=

d(iγp)
c

γp
dt

=
icd( 1

∆p
)

∆pdt
=

ic

∆4
p

〈u(p), u̇(p)〉, where the dot means a differentiation in

t.

In order to calculate
dλ(q)

dsq
we need the derivative

dt

dtpq
≡ Dpq which should

be calculated from the relation

t − tpq =
1
c

(
3∑

α=1

[x(p)
α (t) − x(q)

α (tpq)]2
) 1

2

(tpq < t by assumption).

13
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So we have
dt

dtpq
− 1 =

3∑
α=1

[x(p)
α (t) − x(q)

α (tpq)][u(p)
α (t)

dt

dtpq
− u(q)

α (tpq)]

c

(
3∑

α=1

[x(p)
α (t) − x(q)

α (tpq)]2
) 1

2
.

Since (3pq) has a unique solution (cf. [3]) we obtain
c2τpq(Dpq − 1) = 〈ξ(pq), u(p)〉Dpq − 〈ξ(pq), u(q)〉 and we can solve the above equation

with respect to Dpq: Dpq =
c2τpq − 〈ξ(pq), u(q)〉
c2τpq − 〈ξ(pq), u(p)〉

. We have also
d

dsp
=

d

∆pdt
.

Then
d

dsq
=

1
∆pq

d

dtpq
=

1
∆pq

d

dt

dt

dtpq
=

Dpq

∆pq

d

dt
;

dλ
(q)
α

dsq
=

Dpq

∆pq

dλ
(q)
α

dt
=

Dpq

∆pq

d
(
u

(q)
α /∆pq

)
dt

= Dpq

[
u̇(q)

α

1
∆2

pq

+
u

(q)
α

∆4
pq

〈u(q), u̇(q)〉

]
(α = 1, 2, 3);
dλ

(q)
4

dsq
=

icDpq

∆4
pq

〈u(q), u̇(q)〉; 〈λ(p), λ(q)〉4 =
〈u(p), u(q)〉 − c2

∆p∆pq
;

〈λ(p), ξ(pq)〉4 =
〈u(p), ξ(pq)〉 − c2τpq

∆p
; 〈λ(q), ξ(pq)〉4 =

〈u(q), ξ(pq)〉 − c2τpq

∆pq
;

〈ξ(pq),
dλ(q)

dsq
〉4 = Dpq

[
1

∆2
pq

〈ξ(pq), u̇(q)〉 +
〈ξ(pq), u(q)〉 − c2τpq

∆4
pq

〈u(q), u̇(q)〉
]

;

〈λ(p),
dλ(q)

dsq
〉4 =

Dpq

∆p∆2
pq

[
〈u(p), u̇(q)〉 +

〈u(p), u(q)〉 − c2

∆2
pq

〈u(q), u̇(q)〉
]

.

We note that in the last expressions ξ(pq) is 4-dimensional vector in the left-
hand sides, while in the right-hand sides ξ(pq) is 3-dimensional part of the first three
coordinates.

Replacing the above expressions in (4.α) and (4.4) and performing some ob-
vious transformations we obtain for (pq) = (12), (21), α = 1, 2, 3 :

1
∆p

u̇(p)
α +

u
(p)
α

∆3
p

〈u(p), u̇(p)〉 =
Qp

c2

{
[c2 − 〈u(p), u(q)〉]ξ(pq)

α − [c2τpq − 〈u(p), ξ(pq)〉]u(q)
α

[c2τpq − 〈u(q), ξ(pq)〉]3
.

.
∆4

pq + Dpq

[
∆2

pq〈ξ(pq), u̇(q)〉 + (〈ξ(pq), u(q)〉 − c2τpq)〈u(q), u̇(q)〉
]

∆2
pq

+ (5pα)

+Dpq

[〈u(p), ξ(pq)〉 − c2τpq][u̇
(q)
α + u

(q)
α 〈u(q), u̇(q)〉/∆2

pq]
[c2τpq − 〈u(q), ξ(pq)〉]2

−

−Dpq

[〈u(p), u̇(q)〉 + (〈u(p), u(q)〉 − c2)〈u(q), u̇(q)〉/∆2
pq]ξ

(pq)
α

[c2τpq − 〈u(q), ξ
(pq)
α 〉]2

}
,

1
∆3

p

〈u(p), u̇(p)〉 =
Qp

c2

{
〈u(p), ξ(pq)〉 − τpq〈u(p), u(q)〉

[c2τpq − 〈u(q), ξ(pq)〉]3
.
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.
[
∆2

pq + Dpq(〈ξ(pq), u̇(q)〉 + (〈ξ(pq), u(q)〉 − c2τpq)〈u(q), u̇(q)〉/∆2
pq)
]

+ (5p4)

+ Dpq

〈u(p), ξ(pq)〉〈u(q), u̇(q)〉/∆2
pq − τpq〈u(p), u̇(q)〉 − τpq〈u(p), u(q)〉〈u(q), u̇(q)〉/∆2

pq

[c2τpq − 〈u(q), ξ(pq)〉]2

}
.

One can prove (as in [4]) that (5p4) is a consequence of (5pα). Indeed, multi-
plying (5pα) by u

(p)

α , summing up in α and dividing into c2 we obtain (5p4). Therefore
we can consider a system consisting of the 1st, 2nd, 3rd, 5th, 6th and 7th equations. The
last equations form a nonlinear functional differential system of neutral type with re-
spect to the unknown velocities (cf. [10]-[13]). The delays τpq depend on the unknown
trajectories by the relations (3pq).

Now we are able to present (5pα) in a suitable form in order to make further
simplifications (Recall that we shall not consider (5p4) because it is a consequence of
(5pα)):

u̇p
α +

〈u(p), u̇(p)〉
∆2

p

u(p)
α =

Qp∆p

c2(c2τpq − 〈u(q), ξ(pq)〉)2

{[
c2 − 〈u(p), u(q)〉

c2τpq − 〈u(q), ξ(pq)〉
ξ(pq)
α −

− c2τpq − 〈u(p), ξ(pq)〉
c2τpq − 〈u(q), ξ(pq)〉

u(q)
α

] [
∆2

pq + Dpq〈ξ(pq), u̇(q)〉 + Dpq
〈u(q), ξ(pq)〉 − c2τpq

∆2
pq

〈u(q), u̇(q)〉
]

+

+Dpq(〈u(p), ξ(pq)〉−c2τpq)u̇(q)
α +Dpq(〈u(p), ξ(pq)〉−c2τpq)

〈u(q), u̇(q)〉
∆2

pq

u(q)
α − (6pα)

−Dpq〈u(p), u̇(q)〉ξ(pq)
α + Dpq

c2 − 〈u(p), u(q)〉
∆2

pq

〈u(q), u̇(q)〉ξ(pq)
α

}
.

Let us recall that if (pq) = (12) then u(1) = u(1)(t) and u(2) = u(2)(t − τ12),
while when (pq) = (21), then u(2) = u(2)(t) and u(1) = u(1)(t− τ21). Further on from
(6pα) we obtain

u̇p
α +

〈u(p), u̇(p)〉
∆2

p

u(p)
α =

=
Qp∆p

c2(c2τpq − 〈u(q), ξ(pq)〉)2

{[
c2 − 〈u(p), u(q)〉

] [
∆2

pq + Dpq〈ξ(pq), u̇(q)〉
]

c2τpq − 〈u(q), ξ(pq)〉
ξ(pq)
α −

−Dpq
(c2 − 〈u(p), u(q)〉)〈u(q), u̇(q)〉

∆2
pq

ξ(pq)
α −

− c2τpq − 〈u(p), ξ(pq)〉
c2τpq − 〈u(q), ξ(pq)〉

[
∆2

pq + Dpq〈ξ(pq), u̇(q)〉 + Dpq
〈u(q), ξ(pq)〉 − c2τpq

∆2
pq

〈u(q), u̇(q)〉
]

u(q)
α +

+Dpq(〈u(p), ξ(pq)〉 − c2τpq)u̇(q)
α + Dpq

(〈u(p), ξ(pq)〉 − c2τpq)〈u(q), u̇(q)〉
∆2

pq

u(q)
α −

−Dpq〈u(p), u̇(q)〉ξ(pq)
α + Dpq

(c2 − 〈u(p), u(q)〉)〈u(q), u̇(q)〉
∆2

pq

ξ(pq)
α

}
.
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Obviously the second summand and the last one cancel each other and after
a re-arrangement of the rest summands we have:

u̇p
α +

〈u(p), u̇(p)〉
∆2

p

u(p)
α =

=
Qp∆p

c2(c2τpq − 〈u(q), ξ(pq)〉)2




(
c2 − 〈u(p), u(q)〉

) (
∆2

pq + Dpq〈ξ(pq), u̇(q)
)

c2τpq − 〈u(q), ξ(pq)〉
− Dpq〈u(p), u̇(q)〉

 ξ(pq)
α +

+
[
−c2τpq − 〈u(p), ξ(pq)〉

c2τpq − 〈u(q), ξ(pq)〉

(
∆2

pq + Dpq〈ξ(pq), u̇(q)〉
)
−

−c2τpq − 〈u(p), ξ(pq)〉
c2τpq − 〈u(q), ξ(pq)〉

Dpq
〈u(q), ξ(pq)〉 − c2τpq

∆2
pq

〈u(q), u̇(q)〉+

+ Dpq
(〈u(p), ξ(pq)〉 − c2τpq)〈u(q), u̇(q)〉

∆2
pq

]
u(q)

α + Dpq(〈u(p), ξ(pq)〉 − c2τpq)u̇(q)
α

}
.

It is easy to see that the second and third summands before u
(q)
α cancel each

other so that we obtain the following simplified form of (6pα):

u̇p
α +

〈u(p), u̇(p)〉
∆2

p

u(p)
α =

Qp∆p

c2(c2τpq − 〈u(q), ξ(pq)〉)2
·

·

{[(
c2 − 〈u(p), u(q)〉

) (
∆2

pq + Dpq〈ξ(pq), u̇(q)〉
)

c2τpq − 〈u(q), ξ(pq)〉
− Dpq〈u(p), u̇(q)〉

]
ξ(pq)
α − (7pα)

−
(
c2τpq − 〈u(p), ξ(pq)〉

) (
∆2

pq + Dpq〈ξ(pq), u̇(q)〉
)

c2τpq − 〈u(q), ξ(pq)〉
u(q)

α + Dpq

(
〈u(p), ξ(pq)〉 − c2τpq

)
u̇(q)

α

}
.

In the same way we can obtain more suitable (in view of next section) form
of the equations (5p4) (although we proved that (5p4) is a consequence of (5pα)):
1

∆2
p

〈u(p), u̇(p)〉 =
Qp∆p

c2

{
〈u(p), ξ(pq)〉 − τpq〈u(p), u(q)〉(

c2τpq − 〈u(q), ξ(pq)〉
)3 (

∆2
pq + Dpq〈ξ(pq), u̇(q)〉

)
−

−Dpq〈u(q), u̇(q)〉
∆2

pq

· 〈u
(p), ξ(pq)〉 − τpq〈u(p), u(q)〉(
c2τpq − 〈u(q), ξ(pq)〉

)2 +

+
Dpq〈u(q), u̇(q)〉

∆2
pq

· 〈u
(p), ξ(pq)〉 − τpq〈u(p), u(q)〉(
c2τpq − 〈u(q), ξ(pq)〉

)2 − Dpqτpq〈u(p), u̇(q)〉(
c2τpq − 〈u(q), ξ(pq)〉

)2
}

, i.e.

1
∆2

p

〈u(p), u̇(p)〉 =
Qp∆p

c2
(
c2τpq − 〈u(q), ξ(pq)〉

)2 · (7p4)

·

[(
〈u(p), ξ(pq)〉 − τpq〈u(p), u(q)〉

) (
∆2

pq + Dpq〈ξ(pq), u̇(q)〉
)

c2τpq − 〈u(q), ξ(pq)〉
− Dpqτpq〈u(p), u̇(q)〉

]
(p = 1, 2).
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3. Equations of motion from [1]

Now we consider the equations of motion, considered in [1], p.79-80, using
his denotations:

xk(s) - the position of the particle k in R3 at the instant s (k = 1, 2);
ek - the charge of the particle k (k = 1, 2);
mk - the mass of the particle k (k = 1, 2);
ri = ri(t) - the delays, which satisfy the equations:
(∗) cri(t) = |xi(t) − xj(t − ri)| (j 6= i);
vi - the normalized velocities, where x′i = cvi for i = 1, 2;

ui =
xi(t) − xj(t − ri)

cri
, γi = 1− vj(t− ri).ui (j 6= i), where ”.” indicates the

dot of scalar product in R3.
REMARK 1: xk(s) is the restriction of the space-time vector

(x(k)
1 (s), x(k)

2 (s), x(k)
3 (s), x(k)

4 (s) = ics), while ui corresponds to the restriction of the

isotropic vector
ξ(pq)

cτpq
in 3-dimensional Euclidean subspace of the Minkowski space.

The delays ri = ri(t) and the equations (∗) correspond to τpq = τpq(t) and
to the equations (3pq) respectively. Finally, we use the notation u(k) = u(k)(s) =

(u(k)
1 (s), u(k)

2 (s), u(k)
3 (s)) for the velocity vectors, where u(k)

α (s) =
dx

(k)
α (s)
ds

(α =

1, 2, 3), k = 1, 2 so the normalized vector vk(s) would be equaled to
u(k)(s)

c
, if we

should use the notation for it (k = 1, 2).
The equations of motion, given in [1], are the following:

v′i =
ei(1 − v2

i )1/2

mic
[Ej + (vi.Ej)(ui − vi) − (vi.ui)Ej ], (∗∗)

where v2
i = |vi|2(= vi.vi) and

Ej =
kcej

r2
i γ3

i

[ui − vj(t − ri)][1 − v2
j (t − ri)] +

kcej

riγ3
i

ui × ([ui − vj(t − ri)] × v′j(t − ri)),

where ” × ” stands for the cross product in R3, ”k > 0 is a constant depending on
the units used”, and the denotation v′j(t− ri) most probably means a derivative with
respect to the argument of vj(t − ri), (in [1] there is no explanation). Rewrite the
right-hand side of (∗∗) in the form:

ei(1 − v2
i )1/2

mic
{[1 − (vi.ui)]Ej + (vi.Ej)(ui − vi)}

and calculate the vector cross product from Ej :

Ej =
kcej

r2
i γ3

i

[1−v2
j (t−ri)][ui−vj(t−ri)]+

kcej

riγ3
i

(ui.v
′
j(t−ri)[ui−vj(t−ri)]−

kcej

riγ2
i

v′j(t−ri).

(since ui.[ui−vj(t−ri)] = |ui|2−vj(t−ri).ui = 1−vj(t−ri).ui = γi!). Consequently
the equations (∗∗) are equivalent to the following ones:

v′i =
ei(1 − v2

i )1/2

mic

{
[1 − (ui.vi)]

[
kcej

r2
i γ3

i

[1 − v2
j (t − ri)][ui − vj(t − ri)]+
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+
kcej

riγ3
i

(ui.v
′
j(t − ri))[ui − vj(t − ri)] −

kcej

riγ2
i

v′j(t − ri)
]

+

+
[

kcej

r2
i γ3

i

[1 − v2
j (t − ri)][(vi.ui) − (vi.vj(t − ri))]+ (8)

+
kcej

riγ3
i

(ui.v
′
j(t − ri))[(vi.ui) − (vi.vj(t − ri))]−

−kcej

riγ2
i

(vi.v
′
j(t − ri))

]
(ui − vi)

}
.

Then we can arrange the symbols, including the vectors ui, vi, vj(t − ri) and
v′j(t − ri) respectively and we obtain the equivalent equations:

v′i =
keiej(1 − v2

i )1/2

miriγ2
i

{
ui

[
[1 − (ui.vi)][1 − v2

j (t − ri) + ri(ui.v
′
j(t − ri))]

riγi
+

+
[1 − v2

j (t − ri) + ri(ui.v
′
j(t − ri))][(vi.ui) − (vi.vj(t − ri))]

riγi
− (vi.v

′
j(t − ri))

]
−

−vi

[
[1 − v2

j (t − ri) + ri(ui.v
′
j(t − ri))][(vi.ui) − (vi.vj(t − ri))]

riγi
− (vi.v

′
j(t − ri))

]
−

− vj(t − ri)
[1 − (ui.vi)][1 − v2

j (t − ri) + ri(ui.v
′
j(t − ri))]

riγi
− v′j(t − ri)[1 − (ui.vi)]

}
and finally one has

v′i =
keiej(1 − v2

i )1/2

miriγ2
i

{
ui

[
[1 − (vi.vj(t − ri))][1 − v2

j (t − ri) + ri(ui.v
′
j(t − ri))]

riγi
−

− (vi.v
′
j(t − ri))

]
− (9)

−vi

[
[1 − v2

j (t − ri) + ri(ui.v
′
j(t − ri))][(vi.ui) − (vi.vj(t − ri))]

riγi
− (vi.v

′
j(t − ri))

]
−

− vj(t − ri)
[1 − (ui.vi)][1 − v2

j (t − ri) + ri(ui.v
′
j(t − ri))]

riγi
− v′j(t − ri)[1 − (ui.vi)]

}
.

To compare both systems we present the equations (9), using the denotations
from our previous section II.

We have for i ≡ p, j ≡ q, ri ≡ τpq, and in view of Remark 1:

vi = vi(t) ≡
u(p)

c
; (1 − v2

i )1/2 =
(

1 −
〈

u(p)

c
,
u(p)

c

〉)1/2

=
∆p

c
;

v′i =
d(u(p)/c)

dt
= u̇(p)/c (u(p) = u(p)(t));

18
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ui ≡
x(p)(t) − x(q)(t − τpq)

cτpq
=

1
cτpq

(
ξ
(pq)
1 , ξ

(pq)
2 , ξ

(pq)
3

)
;

vj(t − ri) ≡ u(q)/c; v′j(t − ri) =
d(u(q)/c)

dtpq
=

1
c
· du(q)

dt
· dt

dtpq
=

Dpqu̇
(q)

c

(u(q) = u(q)(t − τpq) = u(q)(tpq));

γi ≡ 1 −
〈

u(q)

c
,
ξ(pq)

cτpq

〉
=

c2τpq − 〈u(q), ξ(pq)〉
c2τpq

;

1 − (vi.vj(t − ri)) = 1 −
〈

u(p)

c
,
u(q)

c

〉
=

c2 − 〈u(p), u(q)〉
c2

;

1 − v2
j (t − ri) + ri(ui.v

′
j(t − ri))

riγi
≡

1 −
〈

u(q)

c , u(q)

c

〉
+ τpq

〈
ξ(pq)

cτpq
,

Dpqu̇(q)

c

〉
τpq

(
1 −

〈
u(q)

c , ξ(pq)

cτpq

〉) =

=
∆2

pq + Dpq〈ξ(pq), u̇(q)〉
c2τpq − 〈u(q), ξ(pq)〉

;

1 − (ui.vi) ≡ 1 −
〈

ξ(pq)

cτpq
,
u(p)

c

〉
=

c2τpq − 〈u(p), ξ(pq)〉
c2τpq

;

(vi.ui) − (vi.vj(t − ri)) ≡
〈u(p), ξ(pq)〉 − τpq〈u(p), u(q)〉

c2τpq

and replacing in (9) we obtain the following 6 scalar equations:

1
c
u̇p

α =
kepeq∆p(c2τpq)2

cmpτpq(c2τpq − 〈u(q), ξ(pq)〉)2
·

·

{
ξ
(pq)
α

cτpq

[
c2 − 〈u(p), u(q)〉

c2
·
∆2

pq + Dpq〈ξ(pq), u̇(q)〉
c2τpq − 〈u(q), ξ(pq)〉

− Dpq

c2
〈u(p), u̇(q)〉

]
−

−u
(p)
α

c

[
∆2

pq + Dpq〈ξ(pq), u̇(q)〉
c2τpq − 〈u(q), ξ(pq)〉

· 〈u
(p), ξ(pq)〉 − τpq〈u(p), u(q)〉

c2τpq
− Dpq

c2
〈u(p), u̇(q)〉

]
−

−u
(q)
α

c
· c2τpq − 〈u(p), ξ(pq)〉

c2τpq
·
∆2

pq + Dpq〈ξ(pq), u̇(q)〉
c2τpq − 〈u(q), ξ(pq)〉

+

+
Dpqu̇

(q)
α

c
· 〈u

(p), ξ(pq)〉 − c2τpq

c2τpq

}
(α = 1, 2, 3; (pq) = (12), (21)),

The above system is obviously equivalent to the following one (with Qp =
epeq

mp
):

u̇p
α+

kcQp∆p(
c2τpq − 〈u(q), ξ(pq)〉

)2 ·[
(
〈u(p), ξ(pq)〉 − τpq〈u(p), u(q)〉

) (
∆2

pq + Dpq〈ξ(pq), u̇(q)〉
)

c2τpq − 〈u(q), ξ(pq)〉
−
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−Dpqτpq〈u(p), u̇(q)〉
]
u(p)

α =

=
kcQp∆p

(c2τpq − 〈u(q), ξ(pq)〉)2
·
{

(
c2 − 〈u(p), u(q)〉

) (
∆2

pq + Dpq〈ξ(pq), u̇(q)〉
)

c2τpq − 〈u(q), ξ(pq)〉
− Dpq〈u(p), u̇(q)〉

 ξ(pq)
α −

(
c2τpq − 〈u(p), ξ(pq)〉

) (
∆2

pq + Dpq〈ξ(pq), u̇(q)〉
)

c2τpq − 〈u(q), ξ(pq)〉
u(q)

α + (10pα)

+Dpq

(
〈u(p), ξ(pq)〉 − c2τpq

)
u̇(q)

α

}
(α = 1, 2, 3; (pq) = (12), (21)).

Conclusion remarks

Our goal is to point out the difference between the system of equations of
motion (9) (or equivalently (10pα)) from [1] and Synge’s equations (7pα), (7p4).

1) equations (9) are obtained under assumption that (7p4) should be identities
which is not discussed in [1]. On the other hand in [4] we have already proved that
(7p4) is a consequence of (7pα), α = 1, 2, 3. It is not obvious that (7p4) is an identity.

2) the right-hand sides of (10pα) and Synge’s equations (7pα) differ each

other by the multiplier c3 which is a consequence from kc =
1
c2

. But this means that

the right-hand sides of (10pα) are c3-times larger than the right-hand sides of Synge
equations (7pα), that is, they have another dimension. Therefore it is not surprised
that they possess only unstable solutions, while (7pα) have a circle solution [2].
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Abstract. Let X be a Banach space whose the elements are functions
defined on a non-empty set Ω with values in a prehilbertian space H. Let
B := {x ∈ X, ‖x‖ ≤ 1} , S := {x ∈ X, ‖x‖ = 1} and let f : B → X be a
compact operator. one shows that if f fulfills on S certain conditions, then
the equation (∗) f (x) = 0 admits solutions. The particular case when Ω
is a topological compact space and X = C (Ω, IRn) is also considered.

1. Many existence problems in analysis are reduced to an equation of type

f (x) = 0, (1)

where f is an operator defined between two adequate functional spaces. Generally,
the problem (1) is reduced many times to a fixed point problem for the mapping
x → x + f (x), but not always this reducing is adequate.

Through the results concerning directly the equation (1) we mention the one
of Miranda [3], which considers the particular case when f maps in a finite dimensional
space. The case considered in what follows is much more general.

2. Let Ω be a non-empty arbitrary set, H be a real prehilbertian space and
X be a subset of HΩ; suppose that X is a Banach space endowed with the norm ‖·‖ .

Denote by 〈|〉 the scalar product of H and define a mapping from X ×X to
IRΩ,

(x, y) → [x | y] (t) := 〈x (t) | y (t)〉 , for all t ∈ Ω. (2)
Let us consider

[x | y] > 0 (3)
if

[x | y] (t) > 0, for all t ∈ Ω, (4)
for the inequality “<” the convention being the same.

Denote

B := {x ∈ X, ‖x‖ ≤ 1} , S := {x ∈ X, ‖x‖ = 1} .

Received by the editors: 18.06.2002.
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Let f : B → X be a given operator; one can proof the following result.
Theorem 1. Suppose that:
i) f is a compact operator;
ii) [x | f (x)] < 0, for all x ∈ S;
iii) 0 /∈ f

(
B

)
\f

(
B

)
.

Then the equation (1) admits solutions.
Proof. By means of contradiction suppose that

f (x) 6= 0, x ∈ B. (5)

Then the operator

F (x) :=
1

‖f (x)‖
· f (x) (6)

is defined on B and is continuous; in addition,

F
(
B

)
⊂ S. (7)

We shall proof that F
(
B

)
is a relatively compact set.

If yn ∈ F
(
B

)
, then yn = F (xn), xn ∈ B, i.e.

yn =
1

‖f (xn)‖
· f (xn) .

Since f
(
B

)
is relatively compact, it results that (f (xn))n contains a conver-

gent subsequence; one can admit that

lim
n→∞

f (xn) = z ∈ f
(
B

)
. (8)

It remains to show that z 6= 0 to conclude that (yn)n given by (7) is conver-
gent. But

0 ∈ f
(
B

)
(9)

implies by (5)
0 ∈ f

(
B

)
\f

(
B

)
,

which is not true.
Hence, F fulfills the hypotheses of Schauder’s fixed point theorem and so it

will admit a fixed point which, by (6) will belong to S.
By

x = F (x) , x ∈ S

it results
x · ‖f (x)‖ = f (x) , x ∈ S, (10)

therefore
[x | x]2 · ‖f (x)‖ = [x | f (x)] . (11)

But
[x | x]2 ≥ 0,

which contradicts hypothesis ii).
The theorem is proved. �
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Remark 1. Hypothesis iii) can be replaced with a formulation of “aprioric
estimate” type, i.e.

ii) if 0 ∈ f
(
B

)
, then 0 ∈ f

(
B

)
.

Remark 2. The importance of the result is the fact that one doesn’t sup-
pose any link between the topologies of H and X and the special properties for the
applications x : Ω → X, too.

Remark 3. Hypothesis iii) is useless if f is a closed operator or if dim X <
∞.

3. In this section we consider the case

X = C (Ω, IRn) := {x : Ω → IRn, x continuous} .

Suppose that Ω is a compact topological space and consider in X the norm

‖x‖ := sup
t∈Ω

|x (t)| ,

where the norm in IRn is given by

|x| = max
1≤i≤n

{|xi|} , x = (xi)i∈1,n ∈ IRn.

Obviously, the result contained in Theorem 1 yields, but in this case one can
replace hypothesis ii) with another weaker one. To this aim, set

S+
i : =

{
x ∈ B, x (t) = (xj (t))j∈1,n , xj (t) ≡ 1

}
S−i : =

{
x ∈ B, x (t) = (xj (t))j∈1,n , xj (t) ≡ −1

}
.

Clearly,
∪n

i=1

(
S+

i ∪ S−i
)
⊂ S.

Theorem 2. Suppose that:
i) f = (fi)i∈1,n : B → X is a compact operator;

ii)
{

(fi (x)) (t) ≤ 0, x ∈ S+
i , t ∈ Ω, i ∈ 1, n

(fi (x)) (t) ≥ 0, x ∈ S−i , t ∈ Ω, i ∈ 1, n
;

iii) 0 /∈ f
(
B

)
\f

(
B

)
.

Then the equation (1) admits solutions.
Proof. As in Theorem 1, if (5) holds, then by using again the operator F ,

one can deduce similarly the relation (10) .
One gets

(x ∈ S) ⇐⇒
(

sup
t∈Ω

|x (t)| = 1
)
⇐⇒ ((∃) t0 ∈ Ω, |x (t0)| = 1) .

Hence, since x ∈ S,

(∃) t0 ∈ Ω, (∃) i ∈ 1, n, |xi (t0)| = 1. (12)

Suppose firstly that xi (t0) = 1; by (5) it follows

xi (t0) · ‖f (x)‖ = (fi (x)) (t0) ,

therefore
fi (x) (t0) > 0.
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By starting from the fixed point x = (xi)i∈1,n we build x̃ : Ω → IRn by setting

x̃ (t) = (x1 (t) , ..., xi−1 (t) , 1, xi+1 (t) , ..., xn (t)) .

Obviously,
x̃ ∈ S+

i

and so, by hypotheses,
(fi (x̃)) (t) ≤ 0, t ∈ Ω.

Since
x̃ (t0) = x (t0)

and (14) one obtains
(fi (x)) (t0) ≤ 0,

which contradicts (13) . �
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SOME APPLICATIONS OF AN ASYMPTOTICAL FIXED POINT
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Abstract. In this paper we will present an application of an asymptotical
fixed point theorem for integral equation with deviating argument.

The following result is well known : ([1], [2])
Theorem 1. Let the following integral equation with deviating argument:

x(t) = h(t) +

t∫
a

f(s, x(g(s)))ds, t ∈ [a, b]. (1)

We suppose that:
(a) h ∈ C([a, b], [a, b]), h(a) = 0
(b) g : [a, b] −→ [a, b], a ≤ g(t) ≤ t ≤ b
(c) f ∈ C([a, b]× R)
∃Lf > 0, |f(t, u)− f(t, v)| ≤ Lf |u− v| for all t ∈ [a, b], u, v ∈ R

Then the equation (1) has an unique solution in C[a, b].
In proving of this theorem are apply the contraction principle for the following

operator:

A : C[a, b] −→ C[a, b] ,

A(x)(t) := h(t) +

t∫
a

f(s, x(g(s)))ds, t ∈ [a, b].

In the following we prove the existence and the unicity of the solution of the
integral equation (1) without using condition (b) for the operator g. In the proof of
theorem 1 are use the Bielicki norm, but in the following theorem we use the Ceb̂ışev
norm and an asymptotic fixed point principle.
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Let X be a Banach space. We consider the following integral equation:

x(t) = h(t) +

t∫
a

f(s, x(g(s)))ds, t ∈ [a, b] (2)

Theorem 2. We suppose that:
(a) g ∈ C([a, b], [a, b])
(b) h ∈ C([a, b], [a, b]), h(a) = 0
(c) f ∈ C([a, b]×X, X)
∃Lf > 0, ‖f(t, u)− f(t, v)‖X ≤ Lf ‖u− v‖X for all t ∈ [a, b], u, v ∈ X.

Then the equation (2) has an unique solution in C([a, b], X).
Proof. We consider the operator

A : C([a, b], X) −→ C([a, b], X)

A(x)(t) := h(t) +

t∫
a

f(s, x(g(s)))ds,

Then the iterates of A are:

A2(x)(t) = h(t) +

t∫
a

f(s,A(x)(g(s)))ds,

. . .

An+1(x)(t) = h(t) +

t∫
a

f(s,An(x)(g(s)))ds

We have the following estimations ([3]):

|A(x)(t)−A(y)(t)| ≤ Lf

t∫
a

|x(g(s))− y(g(s))| ds ≤

≤ Lf ‖x− y‖C

t− a

1!
, ∀t ∈ [a, b] (‖ ‖C is the Ceb̂ışev norm)

∣∣A2(x)(t)−A2(y)(t)
∣∣ ≤ Lf

t∫
a

|x(A(s))− y(A(s))| ds ≤

≤ Lf ‖x− y‖C

t∫
a

s− a

1!
ds ≤ L2

f ‖x− y‖C

(t− a)2

2!
, ∀t ∈ [a, b]

. . .∣∣Ak(x)(t)−Ak(y)(t)
∣∣ ≤ Lk

f ‖x− y‖C

(t− a)k

k!
, ∀t ∈ [a, b], ∀k ∈ N∥∥Ak(x)−Ak(y)

∥∥ ≤ [Lf (b− a)]k

k!
‖x− y‖C , ∀k ∈ N.
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So there exists a natural number k such that that:

Ak is contraction with the contraction constant α =
[Lf (b− a)]k

k!
< 1.

Now we apply an asymptotical variant of contraction principle ([2]) and we
have that, the integral equation (2) has an unique solution. Q.E.D.

Remarks.
1. When we take X = Rm we have a result for the following system of integral

equations:

x1(t) = h1(t) +

t∫
a

f1(s, x1(g(s)), . . . , xm(g(s))))ds

x2(t) = h2(t) +

t∫
a

f2(s, x1(g(s)), . . . , xm(g(s))))ds t ∈ [a, b]

. . .

xm(t) = hm(t) +

t∫
a

fm(s, x1(g(s)), . . . , xm(g(s))))ds

2. When X = l2(R) we have a result for the following infinit sistem of integral
equations:

xi(t) = hi(t) +

t∫
a

fi(s, x1(g(s)), . . . , xn(g(s)), . . . )ds, t ∈ [a, b], i ∈ N∗.
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Abstract. Considering two non-negative parameters α, β which satisfy
0 ≤ α ≤ β and a given non-negative integer p, the Stancu-Schurer type

operators S̃
(α,β)
m,p : C(0, 1 + p])→ C([0, 1])(

S̃(α,β)
m,p f

)
(x) =

∑m+p

k=0
p̃m,k(x)f

(
k + α

m + β

)
are introduced and some approximation properties of these operators are
studied.

1. Preliminaries

Let p ≥ 0 be a given integer. In 1962, F. Schurer (see ([7])), introduced and
studied the linear positive operator B̃m,p : C([0, 1 + p]) → C([0, 1]), defined for any
f ∈ C([0, 1 + p]) and any m ∈ N by(

B̃m,pf
)

(x) =
∑m+p

k=0
p̃mk(x)f(k/m) (1.1)

where p̃mk(x) =
(
m+p

k

)
xk(1− x)m+p−k are the fundamental Schurer polynomials.

Considering the given real parameters α, β which satisfy 0 ≤ α ≤ β, in 1968,
D.D. Stancu (see ([9])), constructed the linear positive operators P

(α,β)
m : C([0, 1]) →

C([0, 1]) defined for any f ∈ C([0, 1]) and any m ∈ N by(
P (α,β)

m f
)

(x) =
∑

k=0
pmk(x)f

(
k + α

m + β

)
(1.2)

where pmk(x) =
(
m
k

)
xk(1− x)m−k are the fundamental Bernstein polynomials.

Note that for p = 0, the operator (1.1) reduces to the classical Bernstein
operator and for α = β = 0, the operator (1.2) reduces also to the classical Bernstein
operator. Follows that the above operators generalize the classical Bernstein operator.
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Let S̃
(α,β)
m,p : C([0, 1 + p] → C([0, 1]) be defined for any f ∈ C([0, 1 + p]) and

any m ∈ N, by: (
S̃(α,β)

m,p f
)

(x) =
∑m+p

k=0
p̃m,k(x)f

(
k + α

m + β

)
(1.3)

For α = β = 0 the operator (1.3) reduces to the Schurer operator (1.1) and for p = 0,
(1.3) reduces to the Stancu operator (1.2).

In what follows the operator defined by (1.3) will be called Schurer-Stancu
type operator.
The focus of the paper is to investigate approximation properties of operator (1.3).

2. Main results

Lemma 2.1. The Shurer-Stancu operators, defined by (1.3), are linear and positive.

Proof. The assertions follows from definition (1.3).

Like usually, let us to denote by ek(s) = sk, k ∈ N the test functions.
Lemma 2.2. For any x ∈ [0, 1 + p] and any m ∈ N the Schurer-Stancu operators
(1.3) verify (

S̃(α,β)
m,p e0

)
(x) := S̃(α,β)

m,p (1;x) = 1 (2.1)(
S̃(α,β)

m,p e1

)
(x) := S̃(α,β)

m,p (s;x) =
m + p

m + β
x +

α

m + β
(2.2)(

S̃(α,β)
m,p e2

)
(x) = S̃(α,β)

m,p (s2;x) =

=
1

(m + β)2
{
(m + p)2x2 + (m + p)x(1− x)+

+ 2
αm(m + p)

m + β
x +

α2(3m + β)
m + β

}
(2.3)

Proof. Using the definition (1.3), we get

S̃(α,β)
m,p (1;x) =

∑m+p

k=0
p̃m,k(x) = B̃m,k(x) = B̃m,p(1;x) = 1,

where we used a well known property of B̃m,p (see([7])).
Next

S̃(α,β)
m,p (s;x) =

∑m+p

k=0
p̃m,k(x)

k + α

m + β
=

=
m

m + β

∑m+β

k=0
p̃m,k(x) · k

m
+

α

m + β

∑m+p

k=0
p̃m,k(x) =

=
m

m + β
B̃m,p(s;x) +

α

m + β
B̃m,p(1;x)

But (see ([7])):

B̃m,p(s;x) =
(
1 +

p

m

)
x, B̃m,p(1;x) = 1
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We can then conclude that

S̃(α,β)
m,p (s;x) =

m + β

m + β
x +

α

m + β
,

i.e. (2.2) holds.
In a same way, we obtain

S̃(α,β)
m,p (s2;x) =

∑m+p

k=0
p̃m,k(x) ·

(
k + α

m + β

)2

=

=
1

(m + β)2

{
m2

∑m+p

k=0
p̃m,k(x) ·

(
k

m

)2

+

+2αm
∑m+p

k=0
p̃m,k(x)

k

m
+ α2

∑m+p

k=0
p̃m,k(x)

}
=

=
1

(m + β)2
{

m2B̃m,p(s2;x) + 2αmB̃m,p(s;x) + α2B̃m,p(1;x)
}

But (see ([7]))

B̃m,p(s2;x) =
m + p

m2

{
(m + p)x2 + x(1− x)

}
Taking into account of the above equalities, we get

S̃(α,β)
m,p (s2;x) =

1
(m + β)2

{
(m + p)2x2 + (m + p)x(1− x)+

+ 2αm · m + p

m + β
x + 2α2 · m

m + β
+ α2

}
=

=
1

(m + β)2
{
(m + p)2x2 + (m + p)x(1− x)+

+ 2
αm(m + p)

m + β
x +

α2(3m + β)
m + β

}
i.e. (2.3) holds and the proof ends.

Lemma 2.3. The operators (1.3) verify

S̃(α,β)
m,p ((e1 − x)2;x) =

(p− β)2

(m + β)2
x2 +

m + p

(m + β)2
x(1− x)+

+
2α(mp− 2mβ − β2)

(m + β)3
x +

α2(3m + β)
(m + β)3

(2.4)

Proof. The linearity of S̃
(α,β)
m,p (see Lemma 2.1) leads us to

S̃(α,β)
m,p ((e1 − x)2;x) = S̃(α,β)

m,p (s2;x)− 2xS̃(α,β)
m,p (s;x) +

+ x2S̃(α,β)
m,p (1;x)

Applying next Lemma 2.2, we get (2.4).
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We are now ready to establish an important convergence property of the
sequence

{
S̃

(α,β)
m,p f

}
m∈N

contained in

Theorem 2.1. The sequence
{

S̃
(α,β)
m,p f

}
m∈N

converges to f , uniformly on [0, 1], for

any f ∈ C([0, 1 + p]).

Proof. Because

lim
m→∞

{
(p− β)2

(m + β)2
x2 m + p

(m + β)2
x(1− x) +

2α(mp− 2mβ − β2)
(m + β)3

x +
α2(3m + β)
(m + β)3

}
= 0

uniformly on [0, 1], we can apply the well known Bohman-Korovkin Theorem and we
arrive to the desired result.

For evaluating the rate of convergence, we will use the first order modulus of
smoothness (see ([1])). Let us to recall the definition of this modulus.
Definition 2.1. Let f : [a, b] → R be a real valued function,
bounded on [a, b]. The first order modulus of smoothness is the function
ω1 : [0, b− a] → [0,+∞), defined for any δ ∈ [0, b− a] by

ω1(f ; δ) = sup{|f(x)− f(x′)| : x, x′ ∈ [0, b− a], |x− x′| ≤ δ} (2.5)

It is well known the following result, due to O. Shisha and B. Mond (see([8])).
Theorem 2.2. Let (Lm)m∈N, Lm : C([a, b]) → B([a, b]) be a sequence of linear
positive operators, reproducing the constant functions. For any f ∈ C([a, b]), any
x ∈ [a, b] and any δ ∈ [0, b− a], the following

|(Lmf)(x)− f(x)| ≤
{

1 + δ−1
√

Lm((e1 − x)2;x)
}

ω1(δ) (2.6)

holds.
Theorem 2.3. For any f ∈ C([0, 1 + p]) and any x ∈ [0, 1] the Schurer-Stancu
operators (1.3) verify∣∣∣(S̃(α,β)

m1
f
)

(x)− f(x)
∣∣∣ ≤ 2ω1

(√
δm,p,α,β,x

)
(2.7)

where:

δm,p,α,β,x =
(p− β)2

(m + β)2
+

m + p

(m + β)2
x(1− x) +

+
2α(mp− 2mβ − β2)

(m + β)3
x +

α2(3m + β)
(m + β)2

(2.8)

β ∈
[
0,

√
m2 + mp

]
(2.9)

Proof. Applying Theorem 2.2 and Lemma 2.3, follows∣∣∣(S(α,β)
m f

)
(x)− f(x)

∣∣∣ ≤ (
1 + δ−1 ·

√
δm,p,α,β,x

)
ω1(δ)

for any δ > 0. Choosing δ =
√

δm,p,α,β,x in the above inequality we arrive to (2.8)
and the proof ends.
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Remark 2.1. In Theorem 2.3 is expressed the order of local approximation of f

by S̃
(α,β)
m f . For obtaining the order of global approximation, we must take in (2.8)

the maximum of δm,p,α,β,x when x ∈ [0, 1]. Clearly, this maximum depends of the
relations between α, β, p.
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WEIGHTED UNIFORM SAMPLING METHOD BASED ON SPLINE
FUNCTIONS

PETRU P. BLAGA

Dedicated to Professor Gheorghe Micula at his 60th anniversary

Abstract. The weighted uniform sampling method to reduce of variance
is investigated by using the multivariate Schoenberg spline operator on the
unit hypercube. The new estimators obtained for the random numerical
integration are numerically compared with the crude Monte Carlo estima-
tors.

1. Introduction

It is known that definite integrals can be estimated by probabilistic consid-
erations, and these are rather when multiple integrals are concerned. The integral
is interpreted as the mean value of certain random variable, which is an unknown
parameter. To estimate this parameter, i.e. the definite integral, one regards the
sample mean of the sampling from a suitable random variable. This sample mean
is an unbiased estimator for the definite integral and is referred as the crude Monte
Carlo estimator.

Generally, this method is not fast–converging ratio to the volume of sampling,
and efficiency depends on the variance of the estimator, which is expressed by the
variance of the integrand. Consequently, for improving the efficiency of Monte Carlo
method, it must reduce as much as possible the variance of the integrated function.
There is a lot of procedures for reducing of the variance in the Monte Carlo method.
In the following we approach the reducing of variance by the so–called weighted uni-
form sampling method, using the multivariate Schoenberg spline operator on the unit
hypercube.

Numerical experiments are considered comparatively with the crude Monte
Carlo estimates.

2. Multivariate B-spline functions

Let Dn = [0, 1]n be the n–dimensional unit hypercube. We consider the
fixed vectors m = (m1, . . . ,mn) and k = (k1, . . . , kn), whose components are integer
positive values, namely mi > 0 and ki > 1, i = 1, n.

Received by the editors: 09.04.2003.
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An extended rectangular partition ∆ of the domain Dn is defined by the
following one–dimensional extended partitions:

∆i : t
(i)
1 = · · · = t

(i)
ki

= 0 < t
(i)
ki+1 6 · · · 6 t

(i)
ki+mi−1 < 1 = t

(i)
ki+mi

= · · · = t
(i)
2ki+mi−1,

for all i = 1, n, where t
(i)
j < t

(i)
ki+j , j = 1, ki + mi − 1.

If one denotes the multi–index set

J =
{

j = (j1, . . . , jn)
∣∣ ji = 1,mi + 2ki − 1, i = 1, n

}
,

the partition ∆ is given by the cartesian product

∆ = ∆1 × · · · ×∆n =
{

tj =
(
t
(1)
j1

, . . . , t
(n)
jn

) ∣∣∣∣ j ∈ J

}
.

The points of ∆ are called knots of the partition.
Using the knots of the partition ∆, one defines the (n–variate) B–spline

functions

M i,k (x) = M
(1)
i1,k1

(x1) · · ·M (n)
in,kn

(xn) , x = (x1, . . . , xn) ∈ Dn, (1)

for every multi–index i = (i1, . . . , in) ∈ I, where

I =
{

i = (i1, . . . , in)
∣∣ ij = 1,mj + kj − 1, j = 1, n

}
.

The factors from the right side of the formula (1) are the (one–variate) B–spline
functions, i.e.

M
(j)
ij ,kj

(xj) =
[
t
(j)
ij

, . . . , t
(j)
ij+kj

; kj (t− xj)
kj−1
+

]
, ij = 1,mj + kj − 1, j = 1, n,

where [z0, z1, . . . , zr; f (t)] denotes the r-th divided difference relative to the knots z0,
z1,. . . , zr of the function f (t).

The normalized (n–variate) B–spline functions are defined by

N i,k (x) = N
(1)
i1,k1

(x1) · · ·N (n)
in,kn

(xn) , x = (x1, . . . , xn) ∈ Dn, (2)

for every i = (i1, . . . , in) ∈ I, where

N
(j)
ij ,kj

(xj) =
t
(j)
ij+kj

− t
(j)
ij

kj
M

(j)
ij ,kj

(xj)

are the (one–variate) normalized B–spline functions. We recall the following prop-
erties of B–spline functions:

(i) N i,k (x) > 0,

(ii) N i,k (x) = Ai,kM i,k (x) , Ai,k =
n∏

j=1

t
(j)
ij+kj

− t
(j)
ij

kj
,

(iii)
∑
i∈I

N i,k (x) = 1,

(iv)
∫

Dn

M i,k (x) dx = 1.
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3. Schoenberg spline operator

Using the knots of partition ∆, one defines the nodes

ξi,k =
(
ξ
(1)
i1,k1

, . . . , ξ
(n)
in,kn

)
, i = (i1, . . . , in) ∈ I,

where

ξ
(j)
ij ,kj

=
t
(j)
ij+1 + · · ·+ t

(j)
ij+kj−1

kj − 1
, ij = 1,mj + kj − 1, j = 1, n.

We remark that 0 = ξ
(j)
1,kj

< ξ
(j)
2,kj

< · · · < ξ
(j)
mj+kj−1,kj

= 1, j = 1, n, and conse-
quently the nodes ξi,k, i ∈ I, belong to Dn.

The (n–variate) Schoenberg spline operator relative to a real function f de-
fined on Dn is given by

S∆ (f) (x) = (S∆f) (x) =
∑
i∈I

N i,k (x) f
(
ξi,k

)
, x ∈ Dn. (3)

Some important properties are recalled here:
(i) S∆ (f) (x) is a polynomial spline of degree ki in the i-th variable,
(ii) S∆ (f) defines a positive linear operator,
(iii) If mi = 1, then S∆ (f) (x) is a polynomial of degree ki − 1 in the i-th

variable, and consequently if mi = 1, for all i = 1, n, the S∆ (f) (x) is the
multivariate Bernstein polynomial,

(iv) S∆ (f) = f, for all f (x) = xs1
1 . . . xsn

n , si = 0, 1, i = 1, n,
(v) If f ∈ C (Dn), then S∆ (f) converges uniformly to the function f as

‖∆1‖
k1

+ · · ·+ ‖∆n‖
kn

→ 0, where ‖∆i‖ denotes the norm of the partition ∆i.
Taking into account that

N
(j)
ij ,kj

(0) = δ1,ij , N
(j)
ij ,kj

(1) = δmj+kj−1,ij , ij = 1,mj + kj − 1, j = 1, n,

where δr,s denotes the Kronecker symbol, we have S∆ (f) (e) = f (e) , for all the
vertices e of the hypercube Dn.

4. Crude Monte Carlo method

Let X be an n–dimensional random variable having the probability density
function ρ : Rn → R. In the random numerical integration the multidimensional
integral

I [ρ; f ] =
∫

Rn

ρ (x) f (x)dx (4)

is interpreted as the mean value of the random variable f (X), where f : Rn → R
usually belongs to L2

ρ (Rn), in other words
∫

Rn ρ (x) f2 (x)dx exists, and therefore
the mean value I [ρ; f ] exists.

Using a basic statistical technique, the mean value given by (4) can be es-
timated by taking N independent samples (random numbers) xi, i = 1, N , with
the probability density function ρ. These random numbers are regarded as values of
the independent identically distributed random variables Xi, i = 1, N , i.e. sample
variables with the common probability function ρ.
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We use the same notation ĪN [ρ; f ] for the sample mean of random variables
f (Xi), i = 1, N , and respectively for its value, i.e.

ĪN [ρ; f ] =
1
N

N∑
i=1

f (Xi) ,

ĪN [ρ; f ] =
1
N

N∑
i=1

f (xi) .

The estimator ĪN [ρ; f ] satisfies the following properties:

E
(
ĪN [ρ; f ]

)
= I [ρ; f ] , (unbiased estimator of I [ρ; f ]),

V ar
(
ĪN [ρ; f ]

)
→ 0, N →∞,

ĪN [ρ; f ] → I [ρ; f ] , N →∞, (with probability 1).

Taking into account these results, the crude Monte Carlo integration formula is de-
fined by

I [ρ; f ] =
∫

Rn

ρ (x) f (x)dx u
1
N

N∑
i=1

f (xi) . (5)

It must remark that in (4) the domain of integration is only apparently the
whole n–dimensional Euclidean space. Thus, it is possible that the density ρ (x) = 0,
x /∈ D, where D is a region of the n–dimensional Euclidean space Rn, therefore the
integral (4) becomes

I [ρ; f ] =
∫

D

ρ (x) f (x) dx,

and the crude Monte Carlo method must be interpreted in an appropriate manner.

5. Weighted uniform sampling method

This method was given in [8], reconsidered in [11], and recently in [6] it was
compared with other methods for reducing of the variance.

Let us consider the integral

I [f ] =
∫

D

f (x) dx = V

∫
D

1
V

f (x)dx,

where D ⊂ Rn and V = Volume (D).
The crude Monte Carlo estimator for I [f ] is

Īc
N [f ] =

V

N

N∑
i=1

f (Xi) ,

with the sampling variables Xi, i = 1, N , independent uniformly in the region D, i.e.
these have the common density probability function

ρ (x) =


1
V

, if x ∈ D,

0, if x /∈ D.
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The method of weighted uniform sampling consists in the considering a function
g : D → R such that ∫

D

g (x) dx = 1,

and the corresponding sampling function

Īw
N [g; f ] =

( N∑
i=1

f (Xi)
)/( N∑

i=1

g (Xi)
)

,

where Xi, i = 1, N , are the same above sampling variables.
If one denotes by ΘN and Θ̃N , the sample means of f (Xi) and respectively

of g (Xi), i = 1, N , we have

Īw
N [g; f ] =

ΘN

Θ̃N

·

Taking into account that the sample means

ΘN =
1
N

N∑
i=1

f (Xi) = Īc
N [f ] /V,

Θ̃N =
1
N

N∑
i=1

g (Xi) = Īc
N [g] /V

are unbiased estimators for I [f ] and I [g] = 1 respectively, it results that

E (ΘN )

E
(
Θ̃N

) = I [f ] ·

However Īw
N [g; f ] is a biased estimator for I [f ], satisfying only asymptotical relation

E
(
Īw
N [g; f ]

)
u I [f ] .

For the variance of the estimator Īw
N [g; f ] we have [6]:

V ar(Īw
N [g; f ]) =

V 2

N
V ar [f (X)− I [f ] g (X)] + O

(
1

N2

)
,

that is

V ar(Īw
N [g; f ]) u

V 2

N
V ar [f (X)− I [f ] g (X)] .

On the other hand we have

V ar(Īc
N [f ]) =

V 2

N
V ar [f (X)] ·

In this manner, the comparison of the variances of the two estimators Īc
N [f ] and

Īw
N [g; f ] is reduced to compare the variances V ar [f (X)] and V ar [f (X)−I [f ] g (X)].

Because

V ar [f (X)]− V ar [f (X)− I [f ] g (X)] = I [f ]
[
2Cov (f (X) , g (X))− I [f ]σ2 [g]

]
,
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the covariance Cov (f (X) , g (X)) controls the magnitude of difference of the two
variances, it must that g has the same monotonicity as f .

In the following we consider the function g from the weighted uniform sam-
pling method given by the multivariate spline function corresponding to the integrand
f defined by Schoenberg spline operator.

If the integration region is the unit hypercube Dn, the crude Monte Carlo
estimator is

Īc
N [f ] =

1
N

N∑
i=1

f (Xi) ,

where the sampling variables Xi, i = 1, N , are independent uniformly distributed
on Dn.

The function g from presented weighted uniform sampling method is the
following

g (x) = K · (S∆f) (x) ,

where (S∆f) (x) is given by (3) and the constant K is such that∫
Dn

g (x) dx = 1.

From this condition we have that

g (x) =
(S∆f) (x)∑

i∈I Ai,kf
(
ξi,k

) =
∑

i∈I N i,k (x) f
(
ξi,k

)∑
i∈I Ai,kf

(
ξi,k

) ·

Finally, the random numerical integration formula is given by

Īw
N [g; f ] =

[∑
i∈I Ai,kf

(
ξi,k

)][∑N
i=1 f (xi)

]
∑N

i=1

[∑
i∈I N i,k (xi) f

(
ξi,k

)] · (6)

The random points xi, i = 1, N , are independent uniformly distributed in the hyper-
cube Dn.

We must remark that the spline functions give a more flexible method than
Bernstein polynomials, which have been used in [3], for the same uniform sampling
method. This is because the nodes in the Schoenberg spline operator are not neces-
sarily equidistant, like in the Bernstein operator. Consequently, if some smoothness
informations for the integrand f are known, we can require more nodes in the domain
of integration where the function f has a bed smoothness.

6. Numerical experiments

Numerical examples are considered in the unidimensional (n = 1) and
bidimensional (n = 2) cases for the estimator (6) with the integrand f given by
f (x) = 1

1+x and f (x, y) = 1
1+x+y respectively. The interior knots for the variable

x are 0.1, 0.3, 0.5, 0.7, 0.9, and 0.2, 0.5, 0.8 for the variable y. The numerical results
comprised in the following two tables compare the estimates obtained by the weighted
uniform sampling technique and the crude Monte Carlo method.
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Each table contains: the sampling volume N , the orders k (or k1, k2) of
the spline functions, the estimates given by the two methods Īc

N [f ] and Īw
N [g; f ],

the error estimates Errc and Errw respectively, and the ratio Errc/Errw. We also
remark that the estimations and the error estimates from each row of tables represent
the mean values in one hundred of samplings.

I [f ] = log 2 = 0.69314718...

N k Īc
N [f ] Īw

N [g; f ] Errc Errw Errc/Errw

50 2 0.6911300 0.6931458 2.017e-03 1.394e-06 1447.4

100 2 0.6910238 0.6931734 2.123e-03 2.621e-05 81.0

300 2 0.6921497 0.6931548 9.975e-04 7.649e-06 130.4

500 2 0.6922726 0.6931520 8.745e-04 4.836e-06 180.9

50 3 0.6911300 0.6931688 2.017e-03 2.161e-05 93.3

100 3 0.6910238 0.6931799 2.123e-03 3.274e-05 64.9

300 3 0.6921497 0.6931633 9.975e-04 1.609e-05 62.0

500 3 0.6922726 0.6931567 8.745e-04 9.477e-06 92.3

50 5 0.6911300 0.6931639 2.017e-03 1.674e-05 120.5

100 5 0.6910238 0.6931832 2.123e-03 3.598e-05 59.0

300 5 0.6921497 0.6931694 9.975e-04 2.219e-05 44.9

500 5 0.6922726 0.6931605 8.745e-04 1.336e-05 65.5

I [f ] = log 27
16 = 0.5232481...

N k1 k2 Īc
N [f ] Īw

N [g; f ] Errc Errw Errc/Errw

50 2 2 0.5208017 0.5233035 2.446e-03 5.539e-05 44.2

100 2 2 0.5216731 0.5232890 1.575e-03 4.082e-05 38.6

300 2 2 0.5225268 0.5232643 7.214e-04 1.615e-05 44.7

50 2 3 0.5208017 0.5233042 2.446e-03 5.610e-05 43.6

100 2 3 0.5216731 0.5232827 1.575e-03 3.452e-05 45.6

300 2 3 0.5225268 0.5232604 7.214e-04 1.227e-05 58.8

50 2 4 0.5208017 0.5233092 2.446e-03 6.108e-05 40.1

100 2 4 0.5216731 0.5232843 1.575e-03 3.618e-05 43.5

300 2 4 0.5225268 0.5232619 7.214e-04 1.380e-05 52.3

50 3 4 0.5208017 0.5233095 2.446e-03 6.133e-05 39.9

100 3 4 0.5216731 0.5232821 1.575e-03 3.393e-05 46.4

300 3 4 0.5225268 0.5232607 7.214e-04 1.260e-05 57.3

50 4 4 0.5208017 0.5233096 2.446e-03 6.146e-05 39.8

100 4 4 0.5216731 0.5232812 1.575e-03 3.310e-05 47.6

300 4 4 0.5225268 0.5232622 7.214e-04 1.403e-05 51.4

50 5 5 0.5208017 0.5233079 2.446e-03 5.980e-05 40.9

100 5 5 0.5216731 0.5232791 1.575e-03 3.097e-05 50.8

300 5 5 0.5225268 0.5232640 7.214e-04 1.582e-05 45.6
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STUDIA UNIV. “BABEŞ–BOLYAI”, MATHEMATICA, Volume XLVIII, Number 3, September 2003

ABOUT SOME VOLTERRA PROBLEMS SOLVED
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Dedicated to Professor Gheorghe Micula at his 60th anniversary

Abstract. In this paper we propose a deficient spline collocation method
for a special Volterra integral equation problem. The existence and unique-
ness of the approximating spline are investigated. Some numerical exam-
ples illustrate the efficiency of the proposed numerical method.

1. Introduction

The theory and applications of the Volterra integral equations of the form

y(x) =
∫ x

0

K(x, t, y(t))dt + g(x), x ∈ [0, T ]

is an important subject within applied mathematics. Volterra integral equations are
used as mathematical models for many and varied physical phenomena and processes
but they occur as reformulations of other mathematical problems.

In the present work we consider the following Volterra equation with constant
delay τ > 0:

y(x) =
∫ x

0

K1(x, t, y(t))dt +
∫ x−τ

0

K2(x, t, y(t))dt + g(x), x ∈ J = [0, T ] (1)

with y(x) = ϕ(x), x ∈ [τ, 0).
Equation (1) is worth studying as it is frequently encountered in physical and

biological modeling processes (e.g. [5]).
We assume that the given functions

ϕ : [−τ, 0] → IR, g : J → IR,K1 : Ω× IR → IR(Ω :=[(x, t) : 0≤ t≤ x≤ T ]),
K2 : Ωτ × IR → IR(Ωτ := J × [−τ, T − τ ])

are at least continuous on their domains such that (1) possesses a unique solution
y ∈ C(J), and ϕ ∈ Cm−2[−τ, 0], g ∈ Cm−2[0, T ].

In the following, let us assume in (1) that :
1. K1 satisfies the following Lipschitz condition :

‖ K1(x, t, y1)−K1(x, t, y2) ‖≤ L1 ‖ y1 − y2 ‖
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∀(x, t, y1), (x, t, y2) ∈ J × J × IR, t ≤ x

with L1 ≥ 0 a constant independent of x and t.
2. K2 satisfies the following Lipschitz condition :

‖ K2(x, t, z1)−K2(x, t, z2) ‖≤ L2 ‖ z1 − z2 ‖

∀(x, t, z1), (x, t, z2) ∈ J × J × IR, t ≤ x

with L2 ≥ 0 also a constant independent of x and t.
Recently, various aspects of numerical methods for (1) have been studied from

the point of view of polynomial collocation methods (e.g. [1], [2], [8]). In this context
here we propose to approximate the solution of (1) by means of functions pertaining
to the class of splines s : J → IR,( s ∈ Sm, s ∈ Cm−2) of degree m ≥ 2 and deficiency
d ≥ 2.

We already used an analogous deficient spline collocation method in the case
of delay differential equations [3], [4]. As it revealed simple and efficient, here we
propose to extend it to Volterra integral equations with delay argument to provide
an alternative to the discrete collocation method proposed in [1]. Indeed our method
presents some advantages:

• it does not require any additional initial value
• it provides a global approximation of the solution
• in case of need, the lenght of each collocation step can be modified, and

similarly the degree m of the used spline functions and deficiency d
• the proposed numerical method reveals extremely easy to be implemented

in the linear case.
We emphasize that this method is peculiar for solutions belonging to low

regularity class. Indeed we use m = 2 or m = 3 only; so that the used splines are
s ∈ C0 or at most s ∈ C1; there is numerical evidence that it suffices in order to
approximate solutions belonging to class C0 or C1.

In Section 2 we present the numerical method to approximate the solution
by collocation of deficient spline functions; Section 3 is devoted to theoretical results
referring to existence and unicity of the numerical solution and there we recall also
some results about convergence and numerical stability. In the last Section we re-
port some examples relating to integral equations with solutions characterized by low
regularity.

2. Construction of approximating spline solution

In this section we describe the numerical model used to approximate the
solution of (1).

Firstly we shall construct a polynomial spline function of degree m > 1, which
we denote by s. On the interval J := [0, T ] the spline function s is defined in [tk, tk+1]
where tk := t0 + kh, k = 0, 1, · · · , N ; t0 := 0, tN = T , h := T

N as :

sk(t) :=
m−2∑
j=0

s
(j)
k−1(tk)

j!
(t− tk)j +

ak

(m− 1)!
(t− tk)m−1 +

bk

m!
(t− tk)m
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We choose to determine coefficients ak, bk by the following system of collocation
conditions:

sk(tk +
h

2
) =

k−1∑
j=0

∫ tj+1

tj

K1(tk +
h

2
, t, sj(t))dt +

∫ tk+ h
2

tk

K1(tk +
h

2
, t, sk(t))dt +

+
k−1∑
j=0

∫ tj+1−τ

tj

K2(tk+
h

2
, t, sj−1(t))dt+

∫ tk+
h
2−τ

tk

K2(tk+
h

2
, t, sk−1(t))dt + g(tk+

h

2
)

sk(tk+1) =
k−1∑
j=0

∫ tj+1

tj

K1(tk+1, t, sj(t))dt +
∫ tk+1

tk

K1(tk+1, t, sk(t))dt + (2)

+
k−1∑
j=0

∫ tj+1−τ

tj

K2(tk+1, t, sj−1(t))dt +
∫ tk+1−τ

tk

K2(tk+1, t, sk−1(t))dt + g(tk+1)

provided that

s−1(0)=y(0)=ϕ(0), s′−1(0)=y′(0)=ϕ′(0),· · · ,s
(m−2)
−1 (0)=y(m−2)(0)=ϕ(m−2)(0)

Our model is thus reduced to compute the solution of the non-linear system (2),
through which the spline is globally determined on the interval J .

3. The theoretical results

It remains to prove that for h sufficiently small, the parameters ak, bk, 0 ≤
k ≤ N − 1 can be uniquely determined from (2).

Theorem. Let as consider the Volterra equation (1). If K1 and K2 satisfy
the hypotheses 1 and 2, and if h is small enough, then there exists a unique spline
solution s of (1) given by the above construction.

Proof. If we set

Ak(t) =
m−2∑
j=0

s
(j)
k−1(tk)

j!
(t− tk)j

then (2) becomes:
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ak =
(

2
h

)m−1

(m− 1)![−Ak(tk +
h

2
)− bk

m!

(
h

2

)m

+

+
k−1∑
j=0

∫ tj+1

tj

K1(tk+
h

2
, t, Aj(t)+

aj

(m−1)!
(t−tj)m−1+

bj

m!
(t−tj)m)dt+

+
∫ tk+ h

2

tk

K1(tk +
h

2
, t, Ak(t) +

ak

(m− 1)!
(t− tk)m−1 +

bk

m!
(t− tk)m)dt +

+
k−1∑
j=0

∫ tj+1−τ

tj

K2(tk+
h

2
, t, Aj−1(t)+

aj−1

(m−1)!
(t−tj−1)m−1+

bj−1

m!
(t−tj−1)m)dt+

+
∫ tk+

h
2−τ

tk

K2(tk+
h

2
, t, Ak−1(t)+

ak−1

(m−1)!
(t−tk−1)m−1+

bk−1

m!
(t−tk−1)m)dt+g(tk+

h

2
)]

bk =
m!
hm

[−Ak(tk+1)− ak
hm−1

(m− 1)!
+

+
k∑

j=0

∫ tj+1

tj

K1(tk+1, t, Aj(t)+
aj

(m−1)!
(t−tj)m−1+

bj

m!
(t−tj)m)dt+

+
k∑

j=0

∫ tj+1−τ

tj

K2(tk+1, t, Aj−1(t)+
aj−1

(m−1)!
(t−tj−1)m−1+

bj−1

m!
(t−tj−1)m)dt+g(tk+1)]

thus we can deduce
ak = F1(ak, bk)
bk = F2(ak, bk)

where F1 and F2 are the right hand side of the above equations.
Now we define the application F : IR2 → IR2 as (ak, bk) → F (ak, bk) :=

(F1(ak, bk), F2(ak, bk)) and

d(F (a′k, b′k), F (a′′k , b′′k)) := |F1(a′k, b′k)− F1(a′′k , b′′k)|+ |F2(a′k, b′k)− F2(a′′k , b′′k)|

At first, for m > 1, we have

|F1(a′k, b′k)− F1(a′′k , b′′k)| ≤ hL1

m
(2|a′k − a′′k |+

3h

2(m + 1)
|b′k − b′′k |)

and similarly

|F2(a′k, b′k)− F2(a′′k , b′′k)| ≤ L1(3|a′k − a′′k |+
5h

2(m + 1)
|b′k − b′′k |)

and taking account that

|F2(a′k, b′k)− F2(a′′k , b′′k)| = |F2(F1(a′k, b′k), b′k)− F2(F1(a′′k , b′′k), b′′k)|
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from the previous relations at last it follows that

d(F (a′k, b′k), F (a′′k , b′′k)) ≤ hL1( 2+6L1
m |a′k − a′′k |+

+ 3h+9L1h+5m
2m(m+1) |b′k − b′′k |) ≤ MhL1d((a′k, b′k), (a′′k , b′′k))

where M = max{(1 + 3L1), 1
6 ( 3h

2 + 9h
2 L1 + 5)}. The upper bound was obtained using

m = 2.
Therefore, for MhL1 < 1, that is h < 1

ML1
, F is a contraction and system

(2) has a unique solution, which can be found by iterative method.
It is worth noting that these conditions can be greatly simplified for the linear

case when in (1) we have K1(x, t, y(t)) = k1(x, t)y(t) and K2(x, t, y(t)) = k2(x, t)y(t);
this case can be treated in a very simple and efficient way.

About the convergence and the numerical stability, we recall results presented
in [6], where the case of integral equations without delay arguments is studied. The
comprehensive investigation of the convergence will be approached elsewhere.

4. Numerical examples

In the following we present some numerical results to enlighten the features
of the proposed numerical method. We emphasize that we will show examples just
for the linear case and with exact solution belonging to a low regularity class, because
our method is dedicated just to these cases, even though it works also for general
cases.

Our computer programs are written in MATLAB5.3, which has a machine
precision ε ' 10−16.

Example 1.

Consider the following integral equation with delay arguments:

y(x) = g(x) +
∫ x

0

y(s)ds−
∫ x−τ

0

y(s)ds

τ = 1, y(x) = 0 for x ∈ [−1, 0]

g(x) =

 x− x2

2 for x ∈ [0, 1/2]

x2

2 − 2x + 5
4 for x ∈ [1/2, 1]

The exact solution is:

y(x) =

 x for x ∈ [0, 1/2]

1− x for x ∈ [1/2, 1]
where y ∈ C0[0, 1].

Using m = 2 and d = 2, we built spline s ∈ C0. With integration step
h = 0.5, we obtain numerical results with an error of order 10−15, which means that
in practice our results are exact within the machine precision.
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Figure 1 refers just to the case h = 0.5; there solid line shows the exact
solution in [0, 1] together with the history in [−1, 0]; squares show the integration
points and circles show intermediate points of the numerical solution computed by
means of the analytical expression of spline relating to each integration interval.
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Fig. 1

It is evident that the numerical solution coincides with the exact solution.

Example 2.

Consider the following integral equation with delay arguments:

y(x) = g(x) +
∫ x

0

y(s)ds−
∫ x−τ

0

y(s)ds

τ = 1, y(x) = 0 for x ∈ [−1, 0]

g(x) =
{

100x− 50x2 for x ∈ [0, 1/2]
−400(x− 1)3 + 100(x− 1)4 − 75

4 for x ∈ [1/2, 1]
The exact solution is:

y(x) =

 100x for x ∈ [0, 1/2]

−400(x− 1)3 for x ∈ [1/2, 1]

Using m = 2 and d = 2, we built splines s ∈ C0. Even in this case the
solution y to be approximated belongs to class C0, but it is the linear in the first
integration subinterval only. Therefore we used a large integration step h1 = 0.5 in
[0, 1/2] and a shorter step h2 in [1/2, 1].
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Figure 2 refers just to the case h1 = 0.5 and h2 = 0.125; there solid line
shows the exact solution in [0, 1] together with the history in [−1, 0]; rectangles show
the integration points and circles show intermadiate points of the numerical solution
computed by means of the analytical expression of spline relating just to the first
three integration intervals (for graphical convenience).
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Fig. 2

It is evident that even in this case results are very satisfactory.
In more details, the numerical solution in x = 1 is computed with an error

equal to 1.0E−2 when h2 = 0.25 and with an error equal to 6.6E−4 when h2 = 0.125.
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MINIMUM VALUE OF A MATRIX NORM WITH APPLICATIONS
TO MAXIMUM PRINCIPLES FOR SECOND ORDER PARABOLIC

SYSTEMS

CRISTIAN CHIFU-OROS

Dedicated to Professor Gheorghe Micula at his 60th anniversary

Abstract. The purpose of this paper is to use an estimation of minimum
value of a matrix norm to improve some maximum principles given by I.A.
Rus in 1968.

1. Introduction

Let M be the linear space of vectorial functions u = (u1 (x, t) , ..., un (x, t))
which belongs to C (Ω) and are twice continuous differentiable in x and continuous
differentiable in t. Ω ⊆ R2 is a bounded domain. In M we consider the following
system:

Lu := p2In
∂2u

∂x2
+ B

∂u

∂x
+ Cu− In

∂u

∂t
= 0 (1)

where p ∈ R∗, B = (bij(x, t)), C = (cij(x, t)) are squared matrixes defined on Ω .
Let Po(xo, to) ∈ Ω. We will denote by S(Po) the set of points Q for which

there exist an arch on which the ordinate t is non-decreasing beginning with the point
Q.

There are some maximum principles for the solution of system (1) (see for
example [2] and [3]).

Let u = u (x, t) be a solution of the system (1). In [3] the following principle
is given:

Theorem 1. Suppose that for each (x, t) ∈ Ω, there exist β̃(x, t) ∈ R such that:

ξ

(
−p2In 0

B(x, t)− β̃(x, t)In C(x, t)

)
ξ∗ < 0,∀ξ ∈ R2n, ξ 6= 0 (2)

If R(x, t) :=
(

n∑
i=1

u2
i

)1/2

attains his maximum in Po ∈ Ω, then R(Q) =

R(Po), for each Q ∈ S(Po).
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Remark 1. If, for each (x, t) ∈ Ω, there exist β̃(x, t) ∈ R and ε(x, t) > 0 such that:

(i) ξC(x, t)ξ∗ < −
(

ε(x,t)
p

)2

‖ξ‖2 ,∀ξ ∈ Rn, ξ 6= 0;

(ii)
∥∥∥B(x, t)− β̃(x, t)In

∥∥∥
2
≤ 2ε(x, t),

where ‖·‖2 is the spectral norm, then (2) holds.
The aim of this paper is to give some conditions which imply (ii).

Let A ∈ Mn(R), J the Jordan normal form of A. We know that there exist a nonsin-
gular matrix T such that A = TJT−1.

We shall denote:

α̃ =


1
n

s∑
k=1

nkλk, λk ∈ R

1
n

s∑
k=1

nk Reλk, λk ∈ C\R

γF = ‖T‖F ·
∥∥T−1

∥∥
F

mF = ‖J − α̃In‖F

where λk are the eigenvalues of A, nk is the number of λk which appears in Jordan
blocks (generated by λk) and ‖·‖F is the euclidean norm of a matrix (see [1]).

We shall use the following result given in [1]:
Theorem 2. Let ϕ‖·‖ : R → R, ϕ‖·‖(α) = ‖A− αIn‖ , ‖·‖ being one of the following
norms: ‖·‖F , ‖·‖1, ‖·‖2, ‖·‖∞. In these conditions:

ϕ‖·‖(α̃) ≤
√

nγF mF

In section 2 of this paper we shall give the main result in case of system 1 and
in section 3, using the same instrument, we shall try to improve a maximum principle
in case of elliptic-parabolic systems.

2. Main result in parabolic case

Using Theorem 2 and choosing ε(x, t) = 1
2

√
nγF mF , Theorem 1 becomes:

Theorem 3. Suppose that ξC(x, t)ξ∗ < − 1
4p2 nγ2

F m2
F ‖ξ‖

2
,∀ξ ∈ Rn, ξ 6= 0,

∀(x, t) ∈ Ω. If R(x, t) =
(

n∑
i=1

u2
i

)1/2

attains his maximum in Po ∈ Ω, then R(Q) =

R(Po), for each Q ∈ S(Po).

Example 1. Let us consider the system (1) with B =
(

a1 a2

a3 a1

)
and without

restraining the generality we shall suppose that a2, a3 > 0. In this case we shall have:
β̃ = a1, ε = a2 + a3 and:

‖B − a1I2‖2 ≤ ‖B − a1I2‖F =
√

a2
2 + a2

3 < 2(a2 + a3) =
√

2γF mF = 2ε

ξC(x, t)ξ∗ < − 1
p2

(a2 + a3)2 ‖ξ‖2 (3)
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So if (3) holds than we have:

ξ

(
−p2I2 0
B − β̃I2 C

)
ξ∗ <

1
4p2

[
a2
2 + a2

3 − 4 (a2 + a3)
2
]
‖ξ′‖2 < 0

where ξ = (ξ1, ξ2, ξ3, ξ4) ∈ R4, ξ 6= 0, ξ′ = (ξ3, ξ4) ∈ R2, ξ′ 6= 0.

3. Elliptic-parabolic case

Let us consider now the following system:

Lu :=
∂2u

∂x2
+ yp ∂2u

∂y2
+ A

∂u

∂x
+ B

∂u

∂y
+ Cu = 0 (4)

where L is defined in M = C2,n(Ω) ∩ C0,n
(
Ω
)
, A = (aij(x, y)), B = (bij(x, y)),

C = (cij(x, y)) are squared matrixes defined on Ω, p ∈ R+.
Ω is a domain included in the half-plan y > 0 and which has a part of frontier

laying on y = 0, between the points P (0, 0) and Q(1, 0). The operator L is elliptic in
Ω and parabolic on P̂Q.

Let u ∈ C2(Ω, Rn) ∩ C
(
Ω, Rn

)
, u = u(x, y), be a solution of (3) and

R(x, y) :=

(
n∑

i=1

u2
i

)1/2

.

Theorem 4. ([3])If:

1. for each (x, y) ∈ Ω, there exist α̃(x, y), β̃(x, y) ∈ R such that

ξ

 −In 0 0
0 −ypIn 0

A(x, y)− α̃(x, y)In B(x, y)− β̃(x, y)In C(x, y)

 ξ∗ < 0, (5)

for all ξ ∈ R3n, ξ 6= 0;
2. B is symmetric such that if λ1(x, y) is the first eigenvalue, then

λ1(x, 0) > 0;
3. u is a regular solution of (3) and R > 0 in Ω;
4. lim

y→0

∂R(x,y)
∂y exist and is bounded,

then R = R(x, y) cannot attain his maximum value on P̂Q(open).

Remark 2. If, for each (x, y) ∈ Ω, there exist α̃(x, y), β̃(x, y) ∈ R and
ε1(x, y), ε2(x, y) > 0 such that:

(i)ξC(x, y)ξ∗ < −
(
ε2
1(x, y) + y−pε2

2(x, y)
)
‖ξ‖2 ,∀ξ ∈ Rn, ξ 6= 0;

(ii) ‖A(x, y)− α̃(x, y)In‖2 ≤ 2ε1(x, y),
∥∥∥B(x, y)− β̃(x, y)In

∥∥∥
2
≤ 2ε2(x, y),

then (5) holds.
Using Theorem 2 and choosing ε1 = 1

2

√
nγA

F mA
F and ε2 = 1

2

√
nγB

F mB
F , the

remark from above becomes:
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Remark 3. If:

ξC(x, y)ξ∗ < −1
4
n

[(
γA

F mA
F

)2
+
(
γB

F mB
F y−

p
2

)2
]
‖ξ‖2 ,∀ξ ∈ Rn, ξ 6= 0,∀(x, y) ∈ Ω

then (5) holds.

Example 2. Let us consider the system (2) with A = B =
(

a1 a2

a3 a1

)
.

For α̃ = β̃ = a1 and a2, a3 > 0, we have ε1 = ε2 = a2 + a3, A − a1I2 =

B − a1I2 =
(

0 a2

a3 0

)
.

If ξC(x, y)ξ∗ < −(a2 + a3)2(1 + y−p) ‖ξ‖2 , then:

ξ

 −I2 0 0
0 −ypI2 0

A− α̃I2 B − β̃I2 C

 ξ∗ <
1
4
[a2

2 + a2
3 − 4(a2 + a3)2](1 + y−p) ‖ξ′‖2 < 0

where ξ = (ξ1, ξ2, ξ3, ξ4, ξ5, ξ6) ∈ R6, ξ 6= 0, ξ′ = (ξ5, ξ6) ∈ R2, ξ′ 6= 0.
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A CHARACTERIZATION OF π-CLOSED SCHUNCK CLASSES

RODICA COVACI

Dedicated to Professor Gheorghe Micula at his 60th anniversary

Abstract. A characterization of π-closed Schunck classes, followed by
some consequences and applications in the formation theory of finite π-
solvable groups are given.

1. Preliminaries

All groups considered in the paper are finite. Let π be a set of primes, π′ the
complement to π in the set of all primes and Oπ′(G) the largest normal π′-subgroup
of a group G.

We first give some useful definitions.
Definition 1.1. ([9], [10], [12]) a) A class X of groups is a homomorph if

X is epimorphically closed, i.e. if G ∈ X and N is a normal subgroup of G, then
G/N ∈ X .

b) A homomorph X is a formation if G/N1 ∈ X and G/N2 ∈ X imply
G/(N1 ∩N2) ∈ X .

c) A formation X is saturated if X is Frattini closed, i.e. if G/φ(G) ∈ X
implies G ∈ X , where φ(G) denotes the Frattini subgroup of G.

d) A group G is primitive if G has a stabilizer, i.e. a maximal subgroup H
with coreGH = {1}, where coreGH = ∩{Hg/g ∈ G}.

e) A homomorph X is a Schunck class if X is primitively closed, i.e. if any
group G, all of whose primitive factor groups are in X , is itself in X .

Definition 1.2. a) ([8]) A group G is π-solvable if every chief factor of G
is either a solvable π-group or a π′-group. For π the set of all primes, we obtain the
notion of solvable group.

b) A class X of groups is said to be π-closed if

G/Oπ′ ∈ X ⇒ G ∈ X .

A π-closed homomorph, formation, respectively Schunck class is called π-homomorph,
π-formation, respectively π-Schunck class.

Definition 1.3. ([9], [10]) Let X be a class of groups, G a group and H a
subgroup of G.
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a) H is X -maximal in G if: (i) H ∈ X ; (ii) H ≤ H∗ ≤ G, H∗ ∈ X imply
H = H∗.

b) H is an X -projector of G if, for any normal subgroup N of G, HN/N is
X -maximal in G/N .

c) H is an X -covering subgroup of G if: (i) H ∈ X ; (ii) H ≤ K ≤ G, K0 CK,
K/K0 ∈ X imply K = HK0.

The following results will be used in the paper.
Theorem 1.4. ([4]) Let X be a class of groups, G a group and H a subgroup

of G.
a) If H is an X -covering subgroup or an X -projector of G, then H is X -

maximal in G.
b) If X is a homomorph, any X -covering subgroup of G is an X -projector of

G.
Theorem 1.5. ([9]) If X is a homomorph, G a group, N a normal subgroup

of G, K/N an X -covering subgroup of G/N and H is an X -covering subgroup of K,
then H is an X -covering subgroup of G.

Theorem 1.6. ([1]) A solvable minimal normal subgroup of a group is
abelian.

Theorem 1.7. ([1]) If S is a maximal subgroup of G with coreGS = {1} and
N is a minimal normal subgroup of G, then G = SN and S ∩N = {1}.

Theorem 1.8. ([10]) Let X be a class of groups. X is a saturated formation
if and only if X is both a Schunck class and a formation.

Theorem 1.9. ([2], [3], [4]) Let X be a π-homomorph. The following condi-
tions are equivalent:

(1) X is a Schunck class;
(2) any π-solvable group has X -covering subgroups;
(3) any π-solvable group has X -projectors.

2. The main result

In preparation for the main theorem of the paper, we give the following
lemma.

Lemma 2.1. Let X be a π-Schunck class, G a π-solvable group, such that
G 6∈ X , N a minimal normal subgroup of G with G/N ∈ X and H and X -covering
subgroup of G. Then H is a complement of N in G, i.e. G = HN is H ∩N = {1}.

Proof. Using that H is an X -covering subgroup of G, from H ≤ G ≤ G,
N C G, G/N ∈ X follows that G = HN .

We prove now that H ∩N = {1}.
G is π-solvable group, hence the minimal normal subgroup N of G, being a

chief factor of G, is either a solvable π-group or a π′-group. If we suppose that N is
a π′-group, we obtain that N ≤ Oπ′(G), hence

G/Oπ′ ∼= (G/N)/(Oπ′(G)/N).
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But G/N ∈ X and X is a homomorph. So G/Oπ′(G) ∈ X , hence, X being π-closed,
G ∈ X , in contradiction with the hypothesis G 6∈ X . It follows that N is a solvable
π-group. By 1.6., N is abelian.

We prove that H ∩ N is a normal subgroup of G. Indeed, if g ∈ G and
x ∈ H ∩N , we have g = nh, with n ∈ N , h ∈ H and

g−1xg = (nh)−1x(nh) = h−1n−1(xn)h = h−1n−1(nx)h = h−1xh ∈ H ∩N,

where we used that N is abelian and that H ∩N is normal in H.
Finally, N being a minimal normal subgroup of G and H∩N CG, H∩N ⊆ N ,

we have H ∩ N = {1} or H ∩ N = N . If we suppose that H ∩ N = N , it follows
that N ⊆ H, hence G = HN = H, a contradiction with G 6∈ X and H ∈ X . So
H ∩N = {1}. �

Theorem 2.2. Let X be a π-homomorph. The following conditions are
equivalent:

(1) X is a Schunck class;
(2) if G is a π-solvable group, G 6∈ X and N is a minimal normal subgroup

of G such that G/N ∈ X , then N has a complement in G;
(3) any π-solvable group G has X -covering subgroups;
(4) any π-solvable group G has X -projectors.
Proof. (1) implies (2). Let G be a π-solvable group, G 6∈ X and N a minimal

normal subgroup of G such that G/N ∈ X . By (1) and 1.9., G has an X -covering
subgroup H. By Lemma 2.1., H is a complement of N in G.

(2) implies (3). We prove by induction on |G| that any π-solvable group G
has X -covering subgroups.

Two cases are possible:
1. G ∈ X . In this case, G is its own X -covering subgroup.
2. G 6∈ X . Let N be a minimal normal subgroup of G. By the induction,

G/N has an X -covering subgroup E/N . We consider two possibilities:
a) G/N ∈ X . Then, by 1.4.a) and 1.3.a), E/N = G/N . Applying (2) for the

π-solvable group G, G 6∈ X and for its minimal normal subgroup N with G/N ∈ X ,
we obtain that N has a complement V in G, i.e. G = NV and N ∩ V = {1}.

We notice that V ∈ X , because

V ∼= V/(N ∩ V ) ∼= NV/N = G/N ∈ X .

By 1.2.a), N is either a solvable π-group or a π′-group. If we suppose that
N is a π′-group, then N ≤ Oπ′(G) and so

G/Oπ′(G) ∼= (G/N)/(Oπ′(G)/N) ∈ X ,

where we used that G/N ∈ X is a homomorph. Applying that X is π-closed, we get
G ∈ X , a contradiction. It follows that N is a solvable π-group, hence, by 1.6., N is
abelian.

Let us consider two cases:
i) coreGV 6= {1}. By the induction, G/coreGV has an X -covering subgroup

H/coreGV .
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We notice that H 6= G, else H = G implies G/coreGV = H/coreGV ∈ X and
so G/coreGV is its own X -covering subgroup, hence, by 1.4.a), G/coreGV is its own
X -maximal subgroup. But V ∈ X and X homomorph imply that V/coreGV ∈ X . It
follows that V/coreGV = G/coreGV and so V = G, contradicting that G 6∈ X and
V ∈ X . Hence H 6= G.

The induction for H leads to the existence of an X -covering subgroup L of
H. Then H/coreGV is an X -covering subgroup of G/coreGV and L is an X -covering
subgroup of H. Applying 1.5., we conclude that L is an X -covering subgroup of G.

ii) coreGV = {1}. In this case, we prove that V is an X -covering subgroup
of G.

We proved that V ∈ X .
Let now V ≤ K ≤ G, K0CK and K/K0 ∈ X . We shall prove that K = V K0.
First, V is a maximal subgroup of G. Indeed, V 6= G, because V ∈ X and

G 6∈ X . Let now V ≤ V ∗ < G. We show that V = V ∗. Suppose V < V ∗ and
let v∗ ∈ V ∗ \ V ⊂ G = V N and put v∗ = vn, where v ∈ V , n ∈ N . We have
n = v−1v∗ ∈ N ∩ V ∗.

Let us prove that N ∩V ∗ = {1}. We notice that G = NV ≤ NV ∗ ≤ G imply
G = NV ∗. Further, N ∩V ∗ is a normal subgroup of G, because if g ∈ G, x ∈ N ∩V ∗

we can prove that g−1xg ∈ N ∩ V ∗. Indeed, if we take g ∈ G = NV ∗ written as
g = mv∗, with m ∈ N , v∗ ∈ V ∗, we have

g−1xg = (mv∗)−1(mv∗) = (v∗)−1(m−1x)mv∗ =

= (v∗)−1(xm−1)mv∗ = (v∗)−1xv∗ ∈ N ∩ V ∗,

where we used that N is abelian and that N ∩V ∗CV ∗. Hence N ∩V ∗ is normal in G.
N is a minimal normal subgroup of G and N ∩V ∗ ⊆ N . It follows that N ∩V ∗ = {1}
or N ∩ V ∗ = N . But N ∩ V ∗ = N implies N ⊆ V ∗ and so G = NV ∗ = V ∗, in
contradiction with the choice of V ∗. Hence N ∩ V ∗ = {1}.

From n = v−1v∗ ∈ N ∩ V ∗ = {1}, we deduce n = 1 and so v−1v∗ = 1, which
means v∗ = v ∈ V , in contradiction with the choice of v∗. It follows that V = V ∗.
This completes the proof that V is a maximal subgroup of G.

By the above, we have for K with V ≤ K ≤ G two possibilities: K = V or
K = G.

If K = V , we have K0 C K = V and so K = KK0 = V K0.
If K = G, we reason as follows. Let us notice that K0 6= {1}, else

G = K ∼= K/K0 ∈ X ,

a contradiction with G 6∈ X . Let M be a minimal normal subgroup of G such that
M ⊆ K0. So we are in hypotheses of 1.7.: V is a maximal subgroup of G with
coreGV = {1} and M is a minimal normal subgroup of G. It follows that G = V M
and so

K = G = V M ≤ V K0 ≤ G,

hence K = G = V K0.
b) G/N 6∈ X . In this case, we have E/N 6= G/N , because E/N ∈ X .

So E 6= G. By the induction, E has an X -covering subgroup F . But E/N is an
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X -covering subgroup in G/N . Theorem 1.5. leads to the conclusion that F is an
X -covering subgroup of G.

(3) implies (4). Follows immediately from 1.9.
(4) implies (1). Follows also from 1.9. �

3. Consequences

Theorem 2.2. has some consequences on π-closed formations. In [5], we gave:
Theorem 3.1. ([5]) Let X be a π-formation. The following conditions are

equivalent:
(1) X is saturated;
(2) if G is a π-solvable group and G 6∈ X , but for the minimal normal subgroup

N of G we have G/N ∈ X , then N has a complement in G;
(3) any π-solvable group G has X -covering subgroups.
From 2.2., 3.1. and 1.8., we obtain:
Corollary 3.2. If X is a π-formation satisfying condition (2) from 2.2.,

then:
a) X is a Schunck class;
b) X is Frattini closed, hence X is a saturated formation;
c) any π-solvable group G has X -covering subgroups;
d) any π-solvable group G has X -projectors.

4. Some applications

Finally, we give some applications of the main theorem of this paper, con-
cerning to:

1. the existence and conjugacy given in [7] of X -maximal subgroups in finite
π-solvable groups, where X is a π-Schunck class;

2. the π-Schunck classes with the P property, introduced in [6].
4.1. In [7] we proved the following result:
Theorem 4.1.1. ([7]) Let X be a π-Schunck class, G a π-solvable group and

A an abelian normal subgroup of G with G/A ∈ X . Then:
(1) there is a subgroup S of G with S ∈ X and AS = G;
(2) there is an X -maximal subgroup S of G with AS = G;
(3) if S1 and S2 are X -maximal subgroups of G with AS1 = G = AS2, then

S1 and S2 are conjugate in G.
Applying 4.1.1. and 2.2., we can prove the following theorem:
Theorem 4.1.2. If X is a π-Schunck class, G is a π-solvable group, G 6∈ X

and N is a minimal normal subgroup of G such that G/N ∈ X , then:
a) N has a complement H in G;
b) N is a solvable π-group, hence N is abelian;
c) H is X -maximal in G;
d) H is conjugate to any X -maximal subgroup S of G with NS = G.
Proof. a) Applying theorem 2.2., we obtain that N has a complement H in

G, i.e. HN = G and H ∩N = {1}.
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b) N being a minimal normal subgroup of the π-solvable group G, N is either
a solvable π-group, hence by 1.6. N is abelian, or N is a π′-group. We shall prove
that the case N is π′-group is not possible in our hypotheses. Indeed, if we suppose
that N is a π′-group, we have N ≤ Oπ′(G) and

G/Oπ′(G) ∼= (G/N)/(Oπ′(G)/N) ∈ X ,

hence, by the π-closure of X , G ∈ X , a contradiction.
c) In order to prove that H is X -maximal in G. let us first notice that H ∈ X .

Indeed, we have

H ∼= H/{1} = H/(H ∩N) ∼= HN/N = G/N ∈ X .

Let now H ≤ H∗ ≤ G and H∗ ∈ X . We prove that H = H∗. Suppose that H < H∗.
Then there is an element h∗ ∈ H∗ \H ⊂ G = HN and h∗ = hn, with h ∈ H, n ∈ N .
Then n = h−1h∗ ∈ H∗ ∩ N = {1} and so n = 1 and h∗ = h ∈ H, in contradiction
with the choice of h∗. The fact that H∗ ∩N = {1} follows from H∗ ∩N C G (since
N is abelian and H∗ ∩N CH∗) and from the hypotheses that N is a minimal normal
subgroup of G.

d) Since we are in the hypotheses of 4.1.1, there is an X -maximal subgroup
S of G with NS = G. Applying now 4.1.1.(3), we conclude that H is conjugate to S.
�

4.2. In [6], we introduced the P property on a class X of groups. We say
that X has the P property if, for any π-solvable group G, we have:

N minimal normal subgroup of G, N π′-group ⇒ G/N ∈ X .
Using theorem 2.2., we can prove the following result:
Theorem 4.2.1. If X is a π-Schunck class with the P property and G is a

π-solvable group, G 6∈ X , then any minimal subgroup N of G which is a π′-group has
a complement in G.

Proof. By the P property, we have G/N ∈ X . But X being a π-Schunck
class, theorem 2.2. shows that X satisfies condition (2). Applying (2) for the π-
solvable group G with G 6∈ X and for the minimal subgroup N of G with G/N ∈ X ,
we conclude that N has a complement in G. �
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Abstract. A collocation method based on optimal nodal splines is pre-
sented for the numerical solution of linear Volterra integral equations of
the second kind with weakly singular kernel. Since the considered spline
operator is a bounded projector we can prove that, for sequences of locally
uniform meshes, the approximate solution error converges to zero at ex-
actly the same optimal rate as the spline approximation error. We consider
in particular sequences of graded meshes, for which the local uniformity is
proved. Finally, we give an upper bound for the condition number of the
collocation system and we present some numerical examples.

1. Introduction

The Volterra integral equation of the second kind

y(x) = f(x) +
∫ x

0

k(x, s)y(s)ds, x ∈ I ≡ [0, X] (1)

with weakly singular kernel k provides mathematical model describing a wide variety
of applicative problems. Particularly interesting kernels are the convolution ones, of
the form k(x−s), where k(t) ∈ C(O,X]∩L1(O,X), but k(t) may become unbounded
as t → 0. Examples of convolution kernels are

k(t) = λ|t|−α , 0 < α < 1 (2)
k(t) = λ log |t| , (3)

where λ ∈ R.
If f ∈ C(I), then (1) has a unique solution y ∈ C(I). As f becomes smoother,

y also becomes smoother, but only for x > 0. In general there will be no increase in
smoothness of the solution at x = 0. At the same time, very special choices of f may
force smoother behaviour at the origin [13].

In the recent literature, some collocation methods, based on piecewise poly-
nomials for solving (1) with the above kernels, have been studied (cfr. [2,12] and
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references therein). In order to find an approximate solution sufficiently smooth in
(0, X], one may use polynomial splines of order m, belonging to Cν(I), 0 ≤ ν ≤ m−2.

In this context we propose a new product collocation method, for numerically
solving (1), based on optimal nodal splines of order m > 2 . We generate a sequence
of spline approximations {yn} for the solution of (1) and we analyze its convergence
to y. Since the constructed approximation operator is a bounded projection operator,
it will be proved that ||y−yn|| converges to zero at exactly the same rate as the norm
of nodal spline approximation error for sequences of locally uniform (l.u.) meshes.

In order to reflect the possible singular behaviour of the solution near to the
initial point, we will resort to a sequence of graded meshes. Indeed in this context we
will prove also that the above sequence is l.u..

The paper is organized as follows. In Section 2 we give some preliminaries
relative to the nodal spline space of our interest, the construction and convergence
properties of the approximating operator. In Section 3 we give our spline collocation
method for the problem (1). Section 4 is devoted to the error analysis and in Section
5 we study the condition number for the collocation method. Finally, in Section 6
we present some numerical results; in one case, in particular, we will show the better
performance of the sequence of graded partitions with respect to the uniform one,
when the solution has the first derivative singular at x = 0.

2. On optimal nodal splines

We briefly review the definition and the main properties of the optimal nodal
splines of interest in this context [5-8].

Let I = [0, X] be a given finite interval of the real line R , for a fixed integer
m ≥ 3 and n ≥ m− 1, we define a partition Πn of I by

Πn : 0 = τ0 < τ1 < ... < τn = X ,

generally called “primary partition”. We insert m − 2 distinct points throughout
(τν , τν+1), ν = 0, ..., n− 1 obtaining a new partition of I

Xn : 0 = x0 < x1, < ... < x(m−1)n = X,

where x(m−1)i = τi, i = 0, ..., n.
Let

Rn = max
0≤k,j≤n−1
|k−j|=1

τk+1 − τk

τj+1 − τj
, (4)

we say that the sequence of primary partitions {Πn;n = m − 1,m, ...} is l.u. if, for
all n, there exists a constant A ≥ 1 such that Rn ≤ A, i.e.

1
A
≤ τk+1 − τk

τj+1 − τj
≤ A , k, j = 0, 1, ..., n− 1 and |k − j| = 1 . (5)

Since the convergence results of the nodal splines we shall consider are based
on the local uniformity property of the primary partitions sequence and one of our
objectives is the use of graded meshes, in the following proposition we shall prove
that a sequence of primary graded partitions is l.u.
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Proposition 1. Let [0, X] be a finite interval. The sequence of partitions {Πn},
obtained by using graded meshes [3] of the form

τi =
(

i

n

)r

X , 0 ≤ i ≤ n , (6)

with grading exponent r ∈ R assumed ≥ 1, is l.u., i.e. it satisfies (5) with A = 2r−1.
Proof. For r = 1, the partition is uniform and (5) is satisfied with A = 1.

Consider now r > 1 and k = j + 1. We can write

f(j) =
τj+2 − τj+1

τj+1 − τj
=

(
1 + 1

j+1

)r

− 1

1−
(
1− 1

j+1

)r , j = 0, 1, ..., n− 2

and f(0) = 2r − 1.

Consider now the function f(x) = (1+ 1
x+1 )

r−1

1−(1− 1
x+1 )

r , x ∈ R+. Then f(j) =

f(x), x ∈ N . One can verify that limx→∞ f(x) = 1 and f ′(x) < 0 for all x.
Then

1 ≤ f(j) ≤ 2r − 1 . (7)
If k = j − 1, for j = 1, 2, ..., n− 1 we have

τj − τj−1

τj+1 − τj
=

1
(j+1)r−jr

jr−(j−1)r

=
1

f(j − 1)

and using (7), the thesis follows.

Now, after introducing two integers [5]

i0 =


1
2 (m + 1) m odd

1
2m + 1 m even

and i1 = (m + 1)− i0

and two integer functions

pν =

 0 ν = 0, 1, ..., i1 − 2
ν − i1 + 1 ν = i1 − 1, ..., n− i0
n− (m− 1) ν = n− i0 + 1, ..., n− 1

qν =

 m− 1 ν = 0, 1, ..., i1 − 2
ν + i0 ν = i1 − 1, ..., n− i0
n ν = n− i0 + 1, ..., n− 1

consider the set {wi(x); i = 0, 1, ..., n} of functions defined as follows [6,7]

wi(x) =


li(x) x ∈ [τ0, τi1−1], i ≤ m− 1
si(x) x ∈ (τi1−1, τn−i0+1), n ≥ m

li(x) x ∈ [τn−i0+1, τn], i ≥ n− (m− 1)
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where

li(x) =
m−1∏
k=0
k 6=i

x− τk

τi − τk
(8)

li(x) =
m−1∏
k=0

k 6=n−i

x− τn−k

τi − τn−k
(9)

si(x) =
m−2∑
r=0

j1∑
j=j0

αi,r,jB(m−1)(i+j)+r(x) (10)

with j0 = max{−i0, i1−2−i}, j1 = min{−i0+m−1, n−i0−i}. The coefficients αi,r,j

are given in [5] and the B-splines sequence is constructed from the set of the normalized
B-splines defined in [14] for i = (m−1)(i1−2), (m−1)(i1−2)+1, ..., (m−1)(n−i0+1).
Then, the following locality property holds [6]

si(x) = 0 , x 6∈ [τi−i0 , τi+i1 ]. (11)

Each wi(x) is nodal with respect to Πn, in the sense that

wi(τj) = δi,j , i, j = 0, 1, ..., n . (12)

Therefore, being det[wi(τj)] 6= 0, the functions wi(x), i = 0, 1, ..., n , are linearly
independent. Let SΠn

= span{wi(x); i = 0, 1, ..., n}, it is proved in [7] that, for all
s ∈ SΠn

, one has s ∈ Cm−2(I).
For all g ∈ B(I), where B(I) is the set of real-valued functions on I, we

consider the spline operator Wn : B(I) → SΠn , so defined

Wng =
n∑

i=0

g(τi)wi(x) , x ∈ I .

By (12), for 0 ≤ ν < n we can write:

Wng =
qν∑

i=pν

g(τi)wi(x), x ∈ [τν , τν+1] . (13)

It is proved in [6,7] that Wnp = p, for all p ∈ Pm , where Pm denotes the set of
polynomials of order m (degree ≤ m− 1), and Wng(τi) = g(τi), for i = 0, 1, ..., n, i.e.
Wn is an interpolatory operator.

Using the results in [6,7,8] we deduce that, for l.u. {Πn}, Wn is a bounded
projection operator in SΠn . In fact, it is easy to show that

Wns = s , for all s ∈ SΠn

and,if we denote:

||Wn|| = sup{||Wnh|| : h ∈ C(I), ||h|| < 1},
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with ||h|| = max
x∈I

|h(x)| , considering that

||Wn|| ≤ (m + 1)

[
m−1∑
λ=1

(Rn)λ

]m−1

,

where Rn is defined in (4), from (5) we obtain ||Wn|| < ∞ .
Finally, for all g ∈ Cν(I), 0 ≤ ν < m, assuming that {Πn} is l.u., there

results

||g −Wng|| = O(Hν
nω(g(ν);Hn; I)), (14)

where Hn = max
1≤i≤n

(τi−τi−1) and, for all g ∈ C(I), ω(g; δ; I) = max
x,x+h∈I
0<h≤δ

|g(x+h)−g(x)|.

3. Spline collocation method

Consider now the linear integral equation (1) and a sequence of nodal spline
spaces {SΠn

;n = m − 1,m, ...} spanned by {wi(x); i = 0, ..., n} and based on a se-
quence of l.u. primary partitions {Πn}.

For some fixed n we consider a spline yn ∈ SΠn written in the form

yn(x) =
n∑

j=0

αjwj(x), αj ∈ R . (15)

Substituting (16) in (1) we obtain

yn(x)−
∫ x

0

k(x, s)yn(s)ds + rn(x) = f(x) ,

where rn(x) is the residual term obtained approximating y by yn in (1).
The values αj in (16), with j = 0, 1, ..., n , are choosen by requiring that

rn(τj) = 0, j = 0, 1, ..., n . (16)

This leads to determine α0, α1, ..., αn as the solution of a linear system that,
using (13), can be written in the form:

αj [1− µj(τj)]−
n∑

i=0
i6=j

µi(τj)αi = f(τj), j = 0, 1, ..., n , (17)

where

µi(τj) =
∫ τj

0

k(τj , s)wi(s)ds . (18)

By (8)-(12) and (14) we can explicitly write each weight of the set {µi(τj);
i, j = 0, 1, ..., n} as follows.
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For i = 0, 1, ...,m− 1:

µi(τj) =



0 j = 0∫ τj

τ0

k(τj , s)li(s)ds 0 < j ≤ i1 − 1

∫ τi1−1

τ0

k(τj , s)li(s)ds +
∫ τj

τi1−1

k(τj , s)si(s)ds ,

i1 − 1 < j ≤ i + i1∫ τi1−1

τ0

k(τj , s)li(s)ds +
∫ τi1+i

τi1−1

k(τj , s)si(s)ds , i + i1 < j ≤ n .

For i = m, ..., n−m:

µi(τj) =



0 0 ≤ j ≤ i− i0∫ τj

τi−i0

k(τj , s)si(s)ds i− i0 < j ≤ i + i1

∫ τi+i1

τi−i0

k(τj , s)si(s)ds i + i1 < j ≤ n .

For i = n−m + 1, ..., n:

µi(τj) =



0 0 ≤ j ≤ i− i0∫ τj

τi−i0

k(τj , s)si(s)ds i− i0 < j ≤ n−m + i1

∫ τn−m+i1

τi−i0

k(τj , s)si(s)ds +
∫ τj

τn−m+i1

k(τj , s)li(s)ds,

n−m + i1 < j ≤ n .

We remark that writing the system (17) in the form Aα = f , where A =
{aji}n

j,i=0 is the coefficient matrix, α = [α0...αn]T , f = [f(τ0)...f(τn)]T , the entries of
A are as follows:

ajj =
{

1 j = 0
1− µj(τj) j = 1, ..., n

(19)

and for j 6= i :
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aji =


−µi(τj) i = 0, ...,m− 1; j = 1, ..., n

i = m, ..., n; j = i− i0 + 1, ..., n

0 i = 1, ...,m− 1; j = 0
i = m, ..., n; j = 0, ..., i− i0 .

(20)

The algorithm for the numerical evaluation of {µi(τj)} is based on the pro-
cedure given in [4] and on the knowledge of integrals of the type∫ xr+1

xr

k(τj , s)sνds , ν = 0, 1, ...,m− 1 . (21)

For some kernels, as those ones given in (2) and (3), the integrals (22) can
be easily evaluated in a closed form [10].

Once we have the solution α of the system (18), by (16) we can obtain the
approximation yn(x) of the solution y(x) of (1).

4. Error analysis

In order to carry out the error analysis for the proposed method, we write
the integral equation (1) in the operator form

(I − K̃)y = f , (22)

where

K̃y =
∫

I

k̃(x, s)y(s)ds, x ∈ I (23)

and

k̃(x, s) =
{

k(x, s) , 0 ≤ s ≤ x
0, s > x

(24)

We remark that, for the kernels k(x, s) considered in Section 1, k̃(x, s) satisfies
the following properties:

(i) k̃(x, s) is Riemann− integrable as a function of s , for all x ∈ I ,

(ii) lim
x→x′

∫
I
|k̃(x′, s)− k̃(x, s)|ds = 0, for x′, x ∈ I,

(ii) max
x∈I

∫
I
|k̃(x, s)|ds < ∞ .

Therefore, we conclude that the operator K̃ is a bounded compact operator
on C(I) .

In Section 2 it has been remarked that, considering a sequence of l.u. pri-
mary partitions {Πn}, the spline operator Wn is a bounded interpolating projection
operator, then the condition (17) can be rewritten as

Wnrn = 0 or, equivalently,

(I −WnK̃)yn = Wnf . (25)
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Now, we will prove that the equation (26) has a unique solution yn. Then we
will study the convergence of yn to y and we will give an upper bound for ||y − yn||.

In order to get the above results, we prove the following lemma.
Lemma 1. Given a sequence of l.u. partitions {Πn}, for the sequence of projections
{Wn : C(I) → SΠn

}, there results

||K̃ −WnK̃|| → 0 as n →∞ (26)

Proof. Being K̃ : C(I) → C(I) a compact operator and since (15) with ν = 0 holds,
we obtain the convergence result (27).

Theorem 1. Let {Πn} be a sequence of l.u. partitions. Consider the bounded pro-
jection operator Wn from C(I) to SΠn

.
For all n sufficiently large, say n ≥ N , the operator (I −WnK̃)−1 from C(I)

to C(I) exists. Moreover it is uniformly bounded, i.e.:

sup
n≥N

||(I −WnK̃)−1|| ≤ M < ∞ (27)

and
||y − yn|| ≤ ||(I −WnK̃)−1|| ||y −Wny|| . (28)

This leads to ||y − yn|| converging to zero exactly with the same rate of
||y −Wny||.

Proof. Adapting properly the results in [1], we write:

I −WnK̃ = (I − K̃)[I − (I − K̃)−1(WnK̃ − K̃)] .

Using Lemma 1, we can find an integer N such that

εN = sup
n≥N

||K̃ −WnK̃|| < 1

||(I − K̃)−1||
.

Then, for n ≥ N , the inverse of [I − (I − K̃)−1(WnK̃ − K̃)] exists and exploiting the
geometric series theorem, there results

||[I − (I − K̃)−1(WnK̃ − K̃)]−1|| ≤ 1

1− εN ||(I − K̃)−1||
.

Therefore:

||(I −WnK̃)−1|| ≤ ||(I − K̃)−1||
1− εN ||(I − K̃)−1||

≡ M < ∞ . (29)

In order to show (29) we multiply (23) by Wn and then rearrange to obtain

(I −WnK̃)y = Wnf + (I −Wn)y (30)

If we subtract (26) from (31) we obtain

y − yn = (I −WnK̃)−1(y −Wny) ,

and using (30) the thesis follows.
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5. Condition number of the collocation method

We can also obtain an upper bound for the condition number of the linear
system (18), by adapting some general results in [1].

For a given matrix B ∈ Rd×d we will use the row norm so defined:

||B|| = max
0≤j≤(d−1)

d−1∑
i=0

|Bj,i| .

If we denote by Γn = [wi(τj)]ni,j=0, using (13), there results Γn = I. Thus we
can write

||A−1|| ≤ ||Wn|| ||Γ−1
n || ||(I −WnK̃)−1|| = ||Wn|| ||(I −WnK̃)−1|| .

From (20), (21) we obtain:
n∑

i=0

|aj,i| ≤
n∑

i=0

|µi(τj)|+ 1 .

Therefore, setting ||K̃|| = max0≤t≤X

∫ X

0
|k̃(t, s)|ds, there results:

||A|| ≤ max
0≤j≤n

n∑
i=0

∫ τj

0

|k(τj , s)wi(s)|ds + 1 ≤ ||Wn|| ||K̃||+ 1

and then
cond(A) ≤ ||Wn|| ||(I −WnK̃)−1|| (||Wn|| ||K̃||+ 1) .

6. Numerical examples

In order to test the proposed method, we consider equations of the type (1)
with

k(x, s) = λ(x− s)−
1
2 , x ∈ [0, 1], λ ∈ R

In particular, we shall present some numerical results in the following cases:

λ = −1
4
, f(x) =

1√
1 + x

+
π

8
− 1

4
sin−1 1− x

1 + x
, (31)

for which the exact solution is 1√
1+x

and

λ = −1 , f(x) =
√

x +
1
2
πx , (32)

for which the exact solution is y(x) =
√

x.
Referring to the equation defined by (32) we use our collocation method,

based on cubic nodal splines (m = 4) with uniform primary partition Πn , for increas-
ing values of n. We report in Table 1 the corresponding absolute errors |y(x)− yn(x)|
evaluated at the coinciding collocation points. In the last row of the table we also
present the collocation matrix condition numbers.
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Table 1
|y(x)− yn(x)| for the equation (32), m = 4

x n = 10 n = 20 n = 40
.1 0.10E-5 0.37E-7 0.15E-8
.2 0.55E-6 0.24E-7 0.94E-9
.3 0.39E-6 0.18E-7 0.12E-8
.4 0.30E-6 0.14E-7 0.47E-9
.5 0.24E-6 0.12E-7 0.76E-9
.6 0.21E-6 0.10E-7 0.11E-8
.7 0.18E-6 0.93E-8 0.11E-8
.8 0.15E-6 0.78E-8 0.57E-9
.9 0.58E-7 0.10E-7 0.37E-8
1.0 0.21E-6 0.80E-8 0.95E-9

condition number 1.35 1.35 1.34

Now we consider the equation defined by (33), whose exact solution y(x) =√
x has unbounded derivatives at x = 0. We use our collocation method and we

remark that the knowledge of the behaviour of the solution suggests the use of a
sequence of graded primary meshes of the form (6). Indeed we have proved in Section
2 that such a sequence of partitions Πn is l.u., ensuring that the hypotheses of Theorem
1 are satisfied.

In Table 2, for increasing values on n, we compare absolute errors |y(x) −
yn(x)|, obtained using quadratic nodal splines and uniform partitions, with those ones
resulting with the same splines and graded meshes of the form (6), with r = 2. As it
was expected, the choice of graded primary partitions allows to obtain more accurate
results in particular in a neighbouring of x = 0. In the last row of Table 2 we carry
the condition number of collocation matrix.

Table 2
|y(x)− yn(x)| for the equation (33), m = 3

x n = 10 n = 20 n = 40
r = 1 r = 2 r = 1 r = 2 r = 1 r = 2

0.01 0.58E-1 0.17E-2 0.43E-1 0.28E-3 0.24E-1 0.30E-4
0.51 0.99E-3 0.23E-4 0.33E-3 0.94E-5 0.11E-3 0.22E-5
1. 0.42E-3 0.12E-3 0.14E-3 0.12E-4 0.49E-4 0.24E-5

condition number 2.46 2.33 2.44 2.28 2.43 2.26

7. Conclusions

In this paper we have considered the numerical solution of linear Volterra
integral equations of the second kind with weakly singular kernel of the form (2) and
(3). In order to obtain a sufficiently smooth approximate solution in (0, X], here we
have proposed and analyzed a collocation method based on optimal nodal splines.
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We remark that the above method could also be applied to obtain the starting
values in [0, T ], with T < X, for another one based on piecewise polynomials on [T,X].
Such scheme has been used in [9], with a method based on quasi interpolatory splines
defined in [11].

Finally, the generalization of the obtained results to the nonlinear equations
would be interesting and its systematic study is under investigation.
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PRICING DIGITAL CALL OPTION IN THE HESTON STOCHASTIC
VOLATILITY MODEL

VASILE L. LAZAR

Dedicated to Professor Gheorghe Micula at his 60th anniversary

Abstract. The aim of this paper is to analyze the problem of digital op-
tion pricing under a stochastic volatility model, namely the Heston model
(1993). In this model the variance v, follows the same square-root process
as the one used by Cox, Ingersoll and Ross (1985) from the short term
interest rate. We present an analytical solution for this kind of options,
based on S. Heston’s original work [3].

1. Introduction

Options on stock were first traded in an organized way on The Chicago Board
Option Exchange in 1973, but the theory of option pricing has its origin in 1900 in
“Théorie de la Spéculation” of L.Bachelier. In the early 1970’s, after the introduction
of geometric Brownian motion, Fischer Black and Myron Scholes made a major break-
through by deriving the Black-Scholes formula which is one of the most significant
results in pricing financial instruments [1].

We begin by presenting some underlying knowledge about basic concepts of
derivatives and pricing methods.

A financial derivative is a financial instrument whose payoff is based on other
elementary financial instruments, such as bonds or stocks. The most popular financial
derivatives are: forward contracts, futures, swaps and options.

Options are particular derivatives characterized by non-negative payoffs.
There are two basic types of option contracts: call options and put options.
Definition 1.1. A call option gives the holder the right to buy a prescribed asset,
the underlying asset, with a specific price, called the exercise price or strike price, at
a specified time in future, called expiry or expiration date.
Definition 1.2. A put option gives the holder the right to sell the underlying asset,
with an agreed amount at a specified time in future.

The options can also be classified based on the time in which they can be
exercised:

• A European option can only be exercised at expiry;

Received by the editors: 02.04.2003.

Key words and phrases. option pricing, stochastic volatility, digital options, characteristic function.
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• An American option can be exercised at any time up to and including the
expiry

1.1. Payoff Function. Let S be the current price of the underlying asset and K be
the strike price.Then, at expiry a European call option is worth:

max(ST − K, 0) (1.1)

This means that, the holder will exercise his right only if ST > K and than his gain
is ST − K. Otherwise, if ST ≤ K, the holder will buy the underlying asset from
the market and then the value of the option is zero.

The function (1.1) of the underlying asset is called the payoff function.
The payoff function from a European put option is:

max(K − ST , 0) (1.2)

Any option with a more complicated payoff structure than the usual put and
call payoff structure is called an exotic option. In theory exists an unlimited number
of possible exotic options but in practice there are only a few that have seen much
use: digital or binary options, lookback options, barrier options, compound options,
Asian options.

Digital options have a payoff that is discontinuous in the underlying asset
price. For a digital call option with strike K at time T , the payoff is a Heaviside
function:

DC(S , T ) = H(ST − K) =
{

1 if ST ≥ K
0 if ST < K

(1.3)

and for a digital put option:

DP (S , T ) = H(K − ST ) =
{

1 if ST < K
0 if ST ≥ K

(1.4)

1.2. Black-Scholes Formulae. In 1973 Fischer Black and Myron Scholes derived
a partial differential equation governing the price of an asset on which an option is
based, and then solved it to obtain their formula for the price of the option, see [1].

We use the following notation:
S - the price of the underlying asset;
K - the exercise price;
t - current date;
T - the maturity date;
τ - time to maturity, τ = T − t;
r - the risk free interest rate;
v - standard deviation of the underlying asset, i.e the volatility;
µ - the drift rate.
The assumptions used to derive the Black-Scholes partial differential equa-

tions are:
• the value of underlying asset is assumed to follow the log-normal distribu-

tion:
dS = µ S dt + v S dW , (1.5)
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where the term W (t) is a stochastic process with mean zero and variance
t known as a Wiener process;

• the drift, µ, and the volatility, v, are constant throughout the option’s life;
• there are no transaction costs or taxes;
• there are no dividends during the life of the option;
• no arbitrage opportunity;
• security trading is continuous;
• the risk-free rate of interest is constant during the life of the option.

Further, we give the most important result of stochastic calculus, Itô’s lemma.
Itô’s lemma gives the rule for finding the differential of a function of one or more
variables who follow a stochastic differential equation containing Wiener processes.

Lemma 1.1. (One-dimensional Itô formula). Let the variable x(t) follow the sto-
chastic differential equation

dx(t) = a(x , t) dt + b(x , t) dW.

Further, let F (x(t) , t) ∈ C2,1 be at least a twice differentiable function. Then the
differential of F (x , t) is given by:

dF =
[
∂F

∂x
a(x, t) +

∂F

∂t
+

1
2

∂2F

∂x2
b2(x, t)

]
dt +

∂F

∂x
b(x, t) dW . (1.6)

Proof : The proof of this lemma and the multi-dimensional case can be found
in [4].

Using Itô’s lemma and the foregoing assumptions, Black and Scholes have
obtained the following partial differential equation for the option price V (S , t):

∂V

∂t
+

1
2

v2 S2 ∂2V

∂S2
+ r S

∂V

∂S
− r V = 0 . (1.7)

In order to obtain a unique solution for the Black-Scholes equation we must consider
final and boundary conditions. We will restrict our attention to a European call
option, C(S , t).

At maturity, t = T , a call option is worth:

C(S , T ) = max(ST − K , 0) (1.8)

so this will be the final condition.
The asset price boundary conditions are applied at S = 0 and as S −→ ∞.
If S = 0 then dS is also zero and therefore S can never change. This implies

on S = 0 we have:

C(0 , t) = 0 . (1.9)

Obviously, if the asset price increases without bound S −→ ∞, then the option will
be exercised indifferently how big is the exercise price. Thus as S −→ ∞ the value
of the option becomes that of the asset:

C(S , t) ≈ S , S −→ ∞ . (1.10)
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We have now the following final-boundary value problem:
∂C
∂t + 1

2 v2 S2 ∂2C
∂S2 + r S ∂C

∂S − r C = 0

C(0 , t) = 0 ; C(S , t) ≈ S as S → ∞

C(S , T ) = max(ST − K , 0)

The analytical solution of this problem has the following functional form:

C(S , t) = S N(d1) − K e−r(T−t) N(d2) (1.11)

where

d1 =
log(S/K) +

(
r + 1

2 v2
)

(T − t)
v
√

T − t
(1.12)

and

d2 =
log(S/K) +

(
r − 1

2 v2
)

(T − t)
v
√

T − t
(1.13)

N(x) is the cumulative distribution function for the standard normal distribution.
Similarly the price for a European put option is:

P (S , t) = − S N(− d1) − K e−r(T−t) N(− d2) (1.14)

In the digital option case, where we have the following final condition
DC(S , T ) = H(ST − K), the solution for the option price equation is:

DC(S , t) = e−r(T−t) N(d2) (1.15)

2. Heston’s Stochastic Volatility Model

In the standard Black-Scholes model the volatility is assumed to be constant.
Naturally the Black-Scholes assumption is incorrect and in reality volatility is not
constant and it’s not even predictable for timescales of more than a few months. This
fact led to the development of stochastic volatility models, in which volatility itself is
assumed to be a stochastic process.

We assume that S satisfies

dS = µ S dt + v S dW1 , (2.1)

and, in addition the volatility follows the stochastic process:

dv = p(S , v , t) dt + q(S , v , t) dW2 (2.2)

where the two increments dW1 and dW2 have a correlation of ρ.
In this case the value V is not only a function of S and time t, it is also a

function of the variance v, V (S , v , t). The partial differential equation governing
the option price is a generalization of Black-Scholes equation:

∂V

∂t
+

1
2

v2 S2 ∂2V

∂S2
+ ρ v S q

∂2V

∂S ∂v
+

1
2

q2 ∂2V

∂v2
+

r S
∂V

∂S
+ (p − λq)

∂V

∂v
− r V = 0 . (2.3)

where λ is the market price of volatility risk.
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Examples of these models in continuous-time include Hull and White(1987),
Johnson and Shanno(1987), Wiggins(1987), Stein and Stein(1991), Heston(1993),
Bates(1996),and examples in discrete-time include Taylor(1986), Amin and Ng(1993)
and Heston and Nandi(1993).

Among them, Heston’s model is very popular because of its three main fea-
tures:

• it does not allow negative volatility;
• it allows the correlation between asset return and volatility;
• it has a closed-form pricing formula.

Heston’s option pricing formula is derived under the assumption that the stock price
and its volatility follow the stochastic processes:

dS(t) = S(t) [ µ dt +
√

v(t) dW1(t) ] (2.4)

and
dv(t) = k ( θ − v(t) ) dt + ξ

√
v(t) dW2(t) , (2.5)

where:
Cov[ dW1(t) , dW2(t) ] = ρ dt . (2.6)

Finally, the market price of volatility risk is given by:

λ(S, v, t) = λ v . (2.7)

According to the pricing equation (2.3) we have the following partial differ-
ential equation for the Heston model:

∂V

∂t
+

1
2

v S2 ∂2V

∂S2
+ ρ σ v S

∂2V

∂S ∂v
+

1
2

σ2 v
∂2V

∂v2

+ r S
∂V

∂S
+ [ k (θ − v ) − λ v ]

∂V

∂v
− r V = 0 . (2.8)

The details of deriving the above equation and its closed-form solution, for a European
call option, can be found in Heston’s original work [3].

3. A Closed-Form Solution for a Digital Call Option in the Heston Model

In what follows we solve the partial differential equation (2.8) subject to the
final condition:

DC(S , v , T ) = H(ST − K) =
{

1 if ST ≥ K
0 if ST < K

(3.1)

In order to simplify our work it is convenient to make the following substitution
x = ln[S], U(x , v , t) = V (S , v , t). Then the equation (2.8) is turn into

∂U

∂t
+

1
2

σ2 v
∂2U

∂v2
+ ρ σ v

∂2U

∂x∂v
+

1
2

v
∂2U

∂x2
+

(
r − 1

2
v

)
∂U

∂x

+ [k (θ − v) − v λ]
∂U

∂v
− r U = 0 . (3.2)
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By analogy with the Black-Scholes formula (1.15), we guess a solution of the
form:

DC(S , v , t) = e−r τ P (3.3)
where the probability P correspond to N(d2) in the constant volatility case. P is the
conditional probability that the option expires in-the-money:

P (x , v , T ; ln[K]) = Pr[x(T ) ≥ ln[K] / x(t) = x , v(t) = v] . (3.4)

We now substitute the proposed value for DC(S , v , t) into the pricing equation
(3.2). We obtain:

e−rτ ∂P

∂t
+ rPe−rτ +

1
2
σ2ve−rτ ∂2P

∂v2
+ ρσve−rτ ∂2P

∂x∂v
+

1
2
ve−rτ ∂2P

∂x2
+

+
(

r − 1
2
v

)
e−rτ ∂P

∂x
+ [k(θ − v)− vλ]e−rτ ∂P

∂v
− rPe−rτ = 0 . (3.5)

This implies that P must satisfy the equation:

∂P

∂t
+

1
2

σ2 v
∂2P

∂v2
+ ρ σ v

∂2P

∂x∂v
+

1
2

v
∂2P

∂x2
+

(
r − 1

2
v

)
∂P

∂x

+ [k (θ − v) − v λ]
∂P

∂v
= 0 (3.6)

subject to the terminal condition:

P (x , v , T ; ln[K]) = 1{x ≥ ln[K]} . (3.7)

The probabilities are not immediately available in closed-form, but the next part
shows that their characteristic function satisfy the same partial differential equation
(3.6).

3.1. The Characteristic Function. Suppose that we have given the two processes

dx(t) =
(

r − 1
2

v(t)
)

dt +
√

v(t) dW1(t) (3.8)

dv(t) = [k (θ − v(t)) − λ v(t)] dt + σ
√

v(t) dW2(t) (3.9)
with

cov[dW1(t) , dW2(t)] = ρ dt (3.10)
and a twice-differentiable function

f(x(t) , v(t) , t) = E[g(x(T ) , v(T )) / x(t) = x , v(t) = v] . (3.11)

From Itô’s lemma we obtain:

df =
(

1
2

σ2 v
∂2f

∂v2
+ ρ σ v

∂2f

∂x∂v
+

1
2

v
∂2f

∂x2
+

(
r − 1

2
v

)
∂f

∂x

+ [k (θ − v) − v λ]
∂f

∂v
+

∂f

∂t

)
dt

+
(

r − 1
2

v

)
∂f

∂x
dW1 + [k (θ − v) − v λ] dW2
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In addition, by iterated expectations, we know that f(x(t) , v(t) , t) is a martingale,
therefore the df coefficient must vanisch, i.e.,

1
2

σ2 v
∂2f

∂v2
+ ρ σ v

∂2f

∂x∂v
+

1
2

v
∂2f

∂x2
+(

r − 1
2

v

)
∂f

∂x
+ [k (θ − v) − v λ]

∂f

∂v
+

∂f

∂t
= 0 . (3.12)

Equation (3.11) imposes the final condition

f(x , v , T ) = g(x , v) (3.13)

Depending on the choice of g, the function f represents different objects. Choosing
g(x , v) = eiϕx the solution is the characteristic function, which is available in
closed form. In order to solve the partial differential equation (3.12) with the above
condition we invert the time direction: τ = T − t. This mean that we must solve
the following equation:

1
2

σ2 v
∂2f

∂v2
+ ρ σ v

∂2f

∂x∂v
+

1
2

v
∂2f

∂x2
+(

r − 1
2

v

)
∂f

∂x
+ [k (θ − v) − v λ]

∂f

∂v
− ∂f

∂t
= 0 (3.14)

subject to the initial condition:

f(x , v , 0) = eiϕx (3.15)

We guess a solution, from this equation, of the form:

f(x , v , τ) = eC(τ) + D(τ) v + iϕx (3.16)

with initial condition C(0) = D(0) = 0.
This “guess” is due to the linearity of the coefficients.
Substituting the functional form (3.16) into equation (3.14) we find that:

1
2

σ2 v D2 f + ρ σ v i ϕ D f − 1
2

v ϕ2 f +(
r − 1

2
v

)
i ϕ f + [k (θ − v) − v λ] D f − (C ′ + D′ v) f = 0

Therefore

v

(
1
2

σ2 D2 + ρ σ i ϕ D − 1
2

ϕ2 − 1
2

i ϕ − (k + λ) D − D′
)

+

+ (r i ϕ + k θ D − C ′) = 0.

This can be reduce in two ordinary differential equations:

a) D′ =
1
2

σ2 D2 + ρ σ i ϕ D − 1
2

ϕ2 − 1
2

i ϕ − (k + λ) D (3.17)

and
b) C ′ = r i ϕ + k θ D . (3.18)

Basic theory on differential equation, including the Riccati equation, can be found in
[7]
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a)We shall solve the Riccati differential equation

D′ =
1
2

σ2 D2 + (ρ σ i ϕ − k − λ) D − 1
2

ϕ2 − 1
2

i ϕ

using the substitution:

D = − E′

σ2

2 E

It follows that

E” − (ρ σ i ϕ − k − λ) E′ +
σ2

2

(
− 1

2
ϕ2 − 1

2
i ϕ

)
= 0 (3.19)

Then the characteristic equation is

x2 − (ρ σ i ϕ − k − λ) x +
σ2

4
(
− ϕ2 − i ϕ

)
= 0 .

Consequently, if we make the following notation

d =
√

(ρ σ i ϕ − k − λ)2 − σ2 (− ϕ2 − i ϕ ) ,

then the equation (3.19) has the general solution

E(τ) = A ex1τ + B ex2τ ,

where
x1,2 =

ρ σ i ϕ − k − λ ± d

2
.

The boundary conditions {
E(0) = A + B
A x1 + B x2 = 0

yield

A =
g E(0)
g − 1

B = − E(0)
g − 1

where g = x1
x2

. Hence we obtain

E(τ) =
E(0)

g − 1
(g ex1τ − ex2τ )

E′(τ) =
E(0)

g − 1
(g x1 ex1τ − x2 ex2τ )

and thus

D(τ) = − 2
σ2

E′

E
= − 2

σ2
x2

ex2τ − ex1τ

ex2τ − g ex1τ

Therefore our equation has the following solution:

D(τ) =
k + λ + d − ρ σ ϕ i

σ2

[
1 − edτ

1 − g edτ

]
(3.20)

where
d =

√
(ρ σ ϕ i − k − λ)2 − σ2 (− ϕ2 − i ϕ) (3.21)
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g =
ρ σ ϕ i − k − λ − d

ρ σ ϕ i − k − λ + d
(3.22)

b)The second equation can be solved by mere integration:

C(τ) = r i ϕ τ + k θ

∫ 0

τ

− E′(s)
σ2

2 E(s)
ds

= r i ϕ τ − 2 k θ

σ2

∫ 0

τ

E′(s)
E(s)

ds

= r i ϕ τ − 2 k θ

σ2
ln

E(τ)
E(0)

.

It follows that

C(τ) = riϕτ +
kθ

σ2

[
(k + λ + d− ρσϕi)τ − 2 ln

(
1− gedτ

1− edτ

)]
. (3.23)

3.2. Solution of the Digital Call Option. We can invert the characteristic func-
tions to get the desired probabilities, using a standard result in probability,that is,
if F(x) is a one-dimensional distribution function and f its corresponding character-
istic function, then the cumulative distribution function F (x) and its corresponding
density function φ(x) = F ′(x) can be retrieved via:

φ(x) =
1
2π

∫ ∞

−∞
e−itz f(t) dt (3.24)

F (x) =
1
2

+
1
2π

∫ ∞

0

eitx f(−t) − e−itx f(t)
i t

dt (3.25)

or

F (x) =
1
2
− 1

π

∫ ∞

0

Re

[
eitx f(t)

i t

]
dt (3.26)

This result is showed by J.Gil-Pelaez in [2].
Thus, we get the desired probability:

P (x , v , t ; lnK) =
1
2

+
1
π

∫ ∞

0

Re

[
e−iϕ ln K f(x , v , τ , ϕ)

i ϕ

]
dϕ (3.27)

We can summarize the above relations in the following Theorem:
Theorem 3.1. Consider a Digital call option in the Heston model, with a strike price
of K and a time to maturity of τ . Then the current price is given by the following
formula:

DC(S , v , t) = e−r τ P

where the probability function, P is given by:

P (x , v , t ; lnK) =
1
2

+
1
π

∫ ∞

0

Re

[
e−iϕ ln K f(x , v , τ , ϕ)

i ϕ

]
dϕ

and the characteristic function is:

f(x , v , τ) = eC(τ) + D(τ) v + iϕx

where C(τ) and D(τ) are given by (3.23) and (3.20) respectively.
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A CLASS OF EVEN DEGREE SPLINES OBTAINED THROUGH
A MINIMUM CONDITION

GH. MICULA, E. SANTI, AND M. G. CIMORONI

Dedicated to Professor Gheorghe Micula at his 60th anniversary

Abstract. A class of splines minimizing a special functional is investi-
gated. This class is determined by the solution of quadratic programming
problem. Convergence results and some numerical examples are given.

1. Introduction

The construction of splines, verifying minimum conditions has been proposed
among others in [2], [5], [6]. In such papers the splines are interpolating the approxi-
mated function in the nodes and while in [5] the constructive method can be applied,
in theory, for a spline of an arbitrary degree m, minimizing the integral

∫
I
[g′(x)]2dx,

in [2] e [6] a cubic polynomial interpolating splines are considered satisfying some
minimum conditions.

In particular, in [6], the considered splines have been applied for constructing
quadrature sums approximating the Cauchy principal value integrals

I(wf ; t) =
∫ 1

−1

−w(x)
f(x)
x− t

dx. (1.1)

In this paper, utilizing the method proposed in [2], we construct the spline
of even degree minimizing the functional

F (f) :=
∫

I

[f (3)(x)]2dx f ∈ W 3
2 (I) (1.2)

where, denoting AC(I) the set of absolute continuous functions on I,

W 3
2 (I) :=

{
f : I → IR, f (0) ∈ AC(I) and f (3) ∈ L2(I)

}
. (1.3)

This class of splines, called interpolating-derivative splines of degree 2m, m > 2, has
been determined in [3] by solving a linear system of m + n + 1 equations, where n
is the number of internal knots of the partition, and then the authors proved that
the constructed spline solves problem (1.2). The convergence is proved by supposing
f ∈ Wm+1

2 .

Received by the editors: 14.05.2003.
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In this paper, exploiting the different form that we use for defining the inter-
polating - derivative spline, we can obtain convergence results under weaker conditions
on f , that gives more flexibility in the applications, as for example, when we consider
the numerical evaluation of Cauchy singular integrals [8].

In Section 2 we give the details of the construction of the interpolating-
derivative spline. In Section 3 we give some convergence results. Finally, in Section 4,
some numerical experiments on test functions f are reported. In Appendix we prove
some propositions whose results are necessary for proving theorem 2.5 and proposition
2.7 in Section 2 and theorems 3.2, 3.3 in Section 3.

2. Construction of derivative-interpolating spline

Let m, n > m two given integer positive numbers and Y ∈ IRn+1,Y :=
{y0, y

′
1, ..., y

′
n} a given vector and

∆n := {a = x0 < x1 < . . . < xn < xn+1 = b}

a given partition of I ≡ [a, b] in n + 1 subintervals Ik := [xk, xk+1), k = 0, 1, ..., n,
limiting ourselves, for the sake of simplicity, to consider an uniform partition ∆n,
with h = xi+1 − xi , i = 0, 1, ..., n.

We denote by IPk the set of polynomials of degree ≤ k. Consider the space
of polynomial splines of degree 2m

S2m(∆n) =
{

s : s(x) = si(x) ∈ IP2m, x ∈ Ii, i = 0, 1, ..., n;
Djsi−1(xi) = Djsi(xi), j = 0, 1, ..., 2m− 1, i = 1, 2, ..., n

}
(2.1)

with simple knots x1, x2, ..., xn. The space S2m(∆n) ⊂ C2m−1(I).
A function sf ∈ S2m(∆n) is called derivative-interpolating if

sf (x0) = y0, s
′

f (xi) = y′i, i = 1, 2, ..., n; y0 = f (x0) , y′i = f(xi). (2.2)

Limiting ourselves to consider m = 2, if we set

Mi = s
(2m−1)
f (xi), i = 0, 1, ..., n + 1,

by successive integrations, we obtain

sf (x)|Ii = [Mi+1(x− xi)4 −Mi(x− xi+1)4]/(4!h)+
+ai(x− xi)2/2 + bi(x− xi) + ci, i = 0, 1, ..., n.

(2.3)

By imposing the conditions (2.1) and (2.2), we obtain
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

ai = y′i+1−y′i
h − h

6 (Mi+1 −Mi) i = 1, ..., n− 1
b0 = y′1 − h2

6 M1 − a0h

bi = y′i − h2

6 Mi i = 1, ..., n

c0 = y0 + h3

24 M0

c1 = c0 + y′1h− h3

12 M1 − h2

2 a0

ci = ci−1 + (y′i + y′i−1)
h
2 −

h3

12 Mi−1 i = 2, ..., n
Mih = ai − ai−1 i = 1, ..., n.

(2.4)

Substituting the first equations of (2.4) in the last ones, we obtain a linear
system

ÃM̃ = b∗(a0, an) (2.5)
where

Ã =


5 1
1 4 1

. . . . . . . . .
1 4 1

1 5

 , M̃ =


M1

.

.

.
Mn

 ,

b∗ =
6
h

[
y′2 − y′1

h
− a0, . . . ,

y′i+1 − y′i
h

−
y′i − y′i−1

h
, . . . ,−

y′n − y′n−1

h
+ an

]T

.

The spline function sf (x) will be determined by solving the following problem{
minMT ĀM

ÃM̃ = b∗(a0, an)
(2.6)

with M = [M0,...,Mn+1]T ,

Ā =



2 1 0
1 4 1

1
. . . . . .
. . . . . . 1

1 4 1
0 1 2


=

 2 eT
1 0

e1 A∗ en

0 eT
n 2

 , (2.7)

where

A∗ =


4 1
1 4 1

. . . . . . . . .
1 4 1

1 4

 (2.8)
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and e1, en are the vectors [1, 0, ..., 0]T , [0, 0, ..., 1]T respectively.
We can write b∗ = b− e1ã0 + enãn with

b =
6
h

[
y′2 − y′1

h
, . . . ,

y′i+1 − y′i
h

−
y′i − y′i−1

h
, . . . ,−

y′n − y′n−1

h

]T

(2.9)

and ã0 = 6
ha0 , ãn = 6

han.

Considering that Ã is a symmetric positive definite and then, non singular
matrix, from (2.5) we get

M̃ = Ã−1(b− e1ã0 + enãn) (2.10)

thus:

minMT ĀM = min

[
M0M̃

T Mn+1

]  2 eT
1 0

e1 A∗ en

0 eT
n 2

[
M0M̃

T Mn+1

]T

 . (2.11)

Using (2.10), the problem amounts to find out firstly the vector

N = [ã0,−ãn,−M0,−Mn+1]T ,

solution of the linear system
BN = P (2.12)

where, by setting C = Ã−1A∗Ã−1,

B=
[

B1 B2

B2 2I2

]
, B1=

[
eT
1 Ce1 eT

1 Cen

eT
nCe1 eT

nCen

]
, B2=

[
eT
1 Ã−1e1 eT

1 Ã−1en

eT
n Ã−1e1 eT

n Ã−1en

]
. (2.13)

I2 is the second order identity matrix and

P =
[
eT
1 Cb, eT

nCb, eT
1 Ã−1b, eT

n Ã−1b
]T

. (2.14)

Once determined N , we shall determine sf (x) by solving the system (2.5).
Before proving the below theorem 2.5, we need to investigate some properties

of matrices Ã, Ã−1and C.

Proposition 2.1. The matrix Ã = (aij)n
i,j=1, is:

(a) symmetric, positive definite;
(b) persymmetric, i.e. aij = an−i+1,n−j+1, i, j = 1, ..., n;
(c) totally positive (T.P.), i.e. all the minors are ≥ 0;
(d) oscillatory, then all the eigenvalues of Ã are distinct, real and positive.

Proof. It is straightforward to verify (a), (b), (c). The property (d) follows by con-
sidering that a non singular T.P. matrix having the entries aik 6= 0, |i− k| ≤ 1 is
oscillatory [4].
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Proposition 2.2. The infinitive norm of Ã−1 satisfies the following relation
1
6
≤

∥∥∥Ã−1
∥∥∥
∞
≤ 1

2
. (2.15)

Proof. (For the proof, see Appendix).

Proposition 2.3. The entries a−1
1j , j = 1, ..., n of Ã−1have decreasing absolute values,

the sign of (−1)j−1, in particular, the following inequalities:
1
5
≤ a−1

11 = eT
1 Ã−1e1 ≤

1
4
, (2.16)

∣∣a−1
1n

∣∣ =
∣∣∣eT

1 Ã−1en

∣∣∣ ≤


1
24 if n = 2,

1
90 if n ≥ 3

(2.17)

hold.

Proof. (For the proof, see Appendix ).

Proposition 2.4. Let C = Ã−1A∗Ã−1. For the entries c11 = eT
1 Ce1, c1n = eT

1 Cen

we have:
0 < c11 < 1 (2.18)
|c1n| < c11. (2.19)

Proof. ( For the proof, see Appendix).

Now we prove the following:
Theorem 2.5. The system (2.12) is determined and the solution is

N =
[[

eT
1 Ã−1b, eT

n Ã−1b
]
B−1

2 , 0, 0
]T

. (2.20)

Proof. Considering that eT
1 Ã−1en = eT

n Ã−1e1 and for the properties of Ã−1 and the
definition of the symmetric positive matrix A∗, one has eT

1 Cen = eT
nCe1, (2.11) can

be written in the form [
B1 B2

B2 2I2

] [
x
y

]
=

[
t1
t2

]
, (2.21)

where
x = [ã0,−ãn] , y =[−M0,−Mn+1] , t1 =

[
eT
1 Cb, eT

nCb
]T

, t2 =
[
eT
1 Ã−1b, eT

n Ã−1b
]T

.

Since A∗= Ã−
(
e1e

T
1 + eneT

n

)
, and then, Ã−1A∗Ã−1= Ã−1− Ã−1

(
e1e

T
1 + eneT

n

)
Ã−1

there results
B1 = B2 (I2 −B2) (2.22)
t1 = (I2 −B2) t2, (2.23)

and the system (2.21) reduces to:[
B2 (I2 −B2) B2

B2 2I2

] [
x
y

]
=

[
(I2 −B2) t2
t2

]
. (2.24)

The system (2.21) has unique solution.
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In fact [4], since

2B2I2 = 2I2B2,det
[

B2 (I2 −B2) B2

B2 2I2

]
= det(B2) det(2I2 − 3B2)

and using the results of propositions 2.2 and 2.3, it is straightforward to verify that
det(B2) 6= 0 and det(2I2 − 3B2) 6= 0. From the second equation of (2.24) we obtain
x = B−1

2 (t2 − 2I2y), and, substituting in the first one, there results:

B2 (I2 −B2) B−1
2 (t2 − 2y) + B2y = (I2 −B2) t2,

that implicates
(3B2 − 2I2)y = 0. (2.25)

Therefore we obtain the solution y = 0, x = B−1
2 t2 and theorem 2.5 is proved.

Corollary 2.6. For the spline sf (x) the following property

M1 = s
(2m−1)
f (x1) = Mn = s

(2m−1)
f (xn) = 0 (2.26)

holds.

Proof. Taking into account that, from the relation B2x + 2y = t2, we obtain[
M0

Mn+1

]
= −1

2

[
eT
1 Ã−1b

eT
n Ã−1b

]
+

1
2

[
eT
1 Ã−1e1 − eT

1 Ã−1en

eT
n Ã−1e1 − eT

n Ã−1en

] [
ã0

ãn

]
, (2.27)

we get the thesis considering the first and the last equation in (2.10), that is:[
M1

Mn

]
=

[
eT
1 Ã−1b

eT
n Ã−1b

]
−

[
eT
1 Ã−1e1 − eT

1 Ã−1en

eT
n Ã−1e1 − eT

n Ã−1en

] [
ã0

ãn

]
. (2.28)

From theorem 2.5 and corollary 2.6 we can deduce that, as aspected, the
obtained spline sf (x) reduces to a polynomial of second degree in the subintervals I0

and In.

Remark 2.1. In [3, theorem 2] the construction of such spline is obtained by solving
a linear system of m + n + 1 equations that can have an increasing condition number
when n increases. Our method is based on the solution of two linear systems, having
matrix Ã and B respectively. By proposition 2.2, for each n, for the condition number
of Ã, we have K∞

(
Ã

)
≤ 3; now we prove the following

Proposition 2.7. For the condition number K∞ (B) the inequality

K∞ (B) ≤ 4477
219

' 20.44, if n ≥ 3, (2.29)

holds.
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Proof. B =
[

B1 B2

B2 2I2

]
, then

B−1 =
[

(2I2 − 3B2)
−1 0

0 (2I2 − 3B2)
−1

] [
2B−1

2 −I2

−I2 I2 −B2

]
.

Let n ≥ 3. Using the results obtained in the propositions 2.3 and 2.4, one obtains

‖B‖∞ ≤ 2 + a−1
11 +

∣∣a−1
1n

∣∣ ≤ 407
180

, (2.30)

‖B2‖∞ = a−1
11 +

∣∣a−1
1n

∣∣ ≤ 47
180

(2.31)

and ∥∥B−1
2

∥∥
∞ =

1∣∣a−1
11

∣∣− ∣∣a−1
1n

∣∣ ≤ 5.

Besides: ∥∥B−1
∥∥
∞ ≤

∥∥∥(2I2 − 3B2)
−1

∥∥∥
∞

(
2

∥∥B−1
2

∥∥
∞ + 1

)
. (2.32)

Using the results in [7], since for all vector x such that ‖x‖∞ = 1, one has

‖(2I2 − 3B2) x‖∞ ≥ 2− 3
47
180

=
73
60

, (2.33)

and then ∥∥B−1
∥∥
∞ ≤ 660

73
. (2.34)

Therefore
K∞ (B) ≤ 407

180
660
73

' 20.44, if n ≥ 3

and we get the thesis.

3. Convergence results

Consider I = [a, b] and the set W 3
2 . In [3] has been proved the following

Theorem 3.1. Let f ∈ W 3
2 (I) and let sf be the derivative-interpolating spline, then∥∥∥f (k) − s

(k)
f

∥∥∥
∞
≤

{
C1h

2− 1
2

∥∥f (3)
∥∥

2
if k = 0,

C2h
2−k+ 1

2
∥∥f (3)

∥∥
2

if k = 1, 2,
(3.1)

where C1 =
√

2 (b− a) and C2 =
√

2.

We shall prove a new convergence theorem under weaker hypothesis on function f .
For all g ∈ C1 (I) , we denote by

ω (g′;h; I) = max
x,x+δ∈I, 0≤δ≤h

|g′ (x + δ)− g′ (x)|

the modulus of continuity of g′.
Supposing f ∈ C1(I), from (2.9), we obtain

‖b‖∞ ≤ 12
h2

ω (f ′;h; I) (3.2)

then, using (2.15), (2.20):
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‖a0, an‖∞ ≤ 5
h

ω (f ′;h; I) . (3.3)

and consequently, from (2.10), we obtain:

‖M‖∞ =
∥∥∥M̃

∥∥∥
∞
≤ 21

h2
ω (f ′;h; I) . (3.4)

If we consider that f ′(xi) = y′i and by (2.4):

ai = y′i+1−y′i
h − h

6 (Mi+1 −Mi) i = 1, ..., n− 1, we can write

|ai| ≤
8
h

ω (f ′;h; I) . (3.5)

Therefore,

‖a‖∞ ≤ 8
h

ω (f ′;h; I) (3.6)

where a = [a0, a1, ..., an]T .

Theorem 3.2. Let f ∈ C1 (I) and sf (x) the interpolating-derivative spline quoted
in Section 2 for a given partition ∆n. Then

ω
(
s′f ;h; I

)
≤ Cω (f ′;h; I) (3.7)

where C is a constant independent of h.

Proof. It suffices to show that for ∀u, v ∈ I, u < v :∣∣s′f (v)− s′f (u)
∣∣ ≤ C̄ω (f ′; v − u; I) .

Firstly consider u, v ∈ [xi, xi+1] , i = 0, ..., n; using the mean value theorem,
we can derive: ∣∣s′f (v)− s′f (u)

∣∣ =
∣∣s′′f (ξ)

∣∣ |v − u| ξ ∈ (u, v) ,

where |v − u| ≤ h.
Since for any ξ ∈ (u, v), from (3.3), (3.4), (3.5), there results∣∣∣s′′f (ξ)

∣∣∣ ≤ 29
h ω (f ′;h; I) if u, v ∈ [xi, xi+1] t, i = 1, 2, ..., n− 1 and∣∣∣s′′f (ξ)

∣∣∣ ≤ 5
hω (f ′;h; I) if u, v ∈ [x0, x1] or u, v ∈ [xn, xn+1] ,

recalling that [9], |v−u|
h ω (f ′;h; I) ≤ 2ω (f ′; |v − u| ; I) , we get∣∣s′f (v)− s′f (u)

∣∣ ≤ C1ω (f ′; |v − u| ; I) , C1 = 58. (3.8)
If u ∈ [xi, xi+1] , v ∈ [xj , xj+1] , i+1 ≤ j, then using (3.8) and the smoothness

of modulus of continuity and, since being xi+1 and xj internal nodes, s′f (xi+1) =
f ′ (xi+1) , s′f (xj) = f ′ (xj) :

∣∣s′f (v)− s′f (u)
∣∣ ≤

∣∣s′f (v)− s′f (xj)
∣∣ +

∣∣s′f (xj)− s′f (xi+1)
∣∣ +

∣∣s′f (xi+1)− s′f (u)
∣∣

=
∣∣s′f (v)− s′f (xj)

∣∣ + |f ′ (xj)− f ′ (xi+1)|+
∣∣s′f (xi+1)− s′f (u)

∣∣
≤ (2C1 + 1) ω (f ′; |v − u| ; I) .

This proves the theorem with C = (2C1 + 1) .
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Supposing f ∈ C1 (I) , we define r (x) = f (x) − sf (x) and r′ (x) = f ′ (x) −
s′f (x) , where sf (x) is the interpolating-derivative spline quoted in Section 2.

For x ∈ Ii, i = 0, ..., n we can write

r′ (x) =
{

r′ (x1) + (x− x1) [x1x] r′ if x ∈ I0,
r′ (xi) + (x− xi) [xix] r′ if x ∈ Ii, i = 1, . . . , n.

(3.9)

where [xix] r′, i = 1, . . . , n, denotes the first divise difference of r′. Therefore, from
(2.2) and theorem 3.2:

|r′ (x)|Ii
≤ (C + 1) ω (f ′;h; I) , i = 0, 1, . . . , n. (3.10)

We are ready to prove the following convergence result.
Theorem 3.3. Let f ∈ C1 (I) and sf (x) the interpolating-derivative spline. There
results

‖f − sf‖∞ ≤ (b− a) (C + 1) ω (f ′;h; I) . (3.11)

Proof. We can write, for x ∈ Ii, i = 0, 1, ..., n

|r (x)| =
∣∣∣∣∫ x

x0

r′ (t) dt

∣∣∣∣ ≤ max
x∈I

|r′ (x)| |x− x0≤| ≤ (b− a) (C + 1) ω (f ′;h; I) (3.12)

and (3.11) is proved.

We remark that the above theorems hold even when the partition ∆n is quasi-
uniform, i.e. such that: max

0≤i≤n

h
hi

is bounded for n → ∞ where hi = xi+1 − xi and h

is the norm of the partition. [E.Santi, M.G.Cimoroni: Some new convergence results
and applications of a class of interpolating-derivative splines. In preparation].

We add now a property of the splines considered in this paper. The derivative-
interpolating spline sf (x) defined in (2.3), considering a uniform partition ∆n, re-
produces any f ∈ IP2. In fact, for f = 1, x, x2 it is straightforward to verify that,
b∗(a0, an) = M = 0. Therefore the coefficients of sf (x) |Ii are: ai = 0, bi = 0, ci = 1, if f(x) = 1,

ai = 0, bi = 1, ci = xi, if f(x) = x,
ai = 2, bi = 2xi, ci = x2

i , if f(x) = x2,

and thus, for x ∈ Ii, i = 0, . . . , n :


sf (x) = 1, if f(x) = 1,
sf (x) = (x− xi) + xi = x, if f(x) = x,

sf (x) = 2(x−xi)
2

2 + 2xi (x− xi) + x2
i = x2, if f(x) = x2.

4. Numerical results

We present now, some numerical results obtained by approximating some test
functions by the spline considered in this paper. We denote |rn (x)| = |f (x)− sf (x)|
the error at x obtained by using a uniform partition of the interval [−1, 1] in
n + 1 subintervals. In table 1 we report the results relative to a test function
f(x) having only f ′(x) ∈ C[−1, 1] and considering different uniform partition with
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n = 4, 19, 39, 99. In table 2 we report, for confirming the polynomial reproducibility,
the results relative to a function f(x) ∈ IP2 considering a uniform partition with n = 4.
Table 3 contains the results relative to a more regular function f(x) ∈ C∞[−1, 1] with
different uniform partition, taking n = 4, 19, 39, 79.

Table 1
f(x) = sign(x)x2/2 + ex

x |r4 (x)| |r19 (x)| |r39 (x)| |r99 (x)|
-1 0.0 0.0 0.0 0.0

-0.6 5.1 (-3) 1.2 (-4) 1.4 (-5) 8.6 (-7)

-0.2 1.6 (-3) 1.8 (-4) 1.5 (-5) 8.6 (-7)

0.2 2.1 (-2) 1.7 (-3) 4.3 (-4) 6.8 (-5)

0.6 1.7 (-2) 1.8 (-3) 4.3 (-4) 6.8 (-5)

1 5.6 (-3) 2.5 (-3) 5.2 (-4) 7.4 (-5)

Table 2
f(x) = x2 + 2x− 5
x |r4 (x)|
-1 0.0

-0.6 0.0

-0.2 8.9 (-16)

0.2 1.8 (-15)

0.6 8.9 (-16)

1 8.9 (-16)

Table 3
f(x) = 1/(x2 + 25)

x |r4 (x)| |r19 (x)| |r39 (x)| |r79 (x)|
-1 0.0 0.0 0.0 0.0

-0.6 1.8 (-5) 3.4 (-7) 4.4 (-8) 5.6 (-9)

-0.2 1.7 (-5) 3.4 (-7) 4.4 (-8) 5.6 (-9)

0.2 1.7 (-5) 3.4 (-7) 4.4 (-8) 5.6 (-9)

0.6 1.8 (-5) 3.4 (-7) 4.4 (-8) 5.6 (-9)

1 0.0 0.0 3.5 (-17) 0.0

5. Appendix

Proposition 2.2. The infinitive norm of Ã−1 satisfies the following relation

1
6
≤

∥∥∥Ã−1
∥∥∥
∞
≤ 1

2
. (5.1)

Proof. It is straightforward to verify that
∥∥∥Ã

∥∥∥
∞

= 6 and then, being
∥∥∥Ã−1

∥∥∥
∞

∥∥∥Ã
∥∥∥
∞

≥ 1, we obtain the left inequality in (5.1). For proving that
∥∥∥Ã−1

∥∥∥
∞
≤ 1

2 , we write

Ã = 4I + H, where

H =


1 1
1 0 1

. . . . . . . . .
1 0 1

1 1

 .
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Thus, for all x : ‖x‖∞ = 1, there results∥∥∥Ãx
∥∥∥
∞

= ‖(4I + H)x‖∞ ≥ ‖4x‖∞ − ‖Hx‖∞ ≥ 2,

and then [7], (5.1) is proved.

Proposition 2.3. The entries a−1
1j , j = 1, ..., n of Ã−1have decreasing absolute

values, the sign of (−1)j−1, in particular, the following inequalities:

1
5
≤ a−1

11 = eT
1 Ã−1e1 ≤

1
4
, (5.2)

∣∣a−1
1n

∣∣ =
∣∣∣eT

1 Ã−1en

∣∣∣ ≤


1
24 if n = 2,

1
90 if n ≥ 3

(5.3)

hold.

Proof. Using the results in [1], for the evaluation of the inverse matrix of a tridiagonal
symmetric matrix, we can write

Ã−1 = L + uvT (5.4)

and then,
a−1

ij = lij + uivj (5.5)

where lij = 0 for i ≤ j.
In our case, there results

u1 = 1, u2 = −5, ui = −4ui−1 − ui−2, i = 3, ..., n (5.6)

vi = α−1un−i+1, i = 1, ..., n (5.7)

with α = 5un + un−1.The matrix Ã−1 is symmetric and a−1
1i = a−1

i1 = α−1un−i+1,

a−1
in = a−1

ni = α−1ui, i = 1, 2, ..., n.

Therefore, using proposition 2.1 , we deduce that a−1
11 = a−1

nn = un/α, a−1
1j =

a−1
n,n−j+1, j = 1, 2, ..., n are decreasing in absolute value and have the sign of (−1)j−1,

and, in particular, a−1
1n = 1/α.

For proving (5.2) consider that a−1
11 = u1v1 = un/α = 1

5
5un+un−1−un−1

5un+un−1
=

1
5

(
1− un−1

5un+un−1

)
, and then, using (5.6), 0 < − un−1

5un+un−1
= 1

4
un+un−2
5un+un−1

< 1
4 , (5.3)

follows.
We get the inequality (5.3) considering that

∣∣a−1
1n

∣∣ =
∣∣∣ 1
5un+un−1

∣∣∣ and then,

from (5.6),
∣∣a−1

1n

∣∣ = 1
24 if n = 2,

∣∣a−1
1n

∣∣ = 1
90 for n = 3, and

∣∣a−1
1n

∣∣ decreases when n
increases. Therefore the proposition is completely proved.

Proposition 2.4. Let C = Ã−1A∗Ã−1. For the entries c11 = eT
1 Ce1, c1n = eT

1 Cen

we have:
0 < c11 < 1 (5.8)

|c1n| < c11. (5.9)
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Proof. For n ≥ 3, by (2.22), using (5.2) and (5.3), it is straightforward to verify that
0 < c11 = a−1

11 −
[(

a−1
11

)2
+

(
a−1
1n

)2
]

< 1 and |c1n| =
∣∣a−1

1n

(
1− 2a−1

11

)∣∣ < c11.
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Romania

E-mail address: ghmicula@math.ubbcluj.ro

Dipartimento di Energetica, Universita degli Studi de l’Aquila, Italy
E-mail address: esanti@dsiaqi.ing.univaq.it

Dipartimento di Energetica, Universita degli Studi de l’Aquila, Italy

104
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A COLLOCATION METHOD FOR SOLVING THE EXTERIOR
NEUMANN PROBLEM

SANDA MICULA

Dedicated to Professor Gheorghe Micula at his 60th anniversary

Abstract. In this paper we study the numerical solution of a boundary
integral equation reformulation of the exterior Neumann problem. We
give a brief outline of the problem and its solvability. Then, we propose a
collocation method based on interpolation and give an error analysis. Nu-
merical examples for the piecewise constant collocation method (centroid
rule) conclude the paper.

1. The Exterior Neumann Problem

Let D denote a bounded open simply-connected region in IR3, and let S
denote its boundary. Let D = D ∪ S and denote by De = IR3 − D the region
complementary to D. Let De = De ∪ S. At a point P ∈ S, let nP denote the unit
normal directed into D, provided that such a normal exists. Also assume that S
is a piecewise smooth surface that can be decomposed into a finite union of smooth
surfaces intersecting each other along common edges at most. In addition, assume that
S has a triangulation Tn = {∆n,k | 1 ≤ k ≤ n} with mesh size h (such a triangulation
can be obtained as the image of a composition of bijections mk from the unit simplex
σ onto a planar triangle ∆k and bijections Fj from a right triangle onto each smooth
piece Sj of S; for details, see Micula [7, Chapter 3].

The Exterior Neumann Problem
Find u ∈ C1(De) ∩ C2(De) that satisfies

∆u(P ) = 0, P ∈ De

∂u(P )
∂nP

= f(P ), P ∈ S (1)

u(P ) = O(P−1),
∂u(P )

∂r
= O(|P |−2) , as r = |P | → ∞ uniformly in

P

|P |

with f ∈ C(S) a given boundary function.

Received by the editors: 29.09.2003.
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The boundary value problem (1) has been studied extensively (see Mikhlin
[8, Ch. 18], Günter [5, Ch. 3], Colton [4, Section 5.3]). Here we only give a very brief
outlook at results on the solvability of the problem (1).

The Divergence Theorem (see Atkinson [2, Theorem 7.1.2]) can be used to
obtain a representation formula for functions that are harmonic inside the region De.
Let u ∈ C1(De) ∩ C2(De) and assume that ∆u(P ) = 0 at all P ∈ De. Then

∫
S

∂u(Q)
∂nQ

dS(Q)
|P −Q|

−
∫
S

u(Q) · ∂

∂nQ

[
1

|P −Q|

]
dSQ

=
{

[4π − Ω(P )]u(P ) , P ∈ S
4πu(P ) , P ∈ De

(2)

(see Atkinson [1].) In formula (2), Ω(P ) denotes the interior solid angle at P ∈ S,
defined in Atkinson [2, p. 430]. If S is smooth, then Ω(P ) = 2π. For a cube, the

corners have interior solid angle of
1
2
π, and the edges have interior solid angles of π.

To study the solvability of (1), consider representing its solution as a single
layer potential

u(A) =
∫
S

ρ(Q)
|A−Q|

dSQ, A ∈ De (3)

The function ρ in (3) is called a single layer density function. The function u(A) in
(3) is harmonic for all A 6∈ S. For well-behaved density functions and for A 6∈ S, the
integrand in (3) is nonsingular. Even though for the case A = P ∈ S, the integrand in
(3) becomes singular, it is relatively straightforward to show that the integral exists
and moreover, if ρ is bounded on S, then

sup
A∈IR3

|u(A)| ≤ c‖ρ‖∞ (4)

For a complete description of the properties of the single layer potential, see Günter
[5, Chapter 2].

Now for the function u of (3), impose the boundary condition from (1) to get

lim
A→P
A∈De

nP · ∇

∫
S

ρ(Q)
|A−Q|

dSQ

 = f(P ), P ∈ S (5)

for all P ∈ S at which the normal nP exists (which implies Ω(P ) = 2π). Using a
limiting argument, we obtain the second kind integral equation

2πρ(P ) +
∫
S

ρ(Q) · ∂

∂nP

[
1

|P −Q|

]
dSQ = f(P ), P ∈ S∗ (6)

The set S∗ is to contain all points P ∈ S at which a normal is defined. If S is a
smooth surface, then S∗ = S; otherwise, S − S∗ is a set of measure 0. The kernel
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function in (6) is given by

∂

∂nP

[
1

|P −Q|

]
=

nP · (P −Q)
|P −Q|3

=
cos θP

|P −Q|2
(7)

where θP denotes the angle between nP and (P−Q). Equation (6) can now be written
as

ρ(P ) +
1
2π

∫
S

ρ(P ) · cos θP

|P −Q|2
dSQ = f̂(P ), P ∈ S (8)

where f̂(P ) =
1
2π

f(P ). For simplicity, we will write f(P ) instead of f̂(P ).

Write the equation (8) in operator form:

(I −K)ρ = f (9)

The properties of the integral operator K and, implicitly, the solvability of equation
(1) have been studied intensively in the literature, especially for the case that S is
a smooth surface. For S sufficiently smooth, K is a compact operator from C(S) to
C(S) and from L2(S) to L2(S). These results are contained in many textbooks, for
example see Kress [6, Chapter 6], or Mikhlin [8, Chapters 12 and 16]. We will just
state the following solvability result.

Theorem 1.1. Let S be a C2 surface. Then the equation (9) has a unique
solution ρ ∈ X for each given function f ∈ X, with X = C(S) or X = L2(S).
This theorem then leads to a solvability result for the Exterior Neumann Problem (1)

Theorem 1.2. Let S be a smooth surface with De a region to which the
Divergence Theorem can be applied. Assume the function f ∈ C(S). Then, the
Neumann problem (1) has a unique solution u ∈ C∞(De).
For the case when S is only piecewise smooth, the properties of K and the solvability
of (8) are not yet fully understood. We will assume that Theorem 1.1 is true for the
piecewise smooth surfaces that we will consider in our work.

2. A Collocation Method

We want to study the numerical solution of (8) using a an integral equation
reformulation of (1) have been used before (see Atkinson and Chien [3] or Atkinson
[2, Section 9.2]), but with the collocation nodes on the boundary of each triangular
element. There are problems with defining the normal at the collocation points which
are common to more than one triangular face, especially if the surface itself is approx-
imated. This in turn means it is difficult to evaluate the kernel function in equation
(8). For these reasons it makes sense to try collocation methods that use only interior
collocation node points. We will use interpolation of order r (the collocation nodes
will be the same as the interpolation nodes), of the form

qi,j =
(

i + (r − 3i)α
r

,
j + (r − 3j)α

r

)
, i, j ≥ 0, i + j ≤ r (10)
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for some 0 < α < 1/3 (these are points interior to the unit simplex, but they get
mapped into points interior to each triangle in Tn). For corresponding Lagrange
functions (see Micula [7, pg. 7-11]), for g ∈ C(S) define an operator Pn by

Png(P ) =
fr∑

j=1

g (mk(qj)) lj(s, t), (s, t) ∈ σ, P = mk(s, t) ∈ ∆k (11)

This interpolates g(P ) over each triangular element ∆k ∈ S, with the in-
terpolating function polynomial in the parameterization variables s and t. Since
Png is not continuous in general, we need to enlarge C(S) to include the piecewise
polynomial approximations Png. To do this, we consider the equation (9) within
the framework of the function space L∞(S) with the uniform norm ‖ · ‖∞. Then,
Pn : L∞(S) −→ L∞(S) is a bounded projection operator.

Define a collocation method with (10). Denote vk,j = mk(qi). Substitute

ρn(P ) =
fr∑

j=1

ρn (vk,j) lj(s, t)

P = mk(s, t) ∈ ∆k, k = 1, ..., n (12)

into (8). To determine the values {ρn(vk,j)}, force the equation resulting from the
substitution to be true at the collocation nodes {v1, ..., vnfr

}. This leads to the linear
system

ρn(vi) − 1
2π

n∑
k=1

fr∑
j=1

ρn(vk,j)
∫
σ

cos θvi

|vi −mk(s, t)|2

· |(Dsmk ×Dtmk)(s, t)| dσ = f(vi), i = 1, ..., nfr (13)

which we write abstractly as

(I − PnK)ρn = Pnf (14)

which will be compared to (9). We have the following result.
Theorem 2.1. Let S be a C2 surface as described earlier, with Fj ∈ Cr+2.

Then for all sufficiently large n, say n ≥ n0, the operators I − PnK are invertible
on L∞(S) and have uniformly bounded inverses. For the solution ρ of (9) and the
solution ρn of (13)

‖ρ− ρn‖∞ ≤
∥∥(I − PnK)−1

∥∥ · ‖ρ− Pnρ‖∞ , n ≥ n0 (15)

Furthermore, if f ∈ Cr+1(S), then

‖ρ− ρn‖∞ = O(hr+1), n ≥ n0 (16)

For the proof, see, for example, Atkinson [1]).
So interpolation of order r, leads to an error of order O(hr+1). But super-

convergent methods can be developed. Next, we want to explore in more detail the
collocation method based on piecewise constant interpolation (the centroid method)
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and show that it is superconvergent at the collocation points. D efine the operator
Pn by

Png(P ) = g(Pk), P ∈ ∆k, k = 1, ..., n (17)
for g ∈ C(S). Then, Pn is a bounded operator on C(S) with ‖Pn‖ = 1. Define a
collocation method with (17). Substitute

ρn(P ) = ρn(Pk), P = mk(s, t) ∈ ∆k, k = 1, ..., n (18)

into (8). To determine the values {ρn(Pk)}, force the equation resulting from the
substitution to be true at the collocation nodes {Pk | k = 1, ..., n}. This leads to the
linear system

ρn(Pi) +
1
2π

n∑
k=1

ρn(Pk) ·
∫
σ

cos θPk

|Pk −mk(s, t)|2

· |(Dsmk ×Dtmk) (s, t)| dσ = f(Pk), i = 1, ..., n (19)

which can be rewritten abstractly as

(I + PnK) ρn = Pnf (20)

which will be compared to (9).
By Theorem 2.1., for the true solution ρ of (9) and the solution ρn of the

collocation equation (20), we have

‖ρ− ρn‖∞ = O(h), n ≥ n0 (21)

For g ∈ C(σ), consider the interpolation formula (17), which has degree of precision
0. Integrating it over σ, we obtain∫

σ

g(s, t) dσ ≈
∫
σ

Lτg(s, t) dσ =
1
2
g

(
1
3
,
1
3

)
(22)

which has degree of precision 1.
For τ ⊂ IR2, a planar triangle and for a function g ∈ C(τ), the function

Lτg(x, y) = g

(
mτ

(
1
3
,
1
3

))
= g(Pτ ) (23)

the constant polynomial interpolating g at the node mτ

(
1
3
,
1
3

)
= Pτ (the centroid

of τ). We have the following.
Lemma 2.2. Let τ be a planar right triangle and assume the two sides which

form the right angle have length h. Let g ∈ C2(τ). Let Φ ∈ L1(τ) be differentiable
with the first derivatives DxΦ, DyΦ ∈ L1(τ). Then∣∣∣∣∣∣

∫
τ

Φ(x, y) (I − Lτ ) g(x, y) dτ

∣∣∣∣∣∣ ≤ ch2

∫
τ

(|Φ|+ |DΦ|) dτ

 ·max
τ

{
|Dg|, |D2|g

}
(24)

For the proof, see Micula [7, pg 74-75].
This result can be extended to general triangles, provided
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sup
n

[
max

∆n,k∈Tn

r(∆n,k)
]

< ∞ (25)

where

r(τ) =
h(τ)
h∗(τ)

(26)

with h(τ) and h∗(τ) denoting the diameter of τ and the radius of the circle inscribed
in τ , respectively.

Corollary 2.3. Let τ be a planar triangle of diameter h, let g ∈ C2(τ), and
let Φ ∈ L1(τ) with both first derivatives in L1(τ). Then∣∣∣∣∣∣

∫
τ

Φ(x, y)(I − Lτ )g(x, y)

∣∣∣∣∣∣ ≤ c (r(τ))h2

∫
τ

(|Φ|+ |DΦ|) dτ


· max

τ

{
‖Dg‖∞, ‖D2g‖∞

}
(27)

where c (r(τ)) is some multiple of r(τ) of (26).
Since formula (22) has degree of precision 1 (odd) over σ, extending it to a

square would not improve the degree of precision, which means the same error bound
as in Lemma 2.2 is true for a parallelogram formed by two symmetric triangles.

We want to apply the above results to the individual subintegrals in

Kg(Pi) =
1
2π

n∑
k=1

∫
σ

cos θPk

|Pk −mk(s, t)|2
ρ (mk(s, t))

· |(Dsmk ×Dtmk) (s, t)| dσ (28)

with the role of g played by ρ (mk(s, t)) |(Dsmk ×Dtmk) (s, t)|, and the role of Φ

played by
cos θPk

|Pk −mk(s, t)|2
. For the derivatives of this last function, we have

Theorem 2.4. Let i be an integer and S be a smooth Ci+1 surface. Then∣∣∣∣Di
Q

(
cos θP

|P −Q|2

)∣∣∣∣ ≤ c

|P −Q|i+1
, P 6= Q (29)

with c a generic constant independent of P and Q.
For details of the proof, see Micula [7, pg.76].

For the error at the collocation node points, we have the following.
Theorem 2.5. Assume the hypotheses of Theorem 2.1, with each Fj ∈ C2.

Assume ρ ∈ C2. Assume the triangulation Tn of S satisfies (25) and is symmetric.
For those integrals in (28) for which Pi ∈ ∆k, assume that all such integrals are
evaluated with an error of O(h2). Then

max
1≤i≤n

|ρ(Pi)− ρ̂n(Pi)| ≤ ch2 log h (30)
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Proof. We will bound

max
1≤i≤n

|K(I − Pn)u(vi))|

For a given node point vi, denote ∆∗ the triangle containing it and denote:

T ∗n = Tn − {∆∗}

By our assumption, the error in evaluating the integral of (28) over ∆∗ will be O(h2).
Partition T ∗n into parallelograms to the maximum extent possible. Denote by

T (1)
n the set of all triangles making up such parallelograms and let T (2)

n contain the
remaining triangles. Then

T ∗n = T (1)
n ∪ T (2)

n .

It is easy to show that the number of triangles in T (1)
n is O(n) = O(h−2), and the

number of triangles in T (2)
n is O(

√
n) = O(h−1).

It can be shown that all but a finite number of the triangles in T (2)
n , bounded

independent of n, will be at a minimum distance from vi. That means that the
triangles in T (2)

n are “far enough” from vi, so that the function G(vi, Q) is uniformly

bounded for Q being in a triangle in T (2)
n (where we denote by G(P,Q) =

cos θP

|P −Q|2
).

First, consider the contribution to the error coming from the triangles in
T (2)

n . By Lemma 2.2. the error over each such triangle is O
(
h2‖D2g‖∞

)
, since the

area of each triangle is O(h2) and using our earlier observation. Having O(h−1) such
triangles in T (2)

n , the total error coming from triangles in T (2)
n is O

(
h3‖D2g‖∞

)
.

Next, consider the contribution to the error coming from triangles in T (1)
n .

By Lemma 2.2., the error will be of size O(h2) multiplied times the integral over each
such parallelogram of the maximum of the first derivatives of G(vi, Q) with respect
to Q. Combining these we will have a bound

ch2

∫
S−∆∗

(|G|+ |DG|) dSQ (31)

By Theorem 2.4., the quantity in (31) is bounded by

ch2

∫
S−∆∗

(
1

|P −Q|
+

1
|P −Q|2

)
dSQ (32)

Using a local representation of the surface and then using polar coordinates,
the expression in (32) is of order

ch2 (h + log h)

Thus, the error arising from the triangles in T (1)
n is O(h2 log h). Combining the error

arising from the integrals over ∆∗, T (1)
n , and T (2)

n , we have (30). �
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3. Numerical Examples

As a smooth surface consider the ellipsoid(x

a

)2

+
(y

b

)2

+
(z

c

)2

= 1 (33)

with (a, b, c) = (1, 1, 1) (the surface E1), and (a, b, c) = (2, 3, 5) (the surface E2).
We solve the equation (1) with the function f(P ) so chosen that the true solution is

u =
1√

x2 + y2 + z2
(34)

In Tables 1 and 2 we give

|u(P )− un(P )| (35)

where P = Pij = τi

(
a√
3
,

b√
3
,

c√
3

)
∈ De(Ej) (the exterior of Ej), where τ1 = 1.1,

τ2 = 2, and τ3 = 10 (points situated further and further away from the boundary
of the ellipsoid). The results are consistent with a convergence rate of O(h2 log h)
predicted by Theorem 2.5. which illustrates the superconvergence.

As a simple piecewise smooth surface, we use again the unit cube

S = [0, 1]× [0, 1]× [0, 1] (36)

P = P11 P = P21 P = P31

n |u(P )− un(P )| Ratio |u(P )− un(P )| Ratio |u(P )− un(P )| Ratio
4 8.52 E-1 5.05 E-1 1.02 E-1
16 9.29 E-2 9.16 6.05 E-2 8.35 1.20 E-2 8.53
64 1.10 E-2 8.44 8.32 E-3 7.27 1.63 E-3 7.36
256 2.67 E-3 4.12 1.88 E-3 4.40 3.71 E-4 4.39

Table 1. Errors in solving the Neumann Problem on E1

P = P12 P = P22 P = P32

n |u(P )− un(P )| Ratio |u(P )− un(P )| Ratio |u(P )− un(P )| Ratio
4 2.87 E-1 1.56 E-1 2.70 E-2
16 5.94 E-2 4.84 2.91 E-2 5.36 5.09 E-3 5.30
64 1.24 E-2 4.77 5.85 E-3 4.98 9.99 E-4 5.10
256 3.02 E-3 4.12 1.29 E-3 4.53 2.07 E-4 4.82

Table 2. Errors in solving the Neumann Problem on E2

The function f is chosen so that the true solution is

u =
1√

(x− 0.5)2 + (y − 0.5)2 + (z − 0.5)2
(37)
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P = P1 P = P2 P = P3

n |u(P )− un(P )| Ratio |u(P )− un(P )| Ratio |u(P )− un(P )| Ratio
12 8.98 E-1 2.92 E-1 3.62 E-2
48 4.11 E-1 2.17 9.18 E-2 3.18 3.01 E-3 12.01
192 1.96 E-1 2.02 3.61 E-2 2.54 3.61 E-4 8.33
768 9.89 E-2 1.98 1.68 E-2 2.14 1.18 E-4 3.05

Table 3. Errors in solving the Neumann Problem on the unit cube

In Table 3 we give the results for |u(P ) − un(P )| for P = Pi = (τi, τi, τi) ∈ De(S),
i = 1, 2, 3. The ratios approach 2 as n increases, which is consistent with a rate
of convergence of O(h) as predicted by Theorem 2.1. (with r = 0). As shown in
the table, the further away from the boundary of S the point P is, the better the
approximation.

We conclude by noting that the ideas used in this paper to study the nu-
merical solution of the exterior Neumann problem (1) apply very well to studying
the numerical solutions of the interior Neumann problem and the (interior or exte-
rior) Dirichlet problem as well. For the interior Neumann problem (analogous to (1),
only with D instead of De), an auxiliary condition on f(P ) is needed for solvability

(namely,
∫

S

f(Q) dS = 0). Also, this problem does not have a unique solution in the

sense that two solutions differ by a constant, and the integral equation corresponding
to (8) is no longer uniquely solvable.

The equation coming from the Dirichlet problem is similar, but the interest
in solving it using collocation methods with only interior collocation points is not so
great in this case, since the kernel does not involve the normal nP , but the normal
nQ.
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CARISTI TYPE OPERATORS AND APPLICATIONS
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Dedicated to Professor Gheorghe Micula at his 60th anniversary

1. Introduction

Caristi’s fixed point theorem states that each operator f from a complete
metric space (X, d) into itself satisfying the condition:

there exists a proper lower semicontinuous function ϕ : X → R+ ∪ {+∞}
such that:

d(x, f(x)) + ϕ(f(x)) ≤ ϕ(x), for each x ∈ X (1.1)
has at least a fixed point x∗ ∈ X, i. e. x∗ = f(x∗). (see Caristi [4]).
For the multi-valued case, there exist several results involving multi-valued

Caristi type conditions. For example, if F is a multi-valued operator from a com-
plete metric space (X, d) into itself and if there exists a proper, lower semicontinuous
function ϕ : X → R+ ∪ {+∞} such that

for each x ∈ X, there is y ∈ F (x) so that d(x, y) + ϕ(y) ≤ ϕ(x), (1.2)

then the multi-valued map F has at least a fixed point x∗ ∈ X, i. e. x∗ ∈ F (x∗). (see
Mizoguchi-Takahashi [11]).

Moreover, if F satisfies the stronger condition:

for each x ∈ X and each y ∈ F (x) we have d(x, y) + ϕ(y) ≤ ϕ(x), (1.3)

then the multi-valued map F has at least a strict fixed point x∗ ∈ X, i. e. {x∗} =
F (x∗). (see Maschler-Peleg [10]).

Another result of this type was proved by L. van Hot, as follows.
If F is a multi-valued operator with nonempty closed values and ϕ : X →

R+ ∪ {+∞} is a lower semi-continuous function such that the following condition
holds:

for each x ∈ X, inf { d(x, y) + ϕ(y) : y ∈ F (x) } ≤ ϕ(x), (1.4)
then F has at least a fixed point. (see van Hot [6])

There are several extensions and generalizations of these important principles
of nonlinear analysis (see the references list and also the bibliography therein)

The purpose of this paper is to present several new results and open problems
for single-valued and multi-valued Caristi type operators between metric spaces. Also,
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the case of metric spaces endowed with a weakly distance in the sense of Kada-Suzuki-
Takahashi is considered.

2. Preliminaries

Throughout this paper (X, d) is a complete metric space, f : X → X is a
single-valued operator and F : X ( X denotes a multi-valued operator.
Definition 2.1. A single-valued operator f : X → X is said to be:

a) Caristi type operator if there exists a lower semicontinuous function ϕ :
X → R+ ∪ {+∞} such that

d(x, f(x)) + ϕ(f(x)) ≤ ϕ(x), for each x ∈ .

b) Kannan type operator if there exists a ∈ [0, 1
2 [ such that

d(f(x), f(y)) ≤ a[d(x, f(x)) + d(y, f(y))], for each x, y ∈ X.

c) Ciric-Reich-Rus type operator if there exist a, b, c ∈ R+, with a + b + c < 1
such that

d(f(x), f(y)) ≤ ad(x, y) + bd(x, f(x)) + cd(y, f(y)), for each x, y ∈ X.

If b = c = 0, then f is called an a-contraction.
Definition 2.2. If f : X → X is a single-valued operator, then x∗ ∈ X is called a
fixed point of f if x∗ = f(x∗). We will denote by Fixf the fixed point set of f .

If (X, d) is a metric space, then P(X) will denote the space of all subsets of
X. Also, we denote by P (X) the space of all nonempty subsets of X and by Pp(X)
the set of all nonempty subsets of X having the property “p”, where “p” could be:
cl = closed, b = bounded, cp = compact, cv = convex (for normed spaces X), etc.

We consider the following (generalized) functionals:

D : P (X)× P (X) → R+, D(A,B) = inf { d(a, b) | a ∈ A, b ∈ B }

H : P (X)× P (X) → R+ ∪ {+∞}, H(A,B) = max { sup
a∈A

D(a,B), sup
b∈B

D(b, A) }.

H is called the Pompeiu-Hausdorff generalized functional and it is well-known
that if (X, d) is a complete metric space, then (Pcl(X),H) is also a complete metric
space.
Definition 2.3. Let (X, d) be a metric space. Then a multi-valued operator F : X →
P (X) is called:

a) (M-T)- Caristi type multifunction if there exists a proper lower semicon-
tinuous function ϕ : X → R+ ∪ {+∞} such that

for each x ∈ X, there is y ∈ F (x) so that d(x, y) + ϕ(y) ≤ ϕ(x)

(see Mizoguchi-Takahashi [11])
b) (M-P)- Caristi type multifunction if there exists a proper lower semicon-

tinuous function ϕ : X → R+ ∪ {+∞} such that

for each x ∈ X and each y ∈ F (x) we have d(x, y) + ϕ(y) ≤ ϕ(x).

(see Maschler-Peleg [10])
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c) (vH)- Caristi type multifunction if F has closed values and there exists a
proper lower semicontinuous function ϕ : X → R+ ∪ {+∞} such that

for each x ∈ X, inf { d(x, y) + ϕ(y) : y ∈ F (x) } ≤ ϕ(x)

(see van Hot [6])
d) Kannan type multifunction if there exists a ∈ [0, 1

2 [ such that

H(F (x), F (y)) ≤ a[D(x, F (x)) + D(y, F (y))], for each x, y ∈ X.

e) Reich type multifunction if there exist a, b, c ∈ R+, with a + b + c < 1 such
that

H(F (x), F (y)) ≤ ad(x, y) + bD(x, F (x)) + cD(y, F (y)), for each x, y ∈ X.

If b = c = 0, then F is called a multi-valued a-contraction.
Remark 2.1. It is quite obviously that if F satisfies a (M-P)- Caristi type condition
then F is a (M-T)- Caristi type multifunction and any (M-T)- Caristi type multi-
function satisfies a (vH)- Caristi type condition.
Definition 2.4. Let (X, d) be a metric space and F : X → P (X) be a multi-valued
map. Then an element x∗ ∈ X is called a fixed point of F if x∗ ∈ F (x∗) and it is
called a strict fixed point of F if {x∗} = F (x∗). We denote by Fix(F ) the fixed points
set of F and by SFix(F ) the strict fixed points set of F .

In 1996, Kada, Suzuki and Takahashi introduced the concept of w-distance
on a metric space as follows.
Definition 2.5. Let (X, d) be a metric space. Then a function p : X ×X → R+ is
called a w-distance on X if the following are satisfied:

(1) p(x, z) ≤ p(x, y) + p(y, z), for any x, y, z ∈ X
(2) for any x ∈ X, p(x, ·) : X → R+ is lower semicontinuous
(3) for any ε > 0, there exists δ > 0 such that p(z, x) ≤ δ and p(z, y) ≤ δ

imply d(x, y) ≤ ε.
Some examples of w-distances are:

Example 2.1. Let X be a metric space with metric d. Then p = d is a w-distance
on X.
Example 2.2. Let X be a normed space with norm ‖ · ‖. Then the function p :
X ×X → R+ defined by p(x, y) = ‖x‖ + ‖y‖, for every x, y ∈ X is a w-distance on
X.
Example 2.3. Let X be a metric space with metric d and let T be a continuous
mapping from X into itself. Then a function p : X ×X → R+ defined by

p(x, y) = max(d(Tx, y), d(Tx, Ty)), for every x, y ∈ X

is a w-distance on X.
Example 2.4. Let X = R with the usual metric and f : R → R+ be a continuous
function such that

inf
x∈X

∫ x+r

x

f(u)du > 0, for each r > 0.
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Then a function p : X ×X → R+, defined by

p(x, y) := |
∫ y

x

f(u)du|, for every x, y ∈ X

is a w-distance on X.
For other examples and related results, see Kada, Suzuki and Takahashi [7].
Some important properties of the w-distance are contained in:

Lemma 2.1. Let (X, d) be a metric space and p be a w-distance on X. Let
(xn)n∈N, (yn)n∈N be sequences in X, let (αn)n∈N, (βn)n∈N be sequences in R+ con-
verging to 0 and let y, z ∈ X. Then the following hold:

(i) if p(xn, xm) ≤ αn, for any n, m ∈ N with m > n, then (xn) is a Cauchy
sequence.

(ii) if p(y, xn) ≤ αn, for any n ∈ N, then (xn) is a Cauchy sequence.
(iii) if p(xn, yn) ≤ αn and p(xn, z) ≤ βn, for any n ∈ N then (yn) converges

to z.

3. Single-valued Caristi type operators

If f : X → X is an a-contraction, then it is well-known (see for exam-
ple Dugundji-Granas [5]) that f is a Caristi type operator with a function ϕ(x) =

1
1−ad(x, f(x)). Also, Caristi type mappings include Reich type operators and in par-
ticular Kannan operators. Indeed, if f satisfies a Reich type condition with constants
a, b, c, then f is a Caristi type operator with a function ϕ(x) = 1−c

1−a−b−cd(x, f(x)).
Moreover, if f : X → X satisfies the following condition (see I. A. Rus (1972),

[14]):

there is a ∈ [0, 1[ such that d(f(x), f2(x)) ≤ ad(x, f(x)), for each x ∈ X

then f is a Caristi operator with a function ϕ(x) = 1
1−ad(x, f(x)).

Hence, the class of single-valued Caristi type operators is very large, including
at least the above mentioned types of contractive mappings.

Some characterizations of metric completeness have been discussed by several
authors such as Weston, Kirk, Suzuki, Suzuki and Takahashi, Shioji, Suzuki and
Takahashi, etc. For example, Kirk [8] proved that a metric space is complete if it
has the fixed point property for Caristi mappings. Moreover, Shioji, Suzuki and
Takahashi proved in [15] that a metric space is complete if and only if it has the
fixed point property for Kannan mappings. On the other hand, it is well-known
that the fixed point property for a-contraction mappings does not characterize metric
completeness, see for example Suzuki-Takahashi [16]. Thus, Kannan mappings and
Caristi mappings characterize metric completeness, while contraction mappings do
not. Regarding to the problem of characterizations of metric completeness by means
of contraction mappings, Suzuki and Takahashi and independently M. C. Anisiu and
V. Anisiu showed (see [16] respectively [1]) that a convex subset Y of a normed space
is complete if and only if every contraction f : Y → Y has a fixed point in Y .

The following generalization of Caristi’s theorem is proved in Kada-Suzuki-
Takahashi [7]:
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Theorem 3.1. Let (X, d) be a complete metric space, let ϕ : X × X → R+ be a
proper lower semicontinuous function and let f : X → X a mapping. Assume that
there exists a w-distance p on X such that

p(x, f(x)) + ϕ(f(x)) ≤ ϕ(x), for each x ∈ X.

Then there exists x∗ ∈ X such that x∗ = f(x∗) and p(x∗, x∗) = 0.
Open problem. The following result (see Zhong, Zhu and Zhao [18]) is a

generalization of Caristi’s fixed point principle:
Theorem 3.2. If (X, d) is a complete metric space, x0 ∈ X, ϕ : X → R+ ∪ {+∞}
is proper lower semicontinuous and h : R+ → R+ is a continuous function such that∫∞
0

ds
1+h(s) = ∞, then each single-valued operator f from X to itself satisfying the

condition:

for each x ∈ X,
d(x, f(x))

1 + h(d(x0, x))
+ ϕ(f(x)) ≤ ϕ(x), (3.5)

has at least a fixed point.
It is of interest to see if such a result, in terms of w-distances, is true.

4. Multi-valued Caristi type operators

It was proved by L. van Hot that any multi-valued a-contraction F on a metric
space X is a (vH)-Caristi type multi-function with a function ϕ(x) = 1

1−aD(x, F (x)).
Moreover, if is a multi-valued a-contraction with nonempty and compact values then F
satisfies a (M-T)- Caristi type condition with a same function ϕ(x) = 1

1−aD(x, F (x)).
Let us remark now, that any Reich type multi-function (and hence in particu-

lar any Kannan multi-function) is a (vH)- Caristi type multi-function with a function
ϕ given by ϕ(x) = 1−c

1−a−b−cD(x, F (x)).

Definition 4.6. If (X, d) is a metric space, then a multi-valued operator F : X →
P (X) is said to be a Reich type graphic contraction if there exist a, b, c ∈ R+, with
a + b + c < 1 such that

H(F (x), F (y)) ≤ ad(x, y) + bD(x, F (x)) + cD(y, F (y)),

for each x ∈ X and each y ∈ F (x).
A connection between multi-valued Reich type graphic contractions and

multi-valued Caristi type operators is given in:
Lemma 4.2. Let (X, d) be a metric space and let F : X → P (X) be a Reich type
graphic contraction. Then F is a (vH)- Caristi type multi-function.

Proof. Let ϕ(x) = 1−c
1−a−b−cD(x, f(x)). Then, because for each x ∈ X and

each y ∈ F (x) we have D(y, F (y)) ≤ H(F (x), F (y)) ≤ ad(x, y) + bD(x, F (x)) +
cD(y, F (y)), we obtain D(y, F (y)) ≤ 1

1−c (ad(x, y) + bD(x, F (x))).
Hence for x ∈ X and y ∈ F (x) we get d(x, y) + ϕ(y) ≤ d(x, y) +

1
1−a−b−c (ad(x, y) + bD(x, F (x))) and so inf{d(x, y) + ϕ(y)|y ∈ F (x)} ≤
inf{ 1−b−c

1−a−b−cd(x, y)|y ∈ F (x)} + b
1−a−b−cD(x, F (x)) = ϕ(x). In conclusion, F is

a (vH)- Caristi type multi-function and the proof is complete. �
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For the case of complete metric spaces endowed with a w-distance the follow-
ing generalization of the Covitz-Nadler fixed point principle for multi-functions was
proved by Suzuki and Takahashi in [16]. We need, first, a definition.
Definition 4.7. Let (X, d) be a metric space. A multi-valued mapping F : X → P (X)
is called p-contractive if there exist a w-distance p on X and a real number a ∈ [0, 1[
such that for any x1, x2 ∈ X and each y1 ∈ F (x1) there exists y2 ∈ F (x2) so that
p(y1, y2) ≤ ap(x1, x2)
Theorem 4.3. Let (X, d) be a complete metric space and ϕ : X → R+ ∪ {+∞}
be a proper lower semicontinuous function. Let F : X → Pcl(X) be a p-contractive
multi-function. Then there exists x∗ ∈ X a fixed point for F and p(x∗, x∗) = 0.

Some extensions of the previous result are:
Theorem 4.4. Let (X, d) be a complete metric space and F : X → Pcl(X) be a closed
multi-valued operator such that the following assumption holds:

there exist a w-distance p on X and a real number a ∈ [0, 1[ so that for any
x ∈ X and any y1 ∈ F (x) there is y2 ∈ F (y1) such that p(y1, y2) ≤ ap(x, y1).

Then there exists x∗ ∈ X a fixed point for F and p(x∗, x∗) = 0.
Proof. Let u0 ∈ X and u1 ∈ F (u0). Then there exists u2 ∈ F (u1) such

that p(u1, u2) ≤ ap(u0, u1). Then, u1 ∈ X and u2 ∈ F (u1) we obtain that there
is u3 ∈ F (u2) with p(u2, u3) ≤ ap(u1, u2) ≤ a2p(u0, u1). Thus we can construct a
sequence (un)n∈N from X satisfying:

i) un+1 ∈ F (un), for each n ∈ N.
ii) p(un, un+1) ≤ anp(u0, u1), for each n ∈ N.

Hence, for any n, m ∈ N with m > n we have: p(un, um) ≤ p(un, un+1) +
... + p(um−1, um) ≤ anp(u0, u1) + an+1p(u0, u1) + ... + am−1p(u0, u1) ≤ an

1−ap(u0, u1).
By Lemma 2.1 (un)n∈N is a Cauchy sequence. Hence (un)n∈N converges to a point
u∗ ∈ X. Since F is closed we get that u∗ ∈ F (u∗).

Let us consider now a fixed n ∈ N. Since (um)m∈N converges to a u∗ ∈ X
and p(un, ·) is lower semicontinuous we have

p(un, u∗) ≤ lim inf
m→∞

p(un, um) ≤ an

1− a
p(u0, u1).

For u∗ ∈ F (u∗), there exists w1 ∈ F (u∗) such that p(u∗, w1) ≤ ap(u∗, u∗). By a
similar approach, we can construct a sequence (wn)n∈N in X such that wn+1 ∈ F (wn)
and p(u∗, wn+1) ≤ ap(u∗, wn), for each n ∈ N. So, as before we obtain

p(u∗, wn) ≤ ap(u∗, wn−1) ≤ ... ≤ anp(u∗, u∗).

By Lemma 2.1, (wn) is a Cauchy sequence and it converges to a point x∗ ∈ X. Since
p(u∗, ·) is lower semicontinuous we have

p(u∗, x∗) ≤ lim inf
n→∞

p(u∗, wn) ≤ 0

and hence p(u∗, x∗) = 0. Then, for any n ∈ N we have

p(un, x∗) ≤ p(un, u∗) + p(u∗, x∗) ≤ an

1− a
p(u0, u1).
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Using again Lemma 2.1 we obtain u∗ = x∗ and hence p(x∗, x∗) = 0. The proof is now
complete. �

Theorem 4.5. Let (X, d) be a complete metric space and ϕ : X → R+ ∪ {+∞} be a
proper lower semicontinuous function. Let F : X → Pcl(X) be a closed multi-valued
operator having the following property:

there exists a w-distance p on X so that for each x ∈ X there is y ∈ F (x) we
have p(x, y) + ϕ(y) ≤ ϕ(x).

Then FixF 6= ∅.
Moreover, if F satisfies the stronger condition:

there exists a w-distance p on X so that for each x ∈ X and for each y ∈ F (x)
we have p(x, y) + ϕ(y) ≤ ϕ(x),

then there exists x∗ ∈ X a fixed point for T and p(x∗, x∗) = 0.
Proof. From the hypothesis it follows that if p is a w-distance on (X, d),

there exists a single-valued operator f : X → X such that f is a selection for F and
satisfies the condition

p(x, f(x)) + ϕ(f(x)) ≤ ϕ(x), for each x ∈ X.

The first conclusion follows now from Theorem 3.1. For the second conclusion of the
theorem, we observe that for x∗ ∈ F (x∗) we have p(x∗, x∗)+ϕ(x∗) ≤ ϕ(x∗) and hence
p(x∗, x∗) = 0. The proof is now complete. �

Following an idea from Kirk, Srivassan and Veeramani [9] we also have the
following Caristi type theorem:
Theorem 4.6. Let (X, d) be a complete metric space and F : X → P (X) be a
multi-function. Let us suppose that there exist A1, A2, ..., Ap closed subsets of X and
ϕi : Ai → R, for i ∈ {1, 2, ..., p} lower semicontinuous mappings, such that the
following assumptions hold:

i) F (Ai) ⊂ Ai+1, for i ∈ {1, 2, ..., p}, where Ap+1 = A1.
ii) for each x ∈ Ai and each y ∈ F (x) we have

d(x, y) + ϕi+1(y) ≤ ϕi(x), for i ∈ {1, 2, ..., p}.

Then FixF 6= ∅.
Proof. Let x0 ∈ A1. Then for x1 ∈ F (x0) ⊂ A2 we have d(x0, x1) ≤

ϕ1(x0) − ϕ2(x1). Then for x1 ∈ A2 and x2 ∈ F (x1) ⊂ A3 we have that d(x1, x2) ≤
ϕ2(x1) − ϕ3(x2). So, we can construct a sequence (xn)n∈N, having the following
properties:

i) xn+1 ∈ F (xn), for n ∈ N.
ii) d(xn, xn+1) ≤ ϕn+1(xn)− ϕn+2(xn+1), for n ∈ N.

Let us observe that the sequence (ϕk+1(xk))k∈N converges to an element
a ∈ R. Then for n, m ∈ N, with n > m we get d(xn, xm) ≤ d(xn, xn+1) + ... +
d(xm−1, xm) ≤ ϕn+1(xn)− ϕm+1(xm). Therefore (xn)n∈N is a Cauchy sequence that

converges to a point x ∈
p⋂

i=1

Ai. So A :=
p⋂

i=1

Ai 6= ∅. Hence F : A → P (A). Moreover

we can write:
for x ∈ A ⊂ A1 and y ∈ F (x) d(x, y) ≤ ϕ1(x)− ϕ2(y)
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for x ∈ A ⊂ A2 and y ∈ F (x) d(x, y) ≤ ϕ2(x)− ϕ3(y)
...
for x ∈ A ⊂ Ap and y ∈ F (x) d(x, y) ≤ ϕp(x)− ϕ1(y)

and therefore pd(x, y) ≤
p∑

i=1

(ϕi(x) − ϕi(y)). If we define ϕ : A → R by

ϕ(x) = 1
p

p∑
i=1

ϕi(x), then ϕ is lower semicontinuous and the following assertion holds:

for each x ∈ A there exists y ∈ F (x) such that d(x, y) ≤ ϕ(x)− ϕ(y).
Using Mizoguchi-Takahashi’s theorem (see [11]) we get the conclusion. �

Remark. If in the previous theorem F is a single-valued operator then
Theorem 4.6 is Theorem 3.1 from Kirk, Srivassan and Veeramani [9].

Open problem. For other Caristi type conditions, results as the previous
one, involving cyclical type conditions, can be established?
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[12] Petruşel, A., Ŝıntămărian, A., Single-valued and multi-valued Caristi type operators,
Publ. Math. Debrecen, 60(2002), 167-177.

[13] Rus, I. A., Generalized contractions and applications, Cluj University Press, Cluj-
Napoca, 2001.

[14] Rus, I. A., The method of successive approximations, Collection of articles dedicated to
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ON THE CONVERGENCE OF THE SOLUTION OF THE
QUASI-STATIC CONTACT PROBLEMS WITH FRICTION USING

THE UZAWA TYPE ALGORITHM

NICOLAE POP

Dedicated to Professor Gheorghe Micula at his 60th anniversary

Abstract. The aim of the paper is to prove the convergence of a Uzawa
type algorithm for a dual mixed variational formulation of a quasi-static
contact problem with friction. This problem is considered as a saddle point
problem which is approximated with the mixed finite element, where the
stress, displacement and tangential displacement on the contact boundary
will be simultaneously computed.

1. Introduction

The quasi-static model of the contact problems with friction, without the
inertia effects, was proposed by [14] and consists of the formulation obtained through
the approximation with finite differences of the variational inequality. The proof of
the existence and uniqueness is based on the hypothesis that the displacements satisfy
some conditions of regularity and the friction coefficient is small enough. The static
contact problem with friction cannot describe the evolutive state of the contact con-
ditions. For of this reason, the quasi-static formulation, of the contact problem with
friction is preferred, which contains a dynamic formulation of the contact conditions
and the inertial term is no longer used. Through the temporal discretization of the
quasi-static contact problem, the so called incremental problem is obtained, equiva-
lent with a sequence of static contact problems. Therefore, the quasi-static problem is
solved step by step, at each time small deformations and displacements are calculated
and are added at those calculated previously, as a result of a few small modifications
of the applied forces, of the contact zone and of the contact conditions. Although, at
each increment the dependence of the load-way is neglected, this hypothesis takes into
account the way the applied forces change (modify themselves). From a mathematical
point view, the problem obtained at each step is similar with a static problem.

This dual mixed variational formulation problem is descretized by the mixed
finite element method and an Uzawa type algorithm is proposed. The iterative for-
mulation of this algorithm is deduced and its convergence is proved.

Received by the editors: 28.05.2003.

Key words and phrases. unilateral quasi-static contact problem, dual mixed formulation, incremental
scheme, Lagrange multipliers, mortar finite elements, mixed finite element, saddle point problem, Coulomb law.
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The existence of solutions for the discrete problem by the mixed element
method was obtained by Haslinger [7]. The contact problem has been recently studied
by Andersen [11] and Rocca and Cocou [6] who proved that there exists a solution
if the friction coefficient is small enough, and smooth and the contact functional is
regular.

In this article is assumed that normal component of the stress vector and the
contact zone is known.

2. Classical and variational formulation

Let Ω ⊂ Rd, d = 2 or 3, the polygonal domain occupied by a linear elastic
body, and its boundary is denoted by Γ. Let Γ1,Γ2 and Γc be three open disjoint
parts of Γ such that Γ = Γ1 ∪ Γ2 ∪ Γc, Γ1 ∩ Γc = ∅ and mes (Γ1) > 0. We assume
for the simplicity that Γc is a segment for d = 2 and a polygon for d = 3. We denote

by uuu = (u1, . . . , ud) the displacement field, εεε = (εij(u)) =

(
1
2

(ui,j + uj,i)

)
the strain

tensor and σσσ = (σij(u)) = (aijklεkl(u)) the stress tensor with the usual summation
convention, where i, j, k, l = 1, . . . , d. For the normal and tangential components of
the displacement vector and stress vector, we use the following notation: uN = ui ·ni,
uuuT = uuu−uuuN ·n, σσσN = σσσijuinj , (σσσT )i = σσσijnj−σσσN ·ni, where n = (ni) is the outward
unit normal vector to ∂Ω.

Lets us denote by fff and hhh the density of body forces and traction forces,
respectively. We assume that aijkl ∈ L∞(Ω), l ≤ i, j, k, l ≤ d, with usual condition of
symmetry and elasticity, that is

aijkl = ajikl = aklij , l < i, j, k, l ≤ d

∃ m0 > 0, ∀ ξ = (ξij) ∈ Rd2
, ξij = ξji, l ≤ i, j ≤ d, aijkl ξij ξkl ≥ m0|ξ|2 .

In this conditions, the fourth-order tensor aaa = (aijkl) is invertible a.e. on Ω
and we denote its inverse bbb = (bijkl), and εεεij(uuu)) = (bijklσkl(uuu)), i, j, k, l = 1, . . . , d.

The classical contact problem with dry friction in elasticity is which the nor-
mal stress σN (u) and Γc is assumed known, is follows: Find uuu = uuu(x, t) such that
uuu(0, ·) = uuu0(·) in Ω and all t ∈ [0, T ],

−divσ(u)σ(u)σ(u) = fff, in Ω (2.1)

σσσij(uuu) = aijkl · εkl(uuu), in Ω (2.2)

uuu = 0 on Γ1 (2.3)

σσσ ·nnn = hhh on Γ2 (2.4)

uN ≤ 0, σσσN (u) ≤ 0, uNσσσN (u) = 0 on Γc (2.5)

µF |σσσN (uuu)| = t, t > 0

|σσσT | < t ⇒ u̇T = 0; |σσσT | = t ⇒ ∃ λ ≥ 0, s.t. u̇T = −λσσσT on Γc (2.6)
where uuu0 is denoted the initial displacement of the body.

Condition (2.6) defines a form of Coulomb’s law of friction for elastostatic
problems: µF is the coefficient of friction µF ∈ L∞(Γc), µF ≥ µ0 a.e. on Γc.
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The dual mixed variational formulation of the (2.1) - (2.6) in which stress,
displacement and tangential displacement on contact zone are considerate unknown,
it is shown the saddle-point problem with the form:

Find (σσσ,uuu,λλλ) ∈ St × V × Λ for all t ∈ [0, T ], such that

L(σσσ,vvv,µµµ) ≤ L(σσσ,uuu,λλλ) ≤ L(τττ ,uuu,λλλ) ∀ (τττ ,vvv,µµµ) ∈ S0 × V × Λ, (2.7)

where uuu ∈ W 1,2(0, T ;V ), σσσ ∈ W 1,2(0, T ;S), fff ∈ W 1,2(0, T ; [L2(Ω)]d),
hhh ∈ W 1,2(0, T ; [L2(Γ)]d) with supp(h(t)) ⊂ Γ2 for all t ∈ [0, T ].

L(τ, v, µτ, v, µτ, v, µ) = J0(τττ)− (divτττ , v̇vv)− < ttt, µµµ >Γc
(2.8)

J0(τττ) =
1
2

a∗(τττ , τττ) + (fff, divσσσ + u̇uu) (2.9)

ttt = µF |σσσN (uuu)|, and µµµ = |uuuT | on Γc (2.10)

S0 =
{
τττ |τij , τij,j ∈ L2(Ω), τij = τji, τττ ·nnn = 0 a.e. on Γf

2

}
(2.11)

St =
{
τττ |τij , τij,j ∈ L2(Ω), τij = τji, τττ ·nnn = t a.e. on Γ2

}
(2.12)

S =
{
τττ |τij ∈ L2(Ω), τij = τji, τij,j ∈ L2(Ω)

}
endowed with inner product

(σσσ,τττ)S =
∫

Ω

σij τij dx. (2.13)

Norm ‖ · ‖S is then

‖τττ‖S = (τττ , τττ)1/2
S (2.14)

and a∗(σσσ,τττ) =
∫

Ω

bijkl σkl dx . (2.15)

Γf
2 can be regarded as part of Γ2 where h ≡ 0,

Λ = {µµµ ∈ H
1/2
00 (Γc)|µµµ ≥ 0 on Γf

2} (2.16)

V = {vvv ∈ H1(Ω)|vvv/Γ1 = 0} (2.17)

H
1/2
00 (Γc) = {µµµ ∈ H1/2(Γc)|ρ−1/2µµµ ∈ L2(Γc)} . (2.18)

The norm of H
1/2
00 (Γc) is defined by

00‖µµµ‖1/2,Γc
=
{
‖µµµ‖21/2,Γc

+ ‖d−1/2µµµ‖20,Γc

}1/2

, (2.19)

where d denotes the distance between the point on Γc and the end point of Γc see [4].
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3. The time discretisation and the mixed finite element approximation of
the saddle point problem

Let Ω ⊂ R2 be a bounded and (Th)h a triangulation of Ω. We assume
that each triangulation is compatible with the partition of Γ. i.e. each point where
the boundary condition changes is a node of a set Ωi, where Ω = ∪i∈Jh

Ωi, with
Ωk ∪ Ωl = ∅ for all k, l ∈ Jh, k 6= l.

The finite element approximation to the saddle-point problem (2.7) is as
follow:

Find (σσσh,uuuh,λλλh) ∈ Sh
t × Vh × Λh for all t ∈ [0, T ], such that

L(σσσh, vvvh,µµµh) ≤ L(σσσh,uuuh,λλλh) ≤ L(τττh,uuuh,λλλh), ∀ (τττh, vvvh,µµµh) ∈ Sh
0 × Vh × Λh (3.1)

where Sh
0 = S0 ∩ Sh, Sh

t = Sh, Λh = Mh ∩ Λ and Sh, Vh,Mh are subspaces of finite
elements of S, V and H

1/2
00 (Γc), respectively. Let Sh be RT1, Raviart-Thomas space,

Vh the space of the piecewise constant and Mh piecewise continuous linear subspace
of H

1/2
00 (Γc), is called the mortar space [10], as well.

We assume that the initial displacement field u satisfies the compatibility
conditions, see ([8]).

The discrete Babuška-Brezzi condition should be satisfied for the dual mixed
finite element method. It means to find an interpolation operator πh from SSS to Ωh,
such that:

b(τττ − πhτττ ,vvvh,λλλh) = 0 (3.2)

‖πhτττ‖s ≤ c‖τττ‖s, ∀ τττ ∈ S, (3.3)

that means, for all πhτττ ∈ Sh we have∫
Ω

div(τττ − πhτττ)vvvhdx +
∫

Γc

(τττN − πhτττN )µµµhds = 0, (∀ vvvh ∈ Vh,µµµh ∈ Λh). (3.4)

Let ∫
Ω

div(τττ − πhτττ)vvvhdx = 0, (∀ vvvh ∈ Vh) (3.5)∫
Γc

(τττN − (πhτττh)Nµµµhds = 0, ∀ µµµh ∈ Λh . (3.6)

Because σσσN (uuu) on Γc is regarded as given, applying Green’s formula to equa-
tion (3.5) in the finite element discrete form, is clear that the elements of subspace
Sh satisfies (3.2) and (3.3) and we finally obtain further

‖τττNh‖0,Γc
≤ ‖τττh‖0,Ω ≤ ‖τττh‖S , (∀ τττh ∈ SSSh). (3.7)

The discretization of the saddle-point of the problem (3.1) by introduce a
partition (t0, t1, . . . , tN ) of time interval [0, T ] and consider on incremental formulation
obtained by using the backward finite difference approximation of the time derivative
of u.

If we used uk
h = uh(x, tk), ∆uk

h = uk+1
h − uk

h, ∆tk = tk+1 − tk, u̇h(tk+1) =
∆uk

h/∆t, fk
h = fh(k∆t), hk

h = hh(k∆t), σk
h = σh(uk

h), λk
h = |uk

Th|, for k = 0, 1 . . . , N
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where ∆t =
T

N
.

In this case, we find (σσσk
h,uuuk

h,λλλk
h) ∈ Sh

t × Vh × Λh such that

L(σσσk
h, vvvk

h,µµµk
h) ≤ L(σσσk

h, uk
h, λk

h) ≤ L(τττk
h, uk

h, λk
h), ∀ (τττk

h, vvvk
h,µµµk

h) ∈ Sh
0 × Vh × Λh, (3.8)

k = 0, 1 . . . , N .
In this mode the quasi-static problem is approximated by a sequence of in-

cremental problems (3.8).
Although, every problem (3.2) is a static one, it requires appropriate updating

of the displacements and the loads after each increment.
The existence of the solution is guaranteed by the discrete Babuška-Brezzi condition
should by satisfied for dual mixed element method, see ([4] and [14]).

4. Convergence analysis of the Uzawa algorithm

On the convergence (see [11]) with the finite element discrete problem (3.1)
is following:
Proposition 4.1. If (σσσk

h,uuuk
h,λλλk

h) is the saddle-point of the problem (3.8), then
(i) J0(σσσk

h,uuuk
h)− (divσσσk

h,uuuk
h)− < µF

∣∣σσσk
N

∣∣ , λλλk
h >Γc≤

≤ J0(τττk
h,uuuk

h)− (divτττk
h,uuuk

h)− < µF

∣∣τττk
N

∣∣ , λλλk
h >Γc

, (∀ τττk
h ∈ Sh

0 ),

(ii) < µF

∣∣σσσk
N

∣∣ , µµµk
h − λλλk

h >Γc
+(divσσσk

h + fffk, vvvk
h − uuuk

h) ≤ 0,

(∀ µµµk
h ∈ Λh, vvvk

h ∈ Vh)
where λλλk

h = |vvvk
Th|,µµµh = |uuuk

Th| on Γc, k = 0, 1, . . . , N .
The proof can be deduced directly from the two inequalities showed at (3.8).

Proposition 4.2. The variational problem

(divσσσk
h + fffk, vvvk

h − uuuk
h)+ < µF

∣∣σσσk
N

∣∣ ,µµµk
h − λλλk

h >Γc
≤ 0 (∀ µµµk

h ∈ Λh, vvvk
h ∈ Vh) (4.1)

is equivalent to
divσσσk

h + fffk
h = 0, λλλk

h = PΛ(ρsssk
h + λλλk

h) (4.2)
where PΛ is the projection operator from L2(Γc) to Λh is the convex subset of
H1/2(Γc), ρ > 0, sssk

h = µF

∣∣σσσk
N

∣∣ , k = 0, 1, . . . , N .

Proof. The inequation (4.1) is equivalent to

(divσσσk
h + fffk,uuuk

h − vvvk
h) + sssk

h,λλλk
h −µµµk

h >Γc
≥ 0 (∀ µµµk

h ∈ Λh, vvvk
h ∈ Vh). (4.3)

Multiplying the inequation (4.3) by ρ and adding (uuuk
h − vvvk

h,uuuk
h) to the two sides of

(4.3), we have

(uuuk
h − vvvk

h, ρ(divσσσk
h + fffk) + uuuk

h)+ < λλλk
h −µµµk

h, ρsssk
h + λλλk

h >Γc
≥

≥ (uuuk
h − vvvk

h,uuuk
h)+ < λλλk

h −µµµk
h,λλλk

h >Γc . (4.4)

But PΛ is a projector operator,

(uuuk
h − vvvk

h, ρ(divσσσk
h + fffk

h) + uuuk
h) + (λλλk

h −µµµk
h, PΛ(ρsssk

h + λk
hλk
hλk
h))0,Γc

≥

≥ (uuuk
h − vvvk

h,uuuk
h)+ < λλλk

h −µµµk
h,λλλk

h >Γc
.
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Hence

(uuuk
h − vvvk

h, ρ(divσσσk
h + fffk

h)) + (λλλk
h −µµµk

h, PΛ(ρsssk
h + λλλk

h)− λλλk
h)0,Γc

≥ 0 . (4.5)

Because Vh and Λh are convex sets, we can put (0 < α < 1):

vvvk
h = (1− α)uuuk

h + α(ρ(divσσσk
h + fffk

h) + uuuk
h)

µµµk
h = (1− α)λλλk

h + αPΛ(ρsssk
h + λλλk

h)

}
. (4.6)

Substituting (4.6) in (4.5) yields

α(−ρ(divσσσk
h +fffk

h), ρ(divσσσk
h +fffk

h))+α(λλλk
h−PΛ(ρsssk

h +λλλk
h), PΛ(ρsssk

h +λλλk
h)−λλλk

h)0,Γc
≥ 0 ,

that is equivalent with

α‖ρ(divσσσk
h + fffk

h)‖20,Ω + α‖λλλk
h − PΛ(ρsssk

h + λλλk
h)‖20,Γc

≤ 0 (0 < α < 1, ρ > 0) ,

so we obtain

divσσσk
h + fffk

h = 0 and λλλk
h = PΛ(ρsssk

h + λλλk
h), ρ > 0, k = 0, 1, . . . , N.

From this results we can define the following Uzawa algorithm type:
a) Given uuunk

h ∈ Vh,λλλnk
h ∈ Λh, we can define σσσnk

h ∈ Sh
t such that

J0(σσσnk
h )− (divσσσnk

h ,uuunk
h )− < sssnk

h ,λλλnk
h >Γc

≤

≤ J0(τττnk
h )− (divτττnk

h ,uuunk
h )+ < tttnk

h ,λλλnk
h >Γc

, ∀ τττnk
h ∈ Sh

0 ; (4.7)

b) Find uuu
(n+1)k
h and λλλ

(n+1)k
h =

∣∣∣vvv(n+1)k
Th

∣∣∣ by using the following iterative
method:

uuu
(n+1)k
h = uuunk

h + ρn(divσσσnk
h + fffk) (4.8)

λλλ(n+1)k
n = PΛ(ρρρ nsssnk

h + λλλnk
h ), (4.9)

when ρn > 0 is chosen properly, k = 0, 1, . . . , N .

We define the following bounded linear operator: gτ : Sh → V × L2(Γc) by

gτ (vvv,µµµ) = (divτττ ,ννν)+ < sss,µµµ >Γc
, s = µF |σσσN (vvv)|, µµµ = |vvvT | .

Proposition 4.3. The operator gτ : Sh → V × L2(Γc) is Lipschitz continuous, i.e.
there exists a constant c > 0, such that

‖gτ (τττ1)− gτ (τττ2)‖V×L2(Γc
≤ c‖τττ1 − τττ2‖s, ∀ τττ1, τττ2 ∈ Sh,

where ‖ · ‖V×L2(Γc) denotes the norm of product space V × L2(Γc).

Proof is obtained from definition of gr and from (3.7).

Theorem 4.4. There exists the constant α0 and α1, with 0 < α0 ≤ ρn ≤ α1, such
that, the Uzawa type algorithm a)-b), is convergent in sense that σσσnk

h → σσσk
h strongly

in S.
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Proof. We denote rrrnk
1 = uuunk

h −uuuk
h, rrrnk

2 = λλλnk
h −λλλk

h, and from (4.7)-(4.9) we can deduce:∥∥rrr(n+1)k
1

∥∥2

0,Ω
+
∥∥rrr(n+1)k

2

∥∥2

0,Γc
=
∥∥uuu(n+1)k

h − uuuk
h

∥∥2

0,Ω
+
∥∥λλλ(n+1)k

h − λλλk
h

∥∥2

0,Γc
=

=
∥∥uuunk

h + ρn(divσσσnk
h + fffk)− uuunk

h − ρn(divσσσnk
h + fffk)

∥∥2

0,Ω
+

+
∥∥PΛ(ρnsssnk

h + λλλnk
h )− PΛ(ρnsssnk

h + λλλnk
h

∥∥2

0,Γc
≤

≤
∥∥rrrnk

1 + ρndiv (σσσnk
h − σσσk

h)
∥∥2

0,Ω
+
∥∥ρn(sssnk

h − sssk
h) + (λλλnk

h − λλλk
h)
∥∥2

0,Γc
=

=
∥∥rrrnk

1

∥∥2

0,Ω
+ 2ρn(rrrnk

1 ,div(σσσnk
h − σσσk

h)) + ρ2
n

∥∥div(σσσnk
h − σσσk

h)
∥∥2

0,Ω
+

+
∥∥rrrnk

2

∥∥2

0,Γc
+ 2ρn(rrrnk

2 , sssnk
h − sssk

h)0,Γc
+ ρρρ2

n

∥∥sssnk
h − sssk

h

∥∥2

0,Ω
=

=
∥∥rrrnk

1

∥∥2

0,Ω
+
∥∥rrrnk

2

∥∥2

0,Γc
+ 2ρn(rrrnk

1 , div(σσσnk
h − σσσk

h)) + (rrrnk
2 , (sssnk

h − sssk
h))0,Γc

+

+ ρ2
n

∥∥div(σσσnk
h − σσσk

h)
∥∥2

0,Ω
+
∥∥sssnk

h − sssk
h

∥∥2

0,Γc
. (4.10)

With the Proposition 4.3 and (4.10) can be regarded as positive algebraic
equations with degree two in ρ, we get

a(σσσnk
h − σσσk

h,σσσnk
h − σσσk

h) + (rrrnk
1 ,div(sssnk

h − sssk
h))+ < rrrnk

2 , sssnk
h − sssk

h >Γc
≤ 0 ,

where a is a linear symmetric form a : S × S → R, which with (4.10) implying:∥∥r(n+1)k
1

∥∥2

0,Ω
+
∥∥rrr(n+1)k

2

∥∥2

0,Γc
≤
∥∥rrrnk

1

∥∥2

0,Ω
+
∥∥rrrnk

2

∥∥2

0,Γc
−

−2ρna(σσσnk
h − σσσh,σσσnk

h − σk
hσk
hσk
h) + 2ρ2

n

∥∥σσσnk
h − σσσk

h

∥∥2

S
≤

≤
∥∥rrrnk

1

∥∥2

0,Ω
+
∥∥rrrnk

2

∥∥2

0,Γc
− (2ρn − ρ2

n)
∥∥σσσnk

h − σσσk
h

∥∥2

S
.

For this inequation, we suppose 2ρn − 2ρ2
n ≥ β > 0, and we choose α0 =

1−
√

1− 2β

2
, α1 =

1 +
√

1− 2β

2
such that for ρn ∈ [α0, α1], then we have:∥∥rrr(n+1)k

1

∥∥2

0,Ω
+
∥∥rrr(n+1)k

2

∥∥2

0,Γc
+ β

∥∥σσσnk
h − σσσk

h

∥∥2

S
≤
∥∥rrrnk

1

∥∥2

0,Ω
+
∥∥rrrnk

2

∥∥2

0,Γc
(4.11)

From (4.11) results that the sequence
(∥∥rrrnk

1

∥∥2

0,Ω
+
∥∥rrrnk

2

∥∥2

0,Γc

)
n

is decreasing

and has a finite limit, so that β
∥∥σσσnk

h − σσσk
h

∥∥2

S
→ 0 for n → ∞, and Theorem 4.4 is

proved.

The solution σσσk
h of (3.8) is a fixed point of function Mh : Sh → Sh, so that

σσσk
h is the limit of a sequence (σσσnk

h )n, defined by σσσnk
h = Mhσσσ

(n−1)k
h , (see [13]).

Theorem 4.5. In the conditions of Theorem 4.4, if α0 < ρn < α1 is true (α1 are
chosen according to Theorem 4.4, then for the sequences

{
uuunk

h

}
n
,
{
λλλnk

h

}
n

defined by
(4.8)− (4.9) we have:

a) lim
n→∞

∥∥uuu(n+1)k
h − uuuk

h

∥∥
0,Ω

= 0, lim
n→∞

∥∥λλλ(n+1)k
h − λλλk

h

∥∥
0,Γc

= 0;

b)
{
uuunk

h ,λλλnk
h

}
n
→ {uh, λh} weakly in Vh × Λh where

{
uuuk

h,λλλk
h

}
is such that

σσσk
h,uuuk

h,λλλk
h is a saddle-point of L(τττk

h, vvvk
h,µµµk

h) on Sh
t × Vh × Λh.
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The proof is similar to that of Theorem 4.4, see [3].

5. Conclusions

We have analyzed, with Uzawa type algorithm of dual mixed variational
formulation of the reduced version of a contact problem with friction in which it is
assumed that the normal contact component of stress vector is known. For a more
general contact problem, the existence solution is proved, but in very special cases.
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MAXIMAL FIXED POINT STRUCTURES

IOAN A. RUS, SORIN MUREŞAN, AND EDITH MIKLOS

Dedicated to Professor Gheorghe Micula at his 60th anniversary

Abstract. Examples, counterexamples and properties of the maximal
fixed point structures are given.

1. Introduction

Let X be a nonempty set and P (X) := {Y ⊆ X | Y 6= ∅}. For A,B ∈ P (X)
we denote
M (A,B) := {f : A → B | F is an operator}, M (A) := M (A,A) .

Definition 1.1. (Rus [39], [40], [41]). A triple (X, S (X) ,M) is a fixed point struc-
ture (briefly FPS) iff
(i) S (X) ⊆ P (X), S (X) 6= ∅;
(ii) M is an operator which attaches to each pair (A,B) , A,B ∈ P (X) , a nonempty
subset of M (A,B) such that, for any Y ∈ P (X), if Z ⊆ Y, Z 6= ∅, f (Z) ⊆ Z, then
f |Z∈ M (Z) , for all f ∈ M (Y ) ;
(iii) every Y ∈ S (X) has the fixed point property (briefly FPP ) with respect to
M (Y ) .

Definition 1.2. ( Rus [43]). The triple (X, S (X) ,M) which satisfies (i) and (iii)
in Definition 1.1 is called weak fixed point structure (briefly WFPS).

Let (X, S (X) ,M) be a FPS and S1 (X) ⊆ P (X) such that S1 (X) ⊆ S (X) .

Definition 1.3. (Rus [45]). The FPS (X, S (X) ,M) is maximal in S1(X) iff we
have
S (X) = {A ∈ S1 (X) | f ∈ M (A) implies that Ff 6= ∅} .

The aim of this paper is to give some examples of maximal FPS and to study
the maximal FPS. Some open problems are formulated. Throughout the paper we
follow terminologies and notations in [45] ( see also [41], [42]).
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2. Examples and counterexamples

Example 2.1. The trivial FPS is maximal in P (X) . In this case X is a nonempty
set, S (X) := {{x} | x ∈ X} and M (Y ) := M (Y ) . We remark that if cardY ≥ 2
there exists an operator f : Y → Y such that Ff = ∅.
Example 2.2. The Tarski FPS isn’t maximal in P (X) . In this case (X,≤) is a
partial ordered set, S (X) :={ Y ∈ P (X) | (Y,≤) is a complete lattice } and M (Y ) :=
{f : Y → Y | f is an increasing operator} . To prove this assertion we consider X :=
R2 which is partial ordered by

(x1, x2) ≤ (y1, y2) ⇔ x1 ≤ y1 and x2 ≤ y2.

We consider Y = {(1, 1) , (1, 5) , (2, 4)} and we remark that (Y,≤) has the FPP with
respect to increasing operators but (Y,≤) isn’t a lattice.
Remark 2.1. For other results see: [7], [30], [30], [34], [46].
Example 2.3. The Tarski FPS, (X, S (X) ,M) is maximal in S1(X), for all ordered
set (X,≤) , where S1 (X) := {Y ∈ P (X) | (Y,≤) is a lattice} .By a theorem of Davies
([14], [34]) it follows that Y ∈ S (X) .

Example 2.4. The Schauder FPS isn’t, in general, maximal in P (X) . In this ex-
ample X is a Banach space, S (X) := Pcp,cv (X) and M (A,B) := C (A,B) . For
Y /∈ Pcp,cv (X) with topological FPP see [4], [18], [24], [35] and [37].

We have
Theorem 2.1. The Schauder FPS is maximal in Pb,cl,cv (X) .

3. FPS of contractions

Let (X, d) be a complete metric space, S (X) := Pcl (X) and M (Y ) :=
{f : Y → Y | f is a contraction} . By definition (X, S (X) ,M) is the FPS of con-
tractions. It is clear that the FPS of contractions is maximal iff

(Y ∈ P (X) , f ∈ M (Y ) ⇒ Ff 6= ∅) ⇒ Y ∈ Pcl (X) .

This problem is studied by M-C. Anisiu and V. Anisiu [6]. The main results are the
following

Theorem 3.1. ([6], [12]) There exists a complete metric space and a nonclosed subset
with FPP with respect to contractions.
Theorem 3.2. ([6]) Let X be a Banach space and Y ∈ P (X) a convex set with
IntY 6= ∅. If each contraction f : Y → Y has a fixed point, then Y is closed.
Remark 3.1. For other results see [13], [22], [26], [28].

4. Some properties of the maximal FPS

Let C be the class of structured sets ( the class of sets, the class of all partial
ordered sets, the class of Banach spaces, the class of Hausdorff topological spaces,...).
Let S be an operator which attaches to each X ∈ C a nonempty set set S (X) ⊆
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P (X) . By M we denote an operator which attaches to each pair (A,B), A ∈ P (X),
B ∈ P (Y ), X, Y ∈ C, a subset M (A,B) ⊆ M (A,B) .

We have
Lemma 4.1. Let X ∈ C and (X, S (X) ,M) be a maximal FPS. Let A ∈ S (X) and
B ∈ P (A) . If there exists a retraction r ∈ M (A,B) of A onto B such that

f ∈ M (B) ⇒ f ◦ r ∈ A

then B ∈ S (X) .

Proof. Let f ∈ M (B) . Then f ◦ r ∈ M (A) . ¿From A ∈ S (X) it follows that
Ff◦r 6= ∅. Let x∗ ∈ Ff◦r. We have f (r (x∗)) = x∗. We remark that x∗ ∈ B and so we
have f (x∗) = x∗. By the maximality of (X, S (X) ,M) it follows that B ∈ S (X) .

Lemma 4.2. Let X, Y ∈ C. Let (X, S (X) ,M) and (Y, S (Y ) ,M) be two FPS. Let
A ∈ S (X) and B ∈ S (Y ). We suppose that:
i) (Y, S (Y ) ,M) is a maximal FPS;
ii) there exists a bijection ϕ ∈ M (A,B) such that ϕ−1 ◦ g ◦ ϕ ∈ M (A), for all
g ∈ M (B) .
Then B ∈ S (Y ) .

Proof. Let f ∈ M (B). Then, from ii), it follows that Fϕ−1◦f◦ϕ 6= ∅. Let x∗ ∈
Fϕ−1◦f◦ϕ. We remark that ϕ (x∗) ∈ Ff . So, by the maximality of (Y, S (Y ) ,M), we
have B ∈ S (Y ).

5. Open problems

The above considerations give rise to the following open problems.

Problem 1 Characterize the partial ordered sets with FPP with respect to increas-
ing operator.

References: K. Baclavski and A. Bjőrner [7], A.C. Davies [14], G. Markowsky [32],
J.D. Mashburn [33], I.A Rus [34], L.E. Ward [46].

Problem 2. Characterize the metric space with the FPP with respect to isometric
operators.

References: K. Goebel and W.A. Kirk [20], W.A. Kirk and B. Sims [28], A.T.-M.
Lau [29].

Problem 3.Characterise the metric space with the FPP with respect to contrac-
tions.

References: R.P. Agarwal, M. Meehan and D.O’Regan [4], M.C. Anisiu and V. Ani-
siu [6], V. Conserva and S. Rizzo [13], T.K. Hu [22], J. Jachymski [26], W.A. Kirk
and B. Sims [28], I.A.Rus [45], H. Cohen [12].

Problem 4. Characterize the topological spaces with FPP with respect to continu-
ous operators.

References: V.N. Akis [5], R.F. Brown [9], E.H. Connel [12], J. Dugundji and A.
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Granas [18], A.A. Fora [19], W. Hans [21], S.Y. Husseini [23], E. de Pascale, G. Trom-
betta and H. Weber [16], I.A. Rus [35], [37].

Problem 5. Characterize the categories ( S. MacLane [31]) with the FPP ( I.A.Rus
[38]).

References: J. Adàmek and V. Koubek [1], J. Adàmek, V. Koubek and J. Reiter-
mann [2], A. Bjōrner [8], J. Isbel and B. Mitchel [25], J. Lambek [30], I.A. Rus [34],
[38] and [43].
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WEAKLY SINGULAR VOLTERRA AND FREDHOLM-VOLTERRA
INTEGRAL EQUATIONS

SZILÁRD ANDRÁS
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Abstract. Some existence and uniqueness theorems are established for
weakly singular Volterra and Fredholm-Volterra integral equations in
C[a, b]. Our method is based on fixed point theorems which are applied to
the iterated operator and we apply the fiber Picard operator theorem to
establish differentiability with respect to parameter. This method can be
applied only for linear equations because otherwise we can’t compute the
iterated equation.

1. Introduction

The integral equation

u(x) = f(x) +

x∫
a

K1(x, s)u(s)ds, (1)

with f ∈ C[a, b] is weakly singular if there exists L1 ∈ C ([a, b]× [a, b]) and α ∈ (0, 1)
such that K1(x, s) = L1(x,s)

|x−s|α ∀ x, s ∈ [a, b] with x 6= s. In this case the kernel function
K1 is called weakly singular. The integral equation

u(x) = f(x) +

x∫
a

K1(x, s)u(s)ds +

b∫
a

K2(x, s)u(s)ds, (2)

with f ∈ C[a, b] is called weakly singular if at least one of the kernel functions K1 and
K2 is weakly singular. In this paper we give an existence and uniqueness theorem for
the equation 1 by using fixed point approach and we obtain the continuous dependence
and differentiability with respect to a parameter. For equation 2 we study two different
cases, in the first case K1 is weakly singular and K2 is continuous and in the second
case both kernels are weakly singular. In both cases we obtain existence, uniqueness,
continuous dependence and differentiability with respect to the parameter. We’ll use
the following theorems
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Theorem 1.1. If (X, d) is a complete metric space and T : X → X is an operator
with

d(Tu, Tv) ≤ L · d(u, v) ∀ u, v ∈ X, where 0 < L < 1,
then

1. T has an unique fixed point u∗.
2. The sequence un+1 = Tun, ∀ n ∈ N is convergent to u∗ for all u0 ∈ X.
3. d(un, u∗) ≤ Ln

1−L · d(u1, u0) ∀ n ∈ N.
Theorem 1.2. (Fiber Picard operator’s) [8] Let (V, d) be a generalized metric space
with d(v1, v2) ∈ Rp

+, and (W,ρ) a complete generalized metric space with ρ(w1, w2) ∈
Rm

+ . Let A : V ×W → V ×W be a continuous operator. If we suppose that:
a) A(v, w) = (B(v), C(v, w)) for all v ∈ V and w ∈ W ;
b) the operator B : V → V is a weakly Picard operator;
c) there exists a matrix Q ∈ Mm(R+) convergent to zero, such that the ope-

rator C(v, ·) : W → W is a Q contraction for all v ∈ V,

then the operator A is a weakly Picard operator. Moreover, if B is a Picard operator,
then the operator A is a Picard operator.
Theorem 1.3. If X is a set and T : X → X is a function such that the equation
Tn(u) = u has an unique solution u∗, than u∗ is the unique solution of the equation
Tu = u

Theorem 1.4. If (X, d) is a generalized complete metric space and T : X → X is
an operator such that T k is a contraction, then the sequence un+1 = Tun ∀ n ∈ N is
convergent to the unique fixed point of T k.

In order to apply these theorems to weakly singular integral equations we
need the following properties of the weakly singular kernels.

Theorem 1.5. If K(x, s) = L(x,s)
|x−s|α with 0 < α < 1 and L ∈ C ([a, b]× [a, b]), then

the operator T : C[a, b] → C[a, b],

(Tu)(x) =

x∫
a

K(x, s)u(s)ds

is well defined (Tu ∈ C[a, b]).
Proof. If a ≤ x < x′ ≤ b and δ1 > 0 we have

|(Tu)(x′)− (Tu)(x)| ≤
x−δ1∫
a

|K(x′, s)−K(x, s)||u(s)|ds+

+

x′−δ1∫
x−δ1

|K(x′, s)||u(s)|ds +

x∫
x−δ1

|K(x, s)||u(s)|ds+

+

x′∫
x′−δ1

|K(x′, s)||u(s)|ds.
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u ∈ C[a, b], implies that there exists M = max
s∈[a,b]

|u(s)|.

K : [x − δ1
2 , b] × [a, x − δ1] → R is continuous so it is uniform continuous and

∀ ε > 0 there exists δ2 > 0 such that
|K(x′, s)−K(x, s)| < ε

2M(b−a) if |x− x′| < δ2 and s ≤ x− δ1.

This implies

|(Tu)(x′)− (Tu)(x)| ≤ ε

2
+ M ·

x′−δ1∫
x−δ1

|K(x′, s)|ds+

+M ·
x∫

x−δ1

|K(x, s)|+ M ·
x′∫

x′−δ1

|K(x′, s)|ds,

if |x− x′| < δ2. On the other hand we have the following inequalities:

x′−δ1∫
x−δ1

|K(x′, s)|ds ≤ P ·
x′−δ1∫

x−δ1

ds

(x′ − s)α
= P ·

(
− (x′ − s)1−α

1− α

∣∣∣x′−δ1

x−δ

)

=
P

1− α

(
(x′ − x + δ1)1−α − δ1−α

1 )
)
≤ P

1− α
· (2(x′ − x))1−α <

ε

6M

where |x′ − x| < δ3, and P = max
x,s∈[a,b]

|L(x, s)|.

x∫
x−δ1

|K(x, s)| ≤ P ·
x∫

x−δ1

ds

(x− s)α
=

P

1− α

(
−(x− s)1−α

∣∣∣x
x−δ1

)
=

=
P

1− α
· δ1−α

1 <
ε

6M
for δ1 ≤ δ4.

x′∫
x′−δ1

|K(x′, s)| ≤ P

1− α
δ1−α
1 <

ε

6M

for δ1 ≤ δ3. From these inequalities we deduce

|(Tu)(x′)− (Tu)(x)| < ε

if |x− x′| < min(δ1, δ2, δ3, δ4), so the operator T is well defined.
Theorem 1.6. If K1 or K2 is weakly singular kernel, then the operator
T : C[a, b] → C[a, b],

(Tu)(x) =

x∫
a

K1(x, s)u(s)ds +

b∫
a

K2(x, s)u(s)ds

is well defined (Tu ∈ C[a, b]).
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Proof. As in theorem 1.1 we can prove that the operator T2 : C[a, b] →
C[a, b],

(T2u)(x) =

b∫
a

K2(x, s)u(s)ds

is well defined if K2 is a weakly singular kernel, so T is well defined because it is the
sum of two well defined operators .
Theorem 1.7. [6] If K1 and K2 are weakly singular kernels and

|K1(x, s)| ≤ P1

|x− s|α1
, |K2(x, s)| ≤ P2

|x− s|α2
,

where P1, P2 ∈ R, 0 ≤ α1 < 1, 0 ≤ α2 < 1, then the function

K3(x, s) =

b∫
a

K1(x, t)K2(t, s)dt

satisfies the following conditions:
1. If α1 + α2 > 1, the function K3(x, s) is a weakly singular kernel and

|K3(x, s)| < P3

|x− s|α1+α2−1
,

where P3 ∈ R.
2. If α1 + α2 = 1, the function K3(x, s) is continuous for x 6= s and

|K3(x, s)| < P3 + P4 ln |x− s|,
where P3, P4 ∈ R.

3. If α1 + α2 < 1, the function K3(x, s) is continuous in D = [a, b]× [a, b].
The proof can be found in [6] at pp. 374. An analogous theorem can be

proved for the Volterra integral operator.
Theorem 1.8. If the functions K1 and K2 are weakly singular kernels and

|K1(x, s)| ≤ P1

(x− s)α1
,

|K2(x, s)| ≤ P2

(x− s)α2
,

for x ≥ s, then the function

K3(x, s) =

x∫
s

K1(x, t)K2(t, s)dt

satisfies the following properties
1. If α1 + α2 > 1, then K3 is a weakly singular kernel and

|K3(x, s)| ≤ P3

(x− s)α1+α2−1
.

2. If α1 + α2 = 1, then K3 is continuous and |K3(x, s)| ≤ P4.
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3. If α1 + α2 < 1, then K3 is continuous and

|K3(x, s)| ≤ P4 · (x− s)1−α1−α2 .

2. The main results

2.1. The Volterra integral equation.

Theorem 2.1. If K(x, s, λ) = L(x,s,λ)
(x−s)α with L ∈ C ([a, b]× [a, b]× [λ1, λ2]) and

0 < α < 1, then the equation

u(x) = f(x) +

x∫
a

K(x, s, λ)u(s)ds (3)

with f ∈ C[a, b] and λ ∈ [λ1, λ2] has a unique solution in C([a, b]) and this solution can
be obtained by successive approximation. This solution depends continuously on λ and
if K is continuously differentiable with respect to λ, the solution is also continuously
differentiable with respect to λ.

Proof. Due to theorem 1.5 the operator

T : C[a, b] → C[a, b], (Tu)(x) = f(x) +

x∫
a

K(x, s, λ)u(s)ds

is well defined. Theorem 1.8 implies that there exists n ∈ N∗ such that the it-
erated kernel K(n) defined by the following relations K(1)(x, s, λ)=K(x, s, λ) and

K(j+1)(x, s, λ) =
x∫
s

K(x, t, λ) ·K(j)(t, s, λ)dt ∀ j ≥ 1 is continuous. But any solution

of the equation 3 satisfies the iterated equation

u(x) = f(x) +
n−1∑
i=1

x∫
a

K(i)(x, s, λ)f(s)ds +

x∫
a

K(n)(x, s, λ)u(s)ds. (4)

We apply theorem 1.1 to the operator T̄ : C[a, b] → C[a, b]

(T̄ u)(x) = f(x) +
n−1∑
i=1

x∫
a

K(i)(x, s, λ)f(s)ds +

x∫
a

K(n)(x, s, λ)u(s)ds. (5)

which has a continuous kernel, so by choosing a Bielecki metric in C[a, b] T̄ is a
contraction. This implies that the equation T̄ u = u has an unique solution u∗ in
C[a, b]. By the other hand from theorem 1.3 we obtain that u∗ is the unique solution
of the equation Tu = u, because T̄ = T (n). From theorem 1.4 we deduce that
the sequence of successive approximation un+1 = Tun is convergent to u∗ for every
u0 ∈ C[a, b]. This implies that equation 3 has an unique continuous solution, and this
can be approximated by successive approximation. By applying the same technique
to the equation

u(x, λ) = f(x) +

x∫
a

K(x, s, λ)u(s, λ)ds (6)
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we obtain that u∗ is the unique solution in C([a, b] × [λ1, λ2]), so the solution is
depending continuously on the parameter λ. To study the differentiability of the
solution we apply theorem 1.2 with the following spaces and operators:

a) V = C([a, b]× [λ1, λ2]) and B = T̄
b) W = C([a, b]× [λ1, λ2]) and

C(v, w)(x, λ) = g(x, λ) +

x∫
a

K(n)(x, s, λ) · w(s, λ)ds +

x∫
a

∂K(n)

∂λ
· v(s, λ)ds

where g(x, λ) =
n−1∑
i=1

x∫
a

∂K(i)(x,s)
∂λ f(s)ds

The operator A = (B,C) satisfies the conditions of theorem 1.2 because in C([a, b]×
[λ1, λ2]) we use a Bielecki metric and K(n) is a continuous function. This implies
the uniform convergence of the sequence vn+1 = V (vn) to the unique solution u∗

of equation 6 and the uniform convergence of the sequence wn+1 = C(vn, wn) to a
function w∗. If we choose v0 ∈ C1[a, b]× [λ1, λ2] and w0 = ∂v0

∂λ due to the operator C

(which was obtained by a formal differentiation of the operator B)we have wn = ∂vn

∂λ
∀ n ∈ N. The Weierstrass’s theorem implies that w∗ is continuous and w∗(x, λ) =
∂u∗(x,λ)

∂λ . So the solution u∗ is continuously differentiable with respect to the parameter
λ.
Remark 2.1. We can use a direct proof (without the iterated operators) if we use the
following inequality:

|Tu(x)− Tv(x)| ≤
x∫

a

max
x,s∈[a,b],λ∈[λ1,λ2]

|L(x, s, λ)|

|x− s|α
· |u(s)− v(s)|ds ≤

≤ L∗||u− v|| ·
x∫

a

eτ(s−a)

(x− s)α
ds ≤

 x∫
a

ds

(x− s)αp

 1
p

·

 x∫
a

eτ(s−a)qds

 1
q

≤

≤
(

(b− a)1−α·p

1− α · p

) 1
p

· eτ(x−a)

(τ · q)
1
q

,

where α · p < 1, 1
p + 1

q = 1, L∗ = max
x,s∈[a,b],λ∈[λ1,λ2]

|L(x, s, λ)| and

||u− v|| = max
x∈[a,b],λ∈[λ1,λ2]

|u(x, λ)− v(x, λ)| · e−τ(x−a).

So we can choose τ such that the operator T be a contraction with the corresponding
Bielecki metric.

2.2. The Fredholm-Volterra integral equation.
Theorem 2.2. For the equation

u(x) = f(x) +

x∫
a

K1(x, s, λ)y(s)ds +

b∫
a

K2(x, s, λ)y(s)ds (7)
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with
L1 = max

x,s∈[a,b],λ∈[λ1,λ2]
|K1(x, s, λ)|

and

L2 =
2 · max

x,s∈[a,b],λ∈[λ1,λ2]
|L(x, s, λ)|

1− α
· (b− a)1−α

where K1, L ∈ C([a, b]× [a, b]× [λ1, λ2]) and K2 is a weakly singular kernel
(K2(x, s, λ) = L(x,s,λ)

|x−s|α , 0 < α < 1) the iterated kernels are

K
(n+1)
1 (x, s, λ) =

x∫
s

K1(x, t, λ)K(n)
1 (t, s, λ)dt +

b∫
a

K2(x, t, λ)K(n)
1 (x, t, λ)dt (8)

and

K
(n+1)
2 (x, s, λ) =

x∫
a

K1(x, t, λ)K(n)
2 (t, s, λ)dt +

b∫
a

K2(x, t, λ)K(n)
2 (x, t, λ)dt (9)

and the resolvent kernels are

R1(x, s, λ) =
∞∑

j=1

K
(j)
1 (x, s, λ), (10)

R2(x, s, λ) =
∞∑

j=1

K
(j)
2 (x, s, λ). (11)

If L1 and L2 satisfies condition a) or b), there exist an unique continuous solution to
the equation 7, this solution depends continuously on λ and if the functions K1 and L
are continuously differentiable with respect to λ, then the solution is also continuously
differentiable with respect to λ. The solution of the equation 7 can be represented in
the form

u(x) = f(x) +

x∫
a

R1(x, s, λ)f(s)ds +

b∫
a

R2(x, s, λ)f(s)ds.

The series (10) and (11) are convergent if L1 and L2 satisfy the condition a) or b)

a) L1
2−L2(b−a) +

(
e

L1(b−a)
2−L2(b−a) − 2

)
L1L2(b− a) < 0;

b) 1
b−a ln 1−L2(b−a)

(b−a)2L1L2
+

(
1−L2(b−a)

(b−a)2 L1L2 − 2
)

(b− a)L1L2 > 0 and

1
b− a

ln
1− L2(b− a)
(b− a)2L1L2

(1− L2(b− a))+

+(b− a)L1L2

(
2− 1− L2(b− a)

(b− a)2L1L2

)
− L1 > 0.

Proof. Due to theorem 1.2 we can apply the same reasoning as in [1] theorem
2.2.
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Remark 2.2. By applying the Fiber Picard operator theorem ([8]) as in [1] we can
prove that the solution is differentiable with respect to the parameter λ

Theorem 2.3. If in the equation 7 both kernels are singular, K1(x, s, λ) = L∗
1(x,s,λ)
|x−s|α1

and K2(x, s, λ) = L∗
2(x,s,λ)
|x−s|α2 with L∗

1, L
∗
2 ∈ C([a, b] × [a, b] × [λ1, λ2]), 0 < α1 < 1,

0 < α2 < 1 and the numbers

L1 = max
x,s∈[a,b],λ∈[λ1,λ2]

|K(n)
1 (x, s, λ)| (12)

and
L2 = max

x,s∈[a,b],λ∈[λ1,λ2]
|K(n)

2 (x, s, λ)| (13)

satisfies condition a) or b) from theorem 2.2 then equation 7 has an unique solution in
C[a, b]×[λ1, λ2]. If in addition the functions L∗

1 and L∗
2 are continuously differentiable

with respect to the parameter λ, the solution is also continuously differentiable with
respect to λ.

Proof. The iterated equation is

u(x) = f(x) +
n−1∑
j=1

x∫
a

K
(j)
1 (x, s, λ) · f(s)ds +

n−1∑
j=1

b∫
a

K
(j)
2 (x, s, λ) · f(s)ds+

+

x∫
a

K
(n)
1 (x, s, λ)u(s)ds +

b∫
a

K
(n)
1 (x, s, λ)u(s)ds

where the iterated kernels are defined by the relations 8 and 9. Due to theorem 1.5
and 1.6 the function

g1(x, λ) = f(x) +
n−1∑
j=1

x∫
a

K
(j)
1 (x, s, λ) · f(s)ds +

n−1∑
j=1

b∫
a

K
(j)
2 (x, s, λ) · f(s)ds

is a continuous function. From theorem 1.7 and 1.8 we deduce that if
max (α1, α2) < n−1

n and max
(

α2
1−α1

, α1
1−α2

)
< n than K

(n)
1 and K

(n)
2 are continuous

kernels so we can apply theorem 1.2 from [1] (because L1 and L2 satisfy a) or b)).
From this theorem we deduce that the equation 7 has an unique solution u∗ in C[a, b]×
[λ1, λ2]. This u∗ is also the unique solution of the equation 7 because of theorem 1.3
and can be approximated by successive approximation due to theorem 1.4. To study
the differentiability of the solution we apply theorem 1.2 again with the following
spaces and operators:

a) V = C([a, b]× [λ1, λ2]) and

(Bu)(x) = g1(x, λ) +

x∫
a

K
(n)
1 (x, s, λ)u(s)ds +

b∫
a

K
(n)
1 (x, s, λ)u(s)ds
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b) W = C([a, b]× [λ1, λ2]) and

C(v, w)(x, λ) =
∂g1(x, λ)

∂λ
+

x∫
a

K
(n)
1 (x, s, λ) · w(s, λ)ds+

+

x∫
a

∂K
(n)
1

∂λ
· v(s, λ)ds +

b∫
a

K
(n)
2 (x, s, λ) · w(s, λ)ds +

b∫
a

∂K
(n)
2

∂λ
· v(s, λ)ds,

where ∂g1(x,λ)
∂λ =

n−1∑
j=1

x∫
a

∂K
(j)
1 (x,s,λ)

∂λ · f(s)ds +
n−1∑
j=1

b∫
a

∂K
(j)
2 (x,s,λ)

∂λ · f(s)ds

The operator A = (B,C) satisfies the conditions of theorem 1.2 because in C([a, b]×
[λ1, λ2]) we use a Bielecki metric and K(n) is a continuous function. This implies the
uniform convergence of the sequence vn+1 = V (vn) to the unique solution u∗ of equa-
tion 7 and the uniform convergence of the sequence wn+1 = C(vn, wn) to a function
w∗. If we choose v0 ∈ C1[a, b]× [λ1, λ2] and w0 = ∂v0

∂λ due to the operator C (which
was obtained by a formal differentiation of the operator B)we have wn = ∂vn

∂λ ∀ n ∈ N.
The Weierstrass’s theorem implies that w∗ is continuous and w∗(x, λ) = ∂u∗(x,λ)

∂λ . So
the solution u∗ is continuously differentiable with respect to the parameter λ.
Remark 2.3. 1. Conditions 12 and 13 can be transferred inductively to the

original kernels, but the conditions obtained are much more technical.
2. By using the same inequalities as in remark 2.1 we can avoid the use of

the iterated kernels to obtain existence and uniqueness.
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