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Codruţa Stoica and Mihail Megan, On (h, k)–trichotomy
for skew-evolution semiflows in Banach spaces . . . . . . . . . . . . . . . . . . . . 147
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Units in abelian group algebras over
indecomposable rings

Peter Danchev

Abstract. Suppose R is a commutative indecomposable unitary ring of
prime characteristic p and G is a multiplicative Abelian group such
that G0/Gp is finite. We describe up to isomorphism the unit group
U(RG) of the group algebra RG. This extends an earlier result due to
Mollov-Nachev (Commun. Algebra, 2006) removing the restriction that
G splits.

Mathematics Subject Classification (2010): 16S34, 16U60, 20K21.

Keywords: groups, rings, group rings, indecomposable rings, units, direct
decompositions, isomorphisms.

1. Introduction

Throughout the present paper, suppose R is a commutative unitary (i.e.,
with identity) ring of prime characteristic p and G is an Abelian group written
multiplicatively as is customary when exploring group algebras. For such R
and G, denote by RG the group algebra of G over R with unit group U(RG)
and its normed subgroup V (RG) of units with augmentation 1; note that the
decomposition U(RG) = V (RG)×U(R) holds where U(R) is the unit group
of R. As usual, G0 is the torsion subgroup of G with p-primary component
Gp, and S(RG) = Vp(RG) is the p-component of V (RG). Moreover, for any
natural number n, ζn denotes the primitive nth root of unity and R[ζn] is
the free R-module, algebraically generated as a ring by ζn, with dimension
[R[ζn] : R]. As it is well-known, a ring is said to be indecomposable if it cannot
be decomposed into a direct sum of two or more non-trivial ideals.

The structures of V (RG) and U(RG) have been very intensively studied
in the past twenty years (see, e.g., [8]). Some isomorphism description results
were obtained in [2] and [11]. The purpose of this work is to improve consid-
erably one of the central results in the latter citation by giving a more direct
and conceptual proof (note that some parts of the proof of the corresponding
result in [11] are unnecessary complicated). Likewise, our method proposed
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below gives a new strategy for obtaining other results of this type since it
reduces the general case to the p-mixed one.

2. Main results

As noted above, Mollov and Nachev established in ([11], Theorem 5.8)
the following assertion.
Theorem (2006). Let R be a commutative indecomposable ring with identity
of prime characteristic p and let G be a splitting Abelian group. Suppose that
G0/Gp is a finite group of exponent n and n ∈ U(R). Then

U(RG) ∼=
∐
d/n

∐
λ(d)

U(R[ζd])×
∐
b

G/G0 ×
∐
d/n

∐
λ(d)

S(R[ζd](Gp ×G/G0))

where λ(d) = (G0/Gp)(d)
[R[ζd]:R] , with (G0/Gp)(d) the number of elements of G0/Gp

of order d, and b =
∑

d/n λ(d).

Notice that since char(R) = p is a prime integer, it is self-evident that
exp(G0/Gp) inverts in R, so that the condition n ∈ U(R) is always fulfilled
and hence it is a superfluously stated in the theorem.

The aim that we will pursue is to drop the limitation that G is a splitting
group. Specifically, we proceed by proving the following:

Main Theorem. Suppose R is an indecomposable ring of char(R) = p and G
is a group for which G0/Gp is finite. Then the following isomorphism is true:

U(RG) ∼=
∐

d/exp(G0/Gp)

∐
a(d)

[U(R[ζd])× [(G/
∐
q 6=p

Gq)Vp(R[ζd](G/
∐
q 6=p

Gq))]]

(∗)
where a(d) = |{g∈G0/Gp:order(g)=d}|

[R[ζd]:R] .
In particular:
(1) if G is p-splitting, then

U(RG) ∼=
∐

d/exp(G0/Gp)

∐
a(d)

[U(R[ζd])× Vp(R[ζd](G/
∐
q 6=p

Gq))]×

×
∐

∑
d/exp(G0/Gp) a(d)

G/G0.

(2) if Gp is a direct sum of cyclic groups, then

U(RG) ∼=
∐

d/exp(G0/Gp)

∐
a(d)

[U(R[ζd])× (Vp(R[ζd](G/
∐
q 6=p

Gq))/(G/
∐
q 6=p

Gq)p)]×

×
∐

∑
d/exp(G0/Gp) a(d)

G/
∐
q 6=p

Gq.
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Moreover, the quotient Vp(R[ζd](G/
∐

q 6=p Gq))/(G/
∐

q 6=p Gq)p) is a di-
rect sum of cyclic groups and can be characterized via the Ulm-Kaplansky
invariants calculated in [7].
Proof. First observe that

∐
q 6=p Gq is pure in G0 as its direct factor and

hence it is pure in G because G0 is pure in G. Since G0/Gp
∼=

∐
q 6=p Gq is

finite, it is well known that
∐

q 6=p Gq = F is a direct factor even of G, say
G = F ×M for some M ≤ G. It is obvious that M ∼= G/

∐
q 6=p Gq is p-mixed

with M0 = Mp = Gp.
Next, write RG = (RM)F . Since R is indecomposable, it follows from [9]

that RM is also indecomposable because there is no prime q which inverts in
R such that Mq 6= 1. Clearly exp(F ) ∈ U(R) ⊆ U(RM) because char(R) =
char(RM) = p and therefore we can apply Theorem 4.4 and Remark 4.5
from [11] to get that RG ∼=

∑
d/exp(F )

∑
a(d)(RM)[ζd], whence U(RG) ∼=∐

d/exp(F )

∐
a(d) U((RM)[ζd]). It is straightforward to see that (RM)[ζd] ∼=

R[ζd]M , so that U((RM)[ζd]) ∼= U(R[ζd]M) = V (R[ζd]M) × U(R[ζd]). On
the other hand, according to [4], [5] or [6], V (R[ζd]M) = MVp(R[ζd]M) using
the fact from [11] that R[ζd] is indecomposable of prime characteristic p as
well. This establishes formula (∗).

(1) If now G is p-splitting, it is readily seen that it is splitting. Con-
sequently, so is M as its direct factor. Furthermore, it is easily checked
that M ∼= G/

∐
q 6=p Gq

∼= (G0 × G/G0)/
∐

q 6=p Gq
∼= (G0/

∐
q 6=p Gq) ×

(G/G0) ∼= Gp × (G/G0). Moreover, M = Mp × M/Mp
∼= Gp × G/G0 be-

cause M/Mp
∼= G/

∐
q 6=p Gq/(G/

∐
q 6=p Gq)0 = G/

∐
q 6=p Gq/G0/

∐
q 6=p Gq

∼=
G/G0. That is why MVp(R[ζd]M) ∼= (M/Mp) × Vp(R[ζd]M) ∼= (G/G0) ×
Vp(R[ζd](G/

∐
q 6=p Gq)) and we are done.

(2) Appealing to [1], Gp = Mp being a direct sum of cyclic groups
implies that Vp(R[ζd]M) = Mp × T for some subgroup T which is a direct
sum of cyclic groups. Therefore, MVp(R[ζd]M) = M(Mp × T ) = M × T ∼=
(G/

∐
q 6=p Gq)×Vp(R[ζd](G/

∐
q 6=p Gq))/(G/

∐
q 6=p Gq)p since it is easy to see

that M ∩ T = Mp ∩ T = 1 because T = Tp. This completes the proof. �

Note. In virtue of our lemma from [4], [5] or [6], our result can be generalized
to the direct sum (= direct product) of m indecomposable rings, i.e., when
the set id(R) of all idempotents of R is finite and contains 2m elements, that
is, |id(R)| = 2m.

That is why, utilizing this approach, the number m in Theorem 5 of [11]
can be explicitly computed, namely it is equal exactly to log2|id(R)|.

Remark. The proof of Theorem 2.7 in [10] contains a gap and so it is incom-
plete. In fact, the authors claimed that they will assume that the splitting
group is p-mixed. The reason is that the K-algebras isomorphism KG ∼= KH
yields that K(G/

∐
q 6=p Gq) ∼= K(H/

∐
q 6=p Hq) whenever K is a field of

char(K) = p. But they need to show that G being splitting ensures that
so is G/

∐
q 6=p Gq. However, this was already done in [3].
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On the Hausdorff dimension of the graph
of a Weierstrass type function

Loredana Biacino

Abstract. In this note a theorem to compare the box dimension of Weier-
strass type functions and their Hausdorff dimension is established. More-
over a method to determine the Hausdorff dimension of the graphs of
functions such as the Weierstrass or the Mandelbrot functions is given.

Mathematics Subject Classification (2010): Primary 26A15, Secondary
26A16.

Keywords: Hölder continuous functions, box dimension, Hausdorff
dimension, Weierstrass-type functions.

1. Introduction

In this paper the Hausdorff and the box dimension of the graphs of
some Weierstrass type functions are compared. Recall that the Hausdorff
dimension of a set E ⊆ Rn is defined in terms of the k-dimensional Hausdorff
measure of E, denoted by Hk(E) and given by

Hk(E) = lim
δ→0

inf{
∑

i

|Ei|k, E ⊆
⋃
Ei, |Ei| < δ}, (1.1)

where |Ei| denotes the diameter of Ei and the infimum is over all (countable)
δ-covers Ei of E (see Falconer [2] and [3]). It is given by:

H − dimE = inf{k > 0 : Hk(E) = 0}. (1.2)

There are other classes of covers leading to the Hausdorff dimension; in
particular it is possible to consider in definition (1.1) instead of all covers of
E, the covers obtained by the family of half-open d-adic cubes in Rn, that is
cubes of the form:

{x ∈ Rn, hid
−m ≤ xi < (hi + 1)d−m, for i = 1, 2, . . . , n}

where hi and m are arbitrary integers. Then if the minimum in (1.1) is
restricted to the class of these particular covers, one obtains the net measure
of E, denoted by Nk(E). It is evident that Hk(E) ≤ Nk(E), but it is also
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possible to prove that there exists a constant A > 0, only depending on the
dimension of the space, n, and on d, such that Nk(E) ≤ AHk(E) for every
E ⊆ Rn (see Mattila [4], 5.2 and Falconer [2], 5.1 for binary cubes). One
of the most immediate modification of the Hausdorff dimension is given in
terms of the upper and lower box dimension of a set, defined in the following
way. Let Nδ(E) be the smallest number of sets of diameter at most δ which
cover E. Then the following numbers:

dimBE = limδ→0

logNδ(E)
−logδ

(1.3)

dimBE = limδ→0
logNδ(E)
−logδ

(1.4)

are called respectively the lower and upper box dimensions or lower and upper
Minkowski dimensions of E, and, if they agree, their common value is the
box dimension of E, denoted by dimB E or ∆(E). It is possible to prove that
in (1.3) or in (1.4), Nδ(E) can be substituted by the number of δ − mesh
cubes meeting E, that is the cubes of the form:

{x ∈ Rn : hiδ ≤ xi < hi + 1)δ, i = 1, 2, . . . , n}
where δ > 0 and h1, . . . , hn are integers. In general it is:

H − dim(E) ≤ dimBE ≤ dimBE.

If f : [a, b] → R is a continuous function and if

G = {(a, b) ∈ R2 : a ≤ x ≤ b, y = f(x)}
is its graph, then H − dimG ≥ 1 (see Falconer [2] , lemma 1.8); moreover,
if f is α-Hölder continuous then: dimBG ≤ 2− α (see Falconer [2], Theorem
8.1).

Some general discussion about the Hausdorff dimension of the graph
of a Hölder continuous function can be found in [5]. In this paper we will
consider Weierstrass type functions:

f(x) =
∑
n∈N

ϕ(bnx)
bδn

,

where ϕ : R → R is periodic (with period 1), Lipschitz continuous and bn is
a sequence for which there exists B > 1 such that b1 ≥ B, bn+1 ≥ Bbn for
every n ∈ N. Obviously it is not restrictive to suppose ϕ(x) ≥ 0 for every
x ∈ R, since if this is not the case, it is possible to consider ψ(x) = ϕ(x)+m,
where m = minx∈[0,1]ϕ(x) and observe that ψ(x) ≥ 0 for every x ∈ R and∑

n∈N

ψ(bnx)
bδn

= f(x) +
∑
n∈N

m

bδn
,

that is the corresponding function to ψ differs from f by a constant.
In the main theorems of this paper (Theorem 3.2, Remark 3.3, Theorem

3.4) rather general hypotheses for a class of Weierstrass type functions will
be established in order the Hausdorff dimension of the graph of f to be equal
to the box dimension when this achieves its maximum. To obtain this result
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some technical ideas (in Lemma 2.2) have been borrowed from an old paper
by Besicovitch and Ursell (see [1]). Interesting suggestions have been found
also in [6].

2. Three lemmas

In order to establish the main theorem some lemmas are needed:

Lemma 2.1. Let f : [a, b] → R be an α-Hölder continuous function, (0 < α ≤
1), d a natural number, d > 1, let {Qi} be a finite cover of G constituted by
meshes, and let Q be a 1

dr -mesh (r ∈ N) from the cover {Qi}. Let {Qj}j∈A

be a cover of G
⋂
Q constituted by 1

dk -meshes with fixed k > r. Then there
exists a constant C > 0 depending only on f such that∑

j∈A

|Qj |2−α ≤ Cm(F ), (2.1)

where F is the projection of G
⋂
Q on the x-axis and m is the unidimensional

Lebesgue measure

Proof. F is a Lebesgue measurable set, since it is the projection of a Borel set.
It is m(F ) = lims→∞m(As), where m is the Lebesgue measure and {As}s∈N

is a sequence of open sets, decreasing with respect to the inclusion relation.
Let us cover As by intervals In that are linear 1

dk -meshes. The oscillation of f
in every one of these intervals is less than or equal to L( 1

dk )α, where L is the
Hölder coefficient of f. Therefore the part of G whose projection is enclosed
in As is covered by 1

dk -square meshes whose number is at most m(As)L|In|α
|In|2 ;

let us call these meshes by Qs,n; then, if s is fixed, it is:∑
n

|Qs,n|2−α ≤ m(As)L(
√

2)2−α.

Since this inequality holds for every s ∈ N, we have, keeping in mind
that

⋂
s∈N{Qs,n} is a cover {Qj}j∈A of G

⋂
Q constituted by 1

dk -meshes:∑
j∈A

|Qj |2−α ≤ L(
√

2)2−α lim
s→∞

m(As),

whence (2.1) and the lemma is proved. �

In the next lemma, very near to the ideas of a well known paper by
Besicovitch and Ursell (see [1], where however a particular case is considered),
and in the sequel we will consider a periodic function ϕ : R → [0, P ] with
period 1, nonnegative, continuous and piecewise differentiable; assume that
ϕ′−(x) and ϕ′+(x) are finite and different from 0 for every x ∈ R. Then there
exist two constants c > 0 and c1 > 0 such that:

c ≤ |ϕ′(x)| ≤ c1 (2.2)

for every x ∈ R such that ϕ is differentiable in x.
If ϕ satisfies all the previous conditions we will refer to it as a smooth

function.
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Lemma 2.2. Consider, for 0 < α < 1, the following function:

f(x) =
∑
n∈N

ϕ(bnx)
bαn

, (2.3)

where ϕ is a smooth function and where (bn)n∈N is such that there exists
B > 1, B ∈ N for which bn+1 ≥ Bbn for every n ∈ N and

lim
n→∞

logbn+1

logbn
= 1. (2.4)

Let {Qi} be a cover of G constituted by 1
Bu -meshes (u ∈ N), and let Q be

a 1
Br -mesh from {Qi}. Let {Qj}j∈A be a cover of G

⋂
Q constituted by 1

Bk -
meshes with fixed k > r. Then, if B1−α > 1 + c1

c , where c and c1 are as in
(2.2), there exists a constant λ > 0 such that, for enough large r:∑

j∈A

|Qj |2−α ≤ λ|Q|2−α. (2.5)

Proof. By (2.1), in order to prove (2.5) we have to determine an upper bound
for the measure of the set F = {x ∈ R : (x, f(x)) ∈ Q}. To this end observe
that, if we consider for every s ∈ N the function fs(x) =

∑
n≤s

ϕ(bnx)
bα

n
and if

ϕ(x) ≤ 1 for every x ∈ R as is not restrictive to suppose, then:

|f(x)− fk+ν−1| ≤ Σn≥k+ν
ϕ(bnx)
bαn

≤ Bα

bαk+ν(Bα − 1)
,

where, given r ∈ N and k > r, ν has been chosen in such a way that:
1

bαk+ν

≤ 1
Br

<
1

bαk+ν−1

.

Therefore:

|f(x)− fk+ν−1| ≤
Bα

Br(Bα − 1)
. (2.6)

Consider the strip S obtained prolonging Q downwards a distance Bα

Br(Bα−1) .

By (2.6) if (x, f(x)) ∈ Q then (x, fk+ν−1(x)) ∈ S and, since fk+ν−1(x) ≤
fk+ν(x) ≤ f(x), also (x, fk+ν(x)) ∈ S. Therefore:

F ⊆ Fk+ν−1

⋂
Fk+ν ,

where Fs = {x ∈ R : (x, fs(x)) ∈ S} for every s ∈ N. By hypotheses ϕ is
strictly increasing or decreasing in a finite number of intervals of [0, 1]: let
M ∈ N be their number.

Now in every interval I in which f ′s(x) is either positive or negative, it
is, for every x ∈ I :

f ′s(x) = Σn≤sb
1−α
n ϕ′(bnx) = b1−α

s Σn≤s(
bn
bs

)1−αϕ′(bnx),

whence, by (2.2), there exists c2 = c− c1
B1−α−1 > 0 by hypothesis, such that:

|f ′s(x)| ≥ c2b
1−α
s (2.7)
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and therefore, for every s ∈ N, the sign of f ′s(x) in I is the same of ϕ′(bsx).
Consequently in every interval of unitary length, the function fk+ν−1 is
strictly increasing or decreasing in at most M([bk+ν−1] + 1) intervals, where
[bk+ν−1] denotes the integer part of bk+ν−1 ; by Lagrange theorem and by
(2.7) the length of an interval I where the oscillation of fk+ν−1 is not greater
than 1

Br (1 + Bα

Bα−1 ) = Cα

Br is given by:

|I| ≤ Cα

Brc2b
1−α
k+ν−1

.

Consider now the intervals J enclosed in the previous ones in which the
function fk+ν has an oscillation less or equal to Cα

Br . As before we have:

|J | ≤ Cα

Brc2b
1−α
k+ν

.

For every previous interval I there are

M([bk+ν ] + 1)|I| ≤ MCα2bk+ν

Brc2b
1−α
k+ν−1

,

such intervals and therefore :

m(F ) ≤ MCα2bk+ν

Brc2b
1−α
k+ν−1

Cα

Brc2b
1−α
k+ν

≤
2MC2

αb
α
k+ν

c22B
2rb1−α

k+ν−1

whence, by the choice of ν :

m(F ) ≤
2MC2

αb
α
k+ν

c22B
r(2−α)bα

2+1−α
k+ν−1

. (2.8)

By (2.4), for every ε > 0 it is possible to determine ko such that for every
k > ko it is bk+ν ≤ b1+ε

k+ν−1. Now it is possible to determine ε > 0 in such a way

that (1+ε)α ≤ α2−α+1 and therefore, for enough large k: bαk+ν ≤ bα
2−α+1

k+ν−1 .
By (2.8) we can conclude that there is a positive constant γ > 0 such that
m(F ) ≤ γ

Br(2−α) for enough large r and, by (2.1), the lemma is proven. �

Remark 2.3. It is worth noticing that it is possible to apply Lemma 2.2 even
in situations in which the conditions stated there do not hold, for example
if ϕ is such that it is possible to perform on it a geometrical transformation
obtaining a smooth function ψ in such a way that the corresponding func-
tions to ϕ and ψ have the same geometrical measure properties. For example
consider the function

ϕ(x) =
1 + sin(2πx)

4
if − 1

4
≤ x <

3
4
, ϕ(x+ 1) = ϕ(x) for every x ∈ R;

the hypotheses of Lemma 2.2 are not satisfied, since there exist points x such
that ϕ′(x) = 0. Consider now the function:

ψ(x) =
1
2

+2x−ϕ(x) if − 1
4
≤ x <

1
4
, ψ(x) =

3
2
−2x−ϕ(x) if

1
4
≤ x ≤ 3

4
,

ψ(x+ 1) = ψ(x) for every x ∈ R.
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It is a smooth function since it is nonnegative and continuous in R, piecewise
differentiable and 2− π

2 ≤ |ψ′(x)| ≤ 2+ π
2 for every x where ψ is differentiable.

Consider the function (2.3), where bn = dn with a fixed d ∈ N, consider
also the function:

fk(x) = Σn≤k
ϕ(bnx)
bαn

.

Let I be an interval where ϕ(bkx) is either strictly increasing or strictly
decreasing and therefore ϕ(bsx) for every s ≤ k is either strictly increasing or
strictly decreasing. But then also ψ(bsx) for s ≤ k is either strictly increasing
or decreasing. Therefore it is easy to check that if x′ and x” belong to I,
then, substituting ϕ by ψ in fk, we get:

fk(x′)− fk(x”) = (x′ − x”)Σn≤k
±2
dnα

− ψ(dkx′)− ψ(dkx”)
dkα

−Σn<k
ψ(dnx′)− ψ(dnx”)

dnα

whence:

|fk(x′)− fk(x”)| ≥ |x′ − x”|
{
dk(1−α)(2− π

2
)− 2

dα − 1
− (2 +

π

2
)
dk(1−α)

d1−α − 1

}
Let d be large enough that 2ρ = 2 − π

2 −
2+ π

2
d1−α−1 > 0; then fix ko in such

a way that for every k > ko it is dk(1−α)(2 − π
2 −

2+ π
2

d1−α−1 >
4

dα−1 . Then for
every k > ko it is:

|fk(x′)− fk(x”)| ≥ |x′ − x”|ρdk(1−α).

Then a valuation of the length of an interval I where fk has an oscillation
not greater than Cα

Br (see the proof of Lemma 2.2, where B = d ∈ N) is given
by

|I| ≤ Cα

ρdrdk(1−α)
.

From this point onwards the proof proceeds as the proof of Lemma 2.2.
Another example is given by the function

ϕ(x) =
1− cos(2πx)

2
x ∈ [0, 1]; ϕ(x+ 1) = ϕ(x) for every x ∈ R;

in this case we can consider the related smooth function:

ψ(x) = 4x− ϕ(x) if 0 ≤ x ≤ 1
2
; ψ(x) = 4(1− x)− ϕ(x) if

1
2
≤ x < 1;

ψ(x+ 1) = ψ(x) for every x ∈ R.

Repeating the procedure developed above it is easily seen that Lemma 2.2
holds.



On the Hausdorff dimension of the graph 13

Lemma 2.4. Let f : [a, b] → R be an α-Hölder continuous function, (0 <
α ≤ 1), and let {Qi} be a cover of G constituted by 1

dk -meshes, with d ∈ N,
d > 1 and variable k ∈ N . Then there exists a sequence of finite covers
{Qn

i }i=1,...,kn
of G such that, for every s ≥ 2− α it is:

+∞∑
i=1

|Qi|s = lim
n→∞

∑
i=1,...,kn

|Qn
i |s.

As a consequence, for such values of s it is:

Ns(G) = lim
δ→0

inf{
∑

i

|Qi|s : G ⊆
⋃
Qi, Qi finite and |Qi| =

1
dk

< δ.}

(2.9)

Proof. If {Qi} is finite then put {Qn
i } = {Qi} for every n ∈ N . Otherwise

there exist meshes in {Qi} whose diameter is arbitrarily small and it is pos-
sible to execute the following construction.

Let 1
dl be the greatest edge of the meshes appearing in Qi and let

{Q1
i }i=1,...,k1 the (finite) cover of G constituted by 1

dl -meshes only.
Among all the 1

dl -meshes considered above, take only those appearing
in {Qi}.

Divide the remaining 1
dl -meshes in 1

dl+1 -meshes and consider only those
having a common point with G. Let {Q2

i }i=1,...,k2 be the cover of G consti-
tuted by the 1

dl -meshes appearing in {Qi} and by the 1
dl+1 -meshes disjoint

from the preceding ones and with at least one common point with G.
Iterate the procedure: at step n let {Qn

i }i=1,...,kn be the finite cover of
G constituted by all the 1

dl -meshes, the 1
dl+1 -meshes, . . . , the 1

dl+n−2 -meshes
appearing in {Qi} and by the 1

dl+n−1 -meshes disjoint from the preceding ones
and having at least one common point with G.

Divide the sum
∑

i=1,...,kn
|Qn

i |s (s > 0) in two parts: in the first one
put the contributes of all the elements appearing in the starting cover {Qi};
in the second part put the contributes of the remaining elements, let they be,
for every n ∈ N, {Tn

i } and let hn be their number. By construction, for every
n ∈ N the diameter |Tn

i | is constant with respect to i = 1, . . . , hn. Moreover:

hn ≤ L(
|Tn

i |√
2

)α 2m(Pn)
|Tn

i |2
= L(

√
2)2−α|Tn

i |α−2m(Pn),

where m(Pn) is the linear Lebesgue measure of the projection on the x-axis
of the set

⋃
i=1,...,hn

Tn
i . Therefore:∑

i=1,...,hn

|Tn
i |s ≤ L(

√
2)2−α|Tn

i |s−(2−α)m(Pn).

Since {Qi} is a cover of G, the sequence (Pn) is decreasing with re-
spect to the inclusion relation and limn→∞m(Pn) = 0. It follows that
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limn→∞
∑

i=1,...,hn
|Tn

i |s = 0, since s− (2− α) ≥ 0. On the other hand:

lim
n→∞

∑
i=1,...,kn

|Qn
i |s =

+∞∑
i=1

|Qi|s + lim
n→∞

∑
i=1,...,hn

|Tn
i |s

and Lemma 2.4 is proven. �

3. The main theorems

By the definition of H2−α(G), if f : [a, b] → R is α-Hölder continuous,
then

H2−α(G) ≤ limδ→0Nδ(G)δ2−α.

Lemmas 2.2 and 2.4 allow us to prove that, under the hypotheses of Lemma
2.2, the last inequality can be inverted. Indeed the following theorem holds:

Theorem 3.1. Let

f(x) =
∑
n∈N

ϕ(bnx)
bαn

, (0 < α < 1)

where ϕ is a smooth function and where (bn)n∈N is such that there exists
B > 1, B ∈ N for which bn+1 ≥ Bbn for every n ∈ N and (2.4) holds. Then,
if B1−α > 1+ c1

c , where c and c1 are as in (2.2), there exists a constant γ > 0
such that:

limδ→0Nδ(G)δ2−α ≤ γH2−α(G). (3.1)

Proof. Let {Qi} be a finite cover of G constituted by 1
dk -meshes, with k

variable in N, such that 1
dk < δ. By Lemma 2.2 passing to the g.l.b. we get,

for enough small δ:

inf
δ1<δ

Nδ1(G)δ2−α
1 ≤ γ1 inf{Σ|Qi|2−α, Qi finite,G ⊆

⋃
Qi, |Qi| < δ},

where δ1 is the minimum length of the edges of the elements of {Qi} and γ1

is a suitable constant. Passing to the limit, by Lemma 2.4, one gets:

limδ→0Nδ(G)δ2−α ≤ γ1N
2−α(G);

since there exists a constant A > 0 such that N2−α(G) ≤ AH2−α(G) (see
[4], 5.2), the thesis follows. �

Theorem 3.2. Let

f(x) =
∑
n∈N

ϕ(bnx)
bαn

,

where 0 < α < 1, ϕ is a smooth function and where (bn)n∈N is such that
there exist two numbers B > 1, B ∈ N and µ > 0 for which: bn+1 ≥ Bbn for
every n ∈ N and bn ≥ µbn+1 for every n ∈ N (whence (7.7)) holds). Then,
if B is enough large, the Hausdorff dimension of G is maximum, equal to
2 − α. Moreover there exists a constant C > 0 such that, for every interval
[a, b] ⊆ R it is H2−α(G) ≥ C(b− a) if the portion of G whose projection on
the x- axis is [a, b] is considered.
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Proof. It is easy to see that f is α-Hölder continuous and therefore the Haus-
dorff dimension of G is less than or equal to 2− α.

To prove the converse inequality we will use Theorem 3.1 of this Section.
Indeed consider, for every δ > 0, the cover of [0, 1] constituted by the intervals
[0, δ[, [δ, 2δ[, . . . , [pδ, (p+ 1)δ[, with p = [1δ ]. Let k ∈ N be such that:

2
bk+1

≤ δ <
2
bk

(3.2)

and let h = 1
4bk+1

. Since δ ≥ 2
bk+1

, in every interval of the cover there is an
interval whose length is 1

bk+1
, let

[
j

bk+1
,
j + 1
bk+1

[⊆ [lδ, (l + 1)δ[

for suitable j ∈ N. Therefore, for every l = 1, 2, . . . , p, the oscillation in
[lδ, (l + 1)δ[ is not less than

|f(
j

bk+1
+ h)− f(

j

bk+1
)| = |

+∞∑
n=1

ϕ[bn( j
bk+1

+ h)]− ϕ(bn j
bk+1

)

bαn
|.

Assume that c is the Lipschitz coefficient of ϕ and, as is not restrictive, that
ϕ(0) = 0, ϕ is positive and increasing in ]0, 1

4 ] and therefore ϕ( 1
4 ) > 0; we

have:

|f(
j

bk+1
+ h)− f(

j

bk+1
)| ≥

|ϕ( 1
4 )|

bαk+1

− c
n=k∑
n=1

1
4bk+1

bαn
− 2Σn≥k+2

1
bαn
. (3.3)

Then it is:

|f(
j

bk+1
+ h)− f(

j

bk+1
)| ≥ ϕ(

1
4
)4αhα − chα

41−α
[

1
bα1 b

1−α
k+1

+ . . .+
1

bαk b
1−α
k+1

]

− 2
bαk+2

[1 +
1
Bα

+ . . .] ≥ 4αhα[ϕ(
1
4
)− c

4B(k+1)(1−α)(Bα − 1)
− 2
Bα − 1

].

Therefore, if B is enough large, there exists a constant C1 > 0 such that
for every δ > 0 and for every interval [lδ, (l + 1)δ[ with l = 1, . . . , p, we have
that the oscillation of f in such an interval is greater than or equal to C1h

α

(for the method used here to obtain this inequality see the proof of Zhou
and He in Lemma 2.5 of [6], where the particular case of ϕ(x) = sin(x) is
considered).

Therefore it is Nδ(G) ≥ C1hα

δ2 , whence, by the hypothesis, for every
δ > 0 :

Nδ(G)δ2−α ≥ C1h
α

δα
≥ C2(

bk
bk+1

)α ≥ C2µ
α > 0.

It follows that limδ→0Nδδ
2−α ≥ C2µ

α > 0 and the thesis follows, since
this inequality implies, by previous Theorem 3.1, that it is also H2−α(G) > 0.
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Finally if in the preceding proof we consider that part of G whose projection
on the x-axis is the interval [a, b] instead of the interval [0, 1], we obtain:

H2−α(G) ≥ C2µ
α(b− a)

whence the thesis. �

As we have seen in Remark 2.3, Lemma 2.2 and therefore also Theorem
3.2, whose proof is essentially based upon Lemma 2.2, can be proved also
under other less restrictive hypotheses. For example we claim that:

Theorem 3.3. If d ∈ N is enough large, the graph of the Weierstrass function

f(x) = Σn∈N
sin(2πdnx)

dnα
, (0 < α < 1)

has Hausdorff dimension equal to 2− α. The same conclusion holds , if d is
enough large, for the following function introduced by Mandelbrot (1977):

g(x) = Σn∈N
1− cos(2πdnx)

dnα
, (0 < α < 1).

Proof. Indeed consider the function:

ϕ(x) =
1 + sin(2πx)

4
, −1

4
≤ x <

3
4
, ϕ(x+ 1) = ϕ(x) for every x ∈ R;

as we have seen in Remark 2.3, we can apply Lemma 2.2 and therefore also
Theorem 3.2 to this function, obtaining that the Hausdorff dimension of the
graph of the function:

Σn∈N
ϕ(dnx)
dnα

=
1
4
(Σn∈N

1
dnα

+ Σn∈N
sin(2πdnx)

dnα

coincides with 2 − α and obviously the same happens for the graph of the
function f. With the same procedure we prove the thesis about Mandelbrot
function: in this case we condider the function

ϕ(x) =
1− cos(2πx)

2
and the related smooth function ψ given in Remark 2.3. Then Theorem 3.2
is applicable and the thesis is proven. �

Theorem 3.4. Let

f(x) =
∑
n∈N

(−1)nϕ(bnx)
bαn

, (0 < α < 1)

where ϕ and (bn)n∈N are as in Theorem 3.2. Then, if B is enough large, both
the box dimension and the Hausdorff dimension of G are equal to 2− α.

Proof. As in the proof of Theorem 3.2 above, it is easy to see that f is α-
Hölder continuous and therefore the Hausdorff dimension of G is less than
or equal to 2 − α. To prove the converse inequality let δ > 0 and consider
the cover of [0, 1] : [0, δ[, [δ, 2δ[, . . . , [pδ, (p + 1)δ[, where p = [ 1δ ]. Let k ∈ N

be such that (3.2) holds and put h = 1
4bk+1

. Then proceed as in the proof of
Theorem 3.2, obtaining (3.3). Therefore there exists a constant C > 0 such
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that the oscillation of f in every interval [lδ, (l+ 1)δ], (0 ≤ l ≤ p), is not less
than Chα and we can conclude as in the proof of Theorem 3.2. �
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Abstract. Here we derive very general univariate tight integral inequal-
ities of Chebyshev-Grüss, Ostrowski types, for comparison of integral
means and Information theory. These are based on well-known Sobolev
integral representations of a function. Our inequalities engage ordinary
and weak derivatives of the involved functions. We give also applica-
tions. On the way to prove our main results we derive important esti-
mates for the averaged Taylor polynomials and remainders of Sobolev
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1. Introduction

This article is greatly motivated by the following theorems:

Theorem 1.1. (Chebychev, 1882, [6]) Let f, g : [a, b] → R absolutely continu-
ous functions. If f ′, g′ ∈ L∞ ([a, b]), then∣∣∣∣∣ 1

b− a

∫ b

a

f (x) g (x) dx− 1
(b− a)2

(∫ b

a

f (x) dx

)(∫ b

a

g (x) dx

)∣∣∣∣∣ (1.1)

≤ 1
12

(b− a)2 ‖f ′‖∞ ‖g′‖∞ .

Theorem 1.2. (G. Grüss, 1935, [10]) Let f, g integrable functions from
[a, b] → R, such that m ≤ f (x) ≤ M , ρ ≤ g (x) ≤ σ, for all x ∈ [a, b],
where m,M, ρ, σ ∈ R. Then∣∣∣∣∣ 1

b− a

∫ b

a

f (x) g (x) dx− 1
(b− a)2

(∫ b

a

f (x) dx

)(∫ b

a

g (x) dx

)∣∣∣∣∣ (1.2)
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≤ 1
4

(M −m) (σ − ρ) .

In 1938, A. Ostrowski [13] proved

Theorem 1.3. Let f : [a, b] → R be continuous on [a, b] and differentiable on
(a, b) whose derivative f ′ : (a, b) → R is bounded on (a, b), i.e., ‖f ′‖∞ =
sup

t∈(a,b)

|f ′ (t)| < +∞. Then∣∣∣∣∣ 1
b− a

∫ b

a

f (t) dt− f (x)

∣∣∣∣∣ ≤
[

1
4

+

(
x− a+b

2

)2
(b− a)2

]
· (b− a) ‖f ′‖∞ , (1.3)

for any x ∈ [a, b]. The constant 1
4 is the best possible.

See also [1], [2], [3] for related works that inspired as well this article.
In this work using the univariate Sobolev type representation formu-

lae, see Theorems 10, 14 and also Corollaries 11, 12, we estimate first their
remainders and then the involved averaged Taylor polynomials.

Based on these estimates we derive lots of very tight inequalities on R:
of Chebyshev-Grüss type, Ostrowski type, for Comparison of integral means
and Csiszar’s f -Divergence with applications. Our results involve ordinary
and weak derivatives and they go to all possible directions using various
norms. All of our tools come from the excellent monograph by V. Burenkov,
[5].

2. Basics

Here we follow [5].
For a measurable non empty set Ω ⊂ Rn, n ∈ N we shall denote by

Lloc
p (Ω) (1 ≤ p ≤ ∞) - the set of funtions defined on Ω such that for each

compact K ⊂ Ω f ∈ Lp (K) .

Definition 2.1. Let Ω ⊂ Rn be an open set, α ∈ Zn
+, α 6= 0 and f, g ∈ Lloc

1 (Ω).
The function g is a weak derivative of the function f of order α on Ω (briefly
g = Dα

wf) if ∀ ϕ ∈ C∞
0 (Ω) (i.e. ϕ ∈ C∞ (Ω) compactly supported in Ω)∫

Ω

fDαϕdx = (−1)|α|
∫

Ω

gϕdx. (2.1)

Definition 2.2. W l
p (Ω) (l ∈ N, 1 ≤ p ≤ ∞) - Sobolev space, which is the

Banach space of functions f ∈ Lp (Ω) such that ∀ α ∈ Zn
+ where |α| ≤ l the

weak derivatives Dα
wf exist on Ω and Dα

wf ∈ Lp (Ω), with the norm

‖f‖W l
p(Ω) =

∑
|α|≤l

‖Dα
wf‖Lp(Ω) . (2.2)

Definition 2.3. For l ∈ N, we define the Sobolev type local space(
W l

1

)(loc)
(Ω) := {f : Ω → R : f ∈ L1

loc (Ω)

and all f-distributional partials of orders ≤ l belong to
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L1
loc (Ω)} = {f ∈ Lloc

1 (Ω) : for each open set G compactly embedded into Ω,
f ∈W l

1 (G)}.

We use Definitions 2.1, 2.2, 2.3 on R. Next we mention Sobolev’s integral
representation from [5].

Definition 2.4. ([5], p. 82) Let −∞ < a < b <∞,

ω ∈ L1 (a, b) ,
∫ b

a

ω (x) dx = 1. (2.3)

Define

Λ (x, y) :=

{ ∫ y

a
ω (u) du, a ≤ y ≤ x ≤ b,

−
∫ b

y
ω (u) du, a ≤ x < y ≤ b.

(2.4)

Proposition 2.5. ([5], p. 82) Let f be absolutely continuous on [a, b]. Then ∀
x ∈ (a, b)

f (x) =
∫ b

a

f (y)ω (y) dy +
∫ b

a

Λ (x, y) f ′ (y) dy, (2.5)

the simplest case of Sobolev’s integral representation.

Remark 2.6. ([5], pp. 82-83) We have that Λ is bounded:

∀ x, y ∈ [a, b] , |Λ (x, y)| ≤ ‖ω‖L1(a,b) , (2.6)

and if ω ≥ 0, then

∀ x, y ∈ [a, b] , |Λ (x, y)| ≤ Λ (b, b) = 1.

If ω is symmetric with respect to a+b
2 , then ∀ y ∈ [a, b] we have∣∣∣∣Λ(a+ b

2
, y

)∣∣∣∣ ≤ 1
2
.

Examples of ω:
ω (x) = 1

b−a , ∀ x ∈ (a, b) ,
also
ω (x) = 1

2m

(
χ(a,a+ 1

m ) + χ(b− 1
m ,b)

)
, where χ(α,β) denotes the charac-

teristic function of (α, β), m ∈ N and m ≥ 2 (b− a)−1
.

If f ∈
(
W l

1

)loc (a, b), then f is equivalent to a function, which is locally
absolutely continuous on (a, b) (its ordinary derivative, which exists almost
everywhere on (a, b), is a weak derivative f ′w of f). Thus (2.5) holds for almost
every x ∈ (a, b) if f ′ is replaced by f ′w.

In this article sums of the form
∑0

k=1 · = 0.
We mention

Theorem 2.7. ([5], p. 83) Let l ∈ N, −∞ ≤ a < α < β < b ≤ ∞ and{
ω ∈ L1 (R) , (support) sup pω ⊂ [α, β] ,∫

R ω (x) dx = 1 (2.7)



22 George A. Anastassiou

Moreover, suppose that the derivative f (l−1) exists and is locally absolutely
continuous on (a, b). Then ∀ x ∈ (a, b)

f (x) =
l−1∑
k=0

1
k!

∫ b

a

f (k) (y) (x− y)k
ω (y) dy

+
1

(l − 1)!

∫ b

a

(x− y)l−1 Λ (x, y) f (l) (y) dy, (2.8)

and

f (x) =
l−1∑
k=0

1
k!

∫ β

α

f (k) (y) (x− y)k
ω (y) dy

+
1

(l − 1)!

∫ bx

ax

(x− y)l−1 Λ (x, y) f (l) (y) dy, (2.9)

where ax = x, bx = β for x ∈ (a, α]; ax = α, bx = β for x ∈ (α, β); ax = α,
bx = x for x ∈ [β, b).

If, in particular, −∞ < a < b < ∞, f (l−1) exists and is absolutely
continuous on [a, b], then (2.8), (2.9) hold ∀ x ∈ [a, b] and for any interval
(α, β) ⊂ (a, b) .

Corollary 2.8. ([5], p. 85) Suppose that l > 1, condition (2.7) is replaced by{
ω ∈ C(l−2) (R) , sup pω ⊂ [α, β] ,∫

R ω (x) dx = 1,
(2.10)

and the derivative ω(l−2) is absolutely continuous on [a, b] .
Then for the same f as in Theorem 2.7, ∀ x ∈ (a, b)

f (x) =
∫ β

α

(
l−1∑
k=0

(−1)k

k!

[
(x− y)k

ω (y)
](k)

y

)
f (y) dy

+
1

(l − 1)!

∫ bx

ax

(x− y)l−1 Λ (x, y) f (l) (y) dy. (2.11)

In particular here

ω (α) = ... = ω(l−2) (α) = ω (β) = ... = ω(l−2) (β) = 0. (2.12)

Corollary 2.9. ([5], p. 86) Suppose that l,m ∈ N, m < l. Then for the same
f and ω as in Corollary 2.8, ∀ x ∈ (a, b)

f (m) (x) =
∫ β

α

(
l−m−1∑

k=0

(−1)k+m

k!

[
(x− y)k

ω (y)
](k+m)

y

)
f (y) dy (2.13)

+
1

(l −m− 1)!

∫ bx

ax

(x− y)l−m−1 Λ (x, y) f (l) (y) dy.
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Remark 2.10. ([5], p. 86) The first summand in (2.11) can take the form:
∫ β

α

(∑l−1
s=0 σs (x− y)s

ω(s) (y)
)
f (y) dy,

where σs := (−1)s

s!

∑l−s−1
k=s

(
s+ k
k

)
.

(2.14)

Similarly we have for the first summand of (2.13) the following form
∫ β

α

(∑l−1
s=m σs,m (x− y)s−m

ω(s) (y)
)
f (y) dy,

where σs,m := (−1)s

(s−m)!

∑l−s−1
k=s

(
s+ k
k

)
.

(2.15)

We need

Theorem 2.11. ([5], p. 91) Let l ∈ N , −∞ ≤ a < α < β < b ≤ ∞, ω satisfy
condition

ω ∈ L1 (R) , sup pω ⊂ [α, β] ,
∫

R
ω (x) dx = 1, (2.16)

and f ∈
(
W l

1

)loc (a, b) . Then for almost every x ∈ (a, b)

f (x) =
l−1∑
k=0

1
k!

∫ β

α

f (k)
w (y) (x− y)k

ω (y) dy

+
1

(l − 1)!

∫ bx

ax

(x− y)l−1 Λ (x, y) f (l)
w (y) dy, (2.17)

where ax, bx as in Theorem 2.7.
We denote f (0)

w := f.

Remark 2.12. ([5], p. 92) By Theorem 2.11 it follows that if in Corollaries
2.8, 2.9 f ∈

(
W l

1

)loc (a, b) then equalities (2.11) and (2.13) hold almost ev-
erywhere on (a, b), if we replace f (l), f (m) by the weak derivatives f (l)

w , f
(m)
w ;

respectively.

Next we estimate the remainders of the above mentioned Sobolev rep-
resentations.

We make

Remark 2.13. Denote by f
(k)

either f (k) or f (k)
w , where k ∈ N. Let 0 ≤ m < l,

m ∈ Z+. We estimate

Rm,lf (x) :=
1

(l −m− 1)!

∫ β

α

(x− y)l−m−1 Λ (x, y) f
(l)

(y) dy, (2.18)

for x ∈ (α, β), where Λ as in (2.4), see also (2.6).
So we have

R0,lf (x) :=
1

(l − 1)!

∫ β

α

(x− y)l−1 Λ (x, y) f
(l)

(y) dy. (2.19)
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Thus we obtain

|Rm,lf (x)| ≤
‖ω‖L1(a,b) · (β − α)l−m−1

(l −m− 1)!

∫ β

α

∣∣∣f (l)
(y)
∣∣∣ dy (2.20)

=
‖ω‖L1(a,b) ·

∥∥∥f (l)
∥∥∥

L1(α,β)
· (β − α)l−m−1

(l −m− 1)!
,

x ∈ (α, β) .
We also have

|Rm,lf (x)| ≤
‖ω‖L1(a,b)

(l −m− 1)!

∫ β

α

|x− y|l−m−1
∣∣∣f (l)

(y)
∣∣∣ dy =: I1.

If f
(l) ∈ L∞ (α, β), then

I1 ≤
‖ω‖L1(a,b)

∥∥∥f (l)
∥∥∥

L∞(α,β)

(l −m− 1)!

(∫ β

α

|x− y|l−m−1
dy

)
.

But ∫ β

α

|x− y|l−m−1
dy =

∫ x

α

(x− y)l−m−1
dy +

∫ β

x

(y − x)l−m−1
dy

=
(β − x)l−m + (x− α)l−m

l −m
.

Therefore if f
(l) ∈ L∞ (α, β), then

|Rm,lf (x)| ≤
‖ω‖L1(a,b)

∥∥∥f (l)
∥∥∥

L∞(α,β)

(l −m)!

(
(β − x)l−m + (x− α)l−m

)
, (2.21)

x ∈ (α, β) .

Let now p, q > 1 : 1
p + 1

q = 1. If f
(l) ∈ Lp (α, β), then

I1 ≤
‖ω‖L1(a,b)

(l −m− 1)!

(∫ β

α

|x− y|q(l−m−1)
dy

) 1
q ∥∥∥f (l)

∥∥∥
Lp(α,β)

.

But∫ β

α

|x− y|q(l−m−1)
dy =

∫ x

α

(x− y)q(l−m−1)
dy +

∫ β

x

(y − x)q(l−m−1)
dy

=
(x− α)q(l−m−1)+1 + (β − x)q(l−m−1)+1

q (l −m− 1) + 1
.

Hence if f
(l) ∈ Lp (α, β), then

|Rm,lf (x)| ≤
‖ω‖L1(a,b)

∥∥∥f (l)
∥∥∥

Lp(α,β)

(l −m− 1)!
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×

(
(β − x)q(l−m−1)+1 + (x− α)q(l−m−1)+1

q (l −m− 1) + 1

) 1
q

, (2.22)

x ∈ (α, β) .
If sup pω ⊂ [α, β], then

‖ω‖L1(a,b) = ‖ω‖L1(α,β) . (2.23)

If ω ∈ C (R) and sup pω ⊂ [α, β], then

‖ω‖L1(α,β) ≤ ‖ω‖∞,[α,β] · (β − α) . (2.24)

We make

Remark 2.14. Here we estimate from the Taylor’s averaged polynomial, see
(2.9) and (2.17), tha part

Ql−1f (x) :=
l−1∑
k=1

1
k!

∫ β

α

f
(k)

(y) (x− y)k
ω (y) dy, (2.25)

called also quasi-averaged Taylor polynomial. When l = 1, then Q0f (x) = 0.
We see that∣∣Ql−1f (x)

∣∣ ≤ l−1∑
k=1

1
k!

∫ β

α

∣∣∣f (k)
(y)
∣∣∣ |x− y|k |ω (y)| dy

≤

(
l−1∑
k=1

(β − α)k

k!

∥∥∥f (k)
∥∥∥

L1(α,β)

)
‖ω‖L∞(R) , (2.26)

given that ‖ω‖L∞(R) <∞, x ∈ (α, β) .

Similarly, when f
(k) ∈ L∞ (α, β), k = 1, ..., l−1, and ‖ω‖L∞(R) <∞ we

derive

∣∣Ql−1f (x)
∣∣ ≤ l−1∑

k=1

∥∥∥f (k)
∥∥∥

L∞(α,β)
‖ω‖L∞(R)

k!

∫ β

α

|x− y|k dy

=

(
l−1∑
k=1

(
(β − x)k+1 + (x− α)k+1

(k + 1)!

)∥∥∥f (k)
∥∥∥

L∞(α,β)

)
‖ω‖L∞(R) , (2.27)

x ∈ (α, β) .

Let p, q > 1 : 1
p + 1

q = 1, f
(k) ∈ Lp (α, β), k = 1, ..., l − 1, and again

‖ω‖L∞(R) <∞. Then

∣∣Ql−1f (x)
∣∣ ≤ l−1∑

k=1

∥∥∥f (k)
∥∥∥

Lp(α,β)

k!

(∫ β

α

|x− y|kq
dy

) 1
q

‖ω‖L∞(R)
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=

 l−1∑
k=1

(
(β − x)(kq+1) + (x− α)(kq+1)

kq + 1

) 1
q

∥∥∥f (k)
∥∥∥

Lp(α,β)

k!

 ‖ω‖L∞(R) ,

(2.28)
x ∈ (α, β) .

Assume ω ∈ L1 (R) and f
(k) ∈ L∞ (α, β), k = 1, ..., l − 1, then

∣∣Ql−1f (x)
∣∣ ≤

 l−1∑
k=1

∥∥∥f (k)
∥∥∥

L∞(a,β)
(β − α)k

k!

 ‖ω‖L1(R) , (2.29)

x ∈ (α, β) .

Assume p, q > 1 : 1
p + 1

q = 1, f
(k) ∈ Lp (α, β), k = 1, ..., l − 1; ω ∈

Lq (α, β), then

∣∣Ql−1f (x)
∣∣ ≤ ( l−1∑

k=1

(β − α)k

k!

∥∥∥f (k)
∥∥∥

Lp(α,β)

)
‖ω‖Lq(α,β) , (2.30)

x ∈ (α, β) .

Assume p, q, r > 1 : 1
p + 1

q + 1
r = 1, f

(k) ∈ Lp (α, β), k = 1, ..., l − 1;
ω ∈ Lq (α, β), then ∣∣Ql−1f (x)

∣∣ ≤ l−1∑
k=1

∥∥∥f (k)
∥∥∥

Lp(α,β)

k!

(
(β − x)(kr+1) + (x− α)(kr+1)

(kr + 1)

) 1
r

 ‖ω‖Lq(α,β) ,

(2.31)
x ∈ (α, β) .

We also make

Remark 2.15. Here l > 1, ω ∈ C(l−2) (R), sup pω ⊂ [α, β],
∫

R ω (x) dx = 1,
and the derivative ω(l−2) is absolutely continuous on [a, b]. Hence we have
that

Ql−1f (x) =
l−1∑
k=1

(−1)k

k!

∫ β

α

([
(x− y)k

ω (y)
](k)

y

)
f (y) dy, (2.32)

∀ x ∈ (α, β) .
And it holds∣∣Ql−1f (x)

∣∣ ≤ l−1∑
k=1

1
k!

∫ β

α

∣∣∣∣[(x− y)k
ω (y)

](k)

y

∣∣∣∣ |f (y)| dy, (2.33)

∀ x ∈ (α, β) .
Consequently, ∀ x ∈ (α, β) ,∣∣Ql−1f (x)

∣∣ ≤
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

(∑l−1
k=1

1
k!

∥∥∥∥[(x− y)k
ω (y)

](k)

y

∥∥∥∥
∞

)
‖f‖L1(α,β) , if f ∈ L1 (α, β) ,(∑l−1

k=1
1
k!

∥∥∥∥[(x− y)k
ω (y)

](k)

y

∥∥∥∥
L1(α,β)

)
‖f‖L∞(α,β) , if f ∈ L∞ (α, β) ,

when p, q > 1 : 1
p + 1

q = 1, we have(∑l−1
k=1

1
k!

∥∥∥∥[(x− y)k
ω (y)

](k)

y

∥∥∥∥
Lq(α,β)

)
‖f‖Lp(α,β) , if f ∈ Lp (α, β) .

(2.34)
Let l,m ∈ N, m < l, and f, ω as above, x ∈ (α, β) .

We consider here

Ql−1
m f (x) :=

l−m−1∑
k=1

(−1)k+m

k!

∫ β

α

([
(x− y)k

ω (y)
](k+m)

y

)
f (y) dy. (2.35)

When l = m+ 1, then Ql−1
m f (x) := 0.

Hence it holds∣∣Ql−1
m f (x)

∣∣ ≤ l−m−1∑
k=1

1
k!

∫ β

α

∣∣∣∣([(x− y)k
ω (y)

](k+m)

y

)∣∣∣∣ |f (y)| dy, (2.36)

∀ x ∈ (α, β) .
Consequently, ∀ x ∈ (α, β) ,∣∣Ql−1

m f (x)
∣∣ ≤

(∑l−m−1
k=1

1
k!

∥∥∥∥[(x− y)k
ω (y)

](k+m)

y

∥∥∥∥
∞

)
‖f‖L1(α,β) , if f ∈ L1 (α, β) ,(∑l−m−1

k=1
1
k!

∥∥∥∥[(x− y)k
ω (y)

](k+m)

y

∥∥∥∥
L1(α,β)

)
‖f‖L∞(α,β) , if f ∈L∞ (α, β),

when p, q > 1 : 1
p + 1

q = 1, we have(∑l−m−1
k=1

1
k!

∥∥∥∥[(x− y)k
ω (y)

](k+m)

y

∥∥∥∥
Lq(α,β)

)
‖f‖Lp(α,β) , if f ∈ Lp (α, β) .

(2.37)

We also need

Remark 2.16. Here again f
(k)

means either f (k) or f (k)
w , k ∈ N. We rewrite

(2.9), (2.11) and (2.17). For x ∈ (α, β) we get

f (x) =
∫ β

α

f (y)ω (y) dy +Ql−1f (x) +R0,lf (x) . (2.38)

Also for x ∈ (α, β) we rewrite (2.13) (see also Remark 2.12) as follows:

f
(m)

(x) = (−1)m
∫ β

α

f (y)ω(m) (y) dy +Ql−1
m f (x) +Rm,lf (x) . (2.39)
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3. Main results

On our way to prove the general Chebyshev-Grüss type inequalities we
establish the general

Theorem 3.1. For f, g under the assumptions of any of Theorem 2.7, Corol-
lary 2.8 and Theorem 2.11 we obtain that

∆ (f, g) :=

∣∣∣∣∣
∫ β

α

ω (x) f (x) g (x) dx−

(∫ β

α

ω (x) f (x) dx

)(∫ β

α

ω (x) g (x) dx

)∣∣∣∣∣
≤ 1

2

[(∫ β

α

|ω (x)| |g (x)|
∣∣Ql−1f (x)

∣∣ dx+
∫ β

α

|ω (x)| |f (x)|
∣∣Ql−1g (x)

∣∣ dx)

+

(∫ β

α

|ω (x)| |g (x)| |R0,lf (x)| dx+
∫ β

α

|ω (x)| |f (x)| |R0,lg (x)| dx

)]
.

(3.1)

Proof. For x ∈ (α, β) we have

f (x) =
∫ β

α

f (y)ω (y) dy +Ql−1f (x) +R0,lf (x) ,

and

g (x) =
∫ β

α

g (y)ω (y) dy +Ql−1g (x) +R0,lg (x) .

Hence
ω (x) f (x) g (x)

= ω (x) g (x)
∫ β

α

f (y)ω (y) dy + ω (x) g (x)Ql−1f (x) + ω (x) g (x)R0,lf (x) ,

and
ω (x) f (x) g (x)

= ω (x) f (x)
∫ β

α

g (y)ω (y) dy + ω (x) f (x)Ql−1g (x) + ω (x) f (x)R0,lg (x) .

Therefore∫ β

α

ω (x) f (x) g (x) dx =

(∫ β

α

ω (x) g (x) dx

)(∫ β

α

f (x)ω (x) dx

)

+
∫ β

α

ω (x) g (x)Ql−1f (x) dx+
∫ β

α

ω (x) g (x)R0,lf (x) dx,

and ∫ β

α

ω (x) f (x) g (x) dx =

(∫ β

α

ω (x) f (x) dx

)(∫ β

α

g (x)ω (x) dx

)

+
∫ β

α

ω (x) f (x)Ql−1g (x) dx+
∫ β

α

ω (x) f (x)R0,lg (x) dx.
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Consequently there hold∫ β

α

ω (x) f (x) g (x) dx−

(∫ β

α

ω (x) f (x) dx

)(∫ β

α

g (x)ω (x) dx

)

=
∫ β

α

ω (x) g (x)Ql−1f (x) dx+
∫ β

a

ω (x) g (x)R0,lf (x) dx,

and ∫ β

α

ω (x) f (x) g (x) dx−

(∫ β

α

ω (x) f (x) dx

)(∫ β

α

g (x)ω (x) dx

)

=
∫ β

α

ω (x) f (x)Ql−1g (x) dx+
∫ β

α

ω (x) f (x)R0,lg (x) dx.

Adding the last two equalities and divide by two, we get∫ β

α

ω (x) f (x) g (x) dx−

(∫ β

α

ω (x) f (x) dx

)(∫ β

α

g (x)ω (x) dx

)

=
1
2

[(∫ β

α

ω (x) g (x)Ql−1f (x) dx+
∫ β

α

ω (x) f (x)Ql−1g (x) dx

)

+

(∫ β

α

ω (x) g (x)R0,lf (x) dx+
∫ β

α

ω (x) f (x)R0,lg (x) dx

)]
,

hence proving the claim. �

General Chebyshev-Grüss inequalities follow.
We give

Theorem 3.2. Let f, g with f (l−1), g(l−1) absolutely continuous on [a, b] ⊂ R,
l ∈ N; (α, β) ⊂ (a, b) . Let also ω ∈ L1 (R), sup pω ⊂ [α, β],

∫
R ω (x) dx = 1.

Then∣∣∣∣∣
∫ β

α

ω (x) f (x) g (x) dx−

(∫ β

α

ω (x) f (x) dx

)(∫ β

α

ω (x) g (x) dx

)∣∣∣∣∣ ≤
‖ω‖2L1(R)

2

‖g‖∞,(α,β)

 l−1∑
k=1

∥∥f (k)
∥∥
∞,(α,β)

(β − α)k

k!!

 +

‖f‖∞,(α,β)

 l−1∑
k=1

∥∥g(k)
∥∥
∞,(α,β)

(β − α)k

k!

+

[(
‖g‖∞,(α,β)

∥∥∥f (l)
∥∥∥

L1(a,β)
+ ‖f‖∞,(α,β)

∥∥∥g(l)
∥∥∥

L1(α,β)

)
(β − α)l−1

(l − 1)!

]]
. (3.2)

Proof. By (2.20) and (2.29). �
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Theorem 3.3. Let f, g ∈ Cl ([a, b]), [a, b] ⊂ R, l ∈ N, (α, β) ⊂ (a, b). Let also
ω ∈ L∞ (R), sup pω ⊂ [α, β],

∫
R ω (x) dx = 1. Then∣∣∣∣∣

∫ β

α

ω (x) f (x) g (x) dx−

(∫ β

α

ω (x) f (x) dx

)(∫ β

α

ω (x) g (x) dx

)∣∣∣∣∣ ≤
‖ω‖L1(R)

‖ω‖L1(R)

2

‖g‖∞,(α,β)

 l−1∑
k=1

∥∥f (k)
∥∥
∞,(α,β)

(β − α)k

k!

 +

‖f‖∞,(α,β)

 l−1∑
k=1

∥∥g(k)
∥∥
∞,(α,β)

(β − α)k

k!

+

[
‖ω‖∞,(α,β)

(β − α)l+1

(l + 1)!

(
‖g‖∞,(α,β)

∥∥∥f (l)
∥∥∥
∞,(α,β)

+‖f‖∞,(α,β)

∥∥∥g(l)
∥∥∥
∞,(α,β)

)]]
.

(3.3)

Proof. By (2.21) and (2.29). �

We further present

Theorem 3.4. Let f, g ∈
(
W l

1

)loc (a, b) ; a, b ∈ R; (α, β) ⊂ (a, b) , l ∈ N;
ω ∈ L∞ (R), sup pω ⊂ [α, β],

∫
R ω (x) dx = 1. Then∣∣∣∣∣

∫ β

α

ω (x) f (x) g (x) dx−

(∫ β

α

ω (x) f (x) dx

)(∫ β

α

ω (x) g (x) dx

)∣∣∣∣∣ ≤
‖ω‖2L∞(R)

2

{[
‖g‖L1(α,β)

(
l−1∑
k=1

(
(β − α)k

k!

∥∥∥f (k)
w

∥∥∥
L1(α,β)

))
+

‖f‖L1(α,β)

(
l−1∑
k=1

(
(β − α)k

k!

∥∥∥g(k)
w

∥∥∥
L1(α,β)

))]
+[(

‖g‖L1(α,β)

∥∥∥f (l)
w

∥∥∥
L1(α,β)

+ ‖f‖L1(α,β)

∥∥∥g(l)
w

∥∥∥
L1(α,β)

)
(β − α)l

(l − 1)!

]}
. (3.4)

Proof. By (2.20) and (2.26). �

Theorem 3.5. Let f, g ∈
(
W l

1

)loc (a, b) ; a, b ∈ R; (α, β) ⊂ (a, b) , l ∈ N; ω ∈
L∞ (R), sup pω ⊂ [α, β],

∫
R ω (x) dx = 1. Furthermore assume f

(k)
w , g

(k)
w ∈

L∞ (α, β) , k = 1, ..., l. Then∣∣∣∣∣
∫ β

α

ω (x) f (x) g (x) dx−

(∫ β

α

ω (x) f (x) dx

)(∫ β

α

ω (x) g (x) dx

)∣∣∣∣∣ ≤
‖ω‖2L∞(R)

2


‖g‖L1(α,β)

 l−1∑
k=1

∥∥∥f (k)
w

∥∥∥
L∞(α,β)

(β − α)k+1

k!

+
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‖f‖L1(α,β)

 l−1∑
k=1

∥∥∥g(k)
w

∥∥∥
L∞(α,β)

(β − α)k+1

k!


+

[(
‖g‖L1(α,β)

∥∥∥f (l)
w

∥∥∥
L∞(α,β)

+ ‖f‖L1(α,β)

∥∥∥g(l)
w

∥∥∥
L∞(α,β)

)
(β − α)l+1

(l − 1)!

]}
.

(3.5)

Proof. As in (2.21) and by (2.27). �

Theorem 3.6. Let f, g ∈
(
W l

1

)loc (a, b) ; a, b ∈ R; (α, β) ⊂ (a, b) , l ∈ N;
ω ∈ L∞ (R), sup pω ⊂ [α, β],

∫
R ω (x) dx = 1. Furthermore assume for p > 1

that f (k)
w , g

(k)
w ∈ Lp (α, β) , k = 1, ..., l. Then

∆(f, g) :=

∣∣∣∣∣
∫ β

α

ω(x)f(x)g(x)dx−

(∫ β

α

ω(x)f(x)dx

)(∫ β

α

ω(x)g(x)dx

)∣∣∣∣∣
≤
‖ω‖2L∞(R)

2

[{
‖g‖L1(α,β)

(
l−1∑
k=1

(β − α)k+1− 1
p

k!

∥∥∥f (k)
w

∥∥∥
Lp(α,β)

)
+

‖f‖L1(α,β)

(
l−1∑
k=1

(β − α)k+1− 1
p

k!

∥∥∥g(k)
w

∥∥∥
Lp(α,β)

)}
+{(

‖g‖L1(α,β)

∥∥∥f (l)
w

∥∥∥
Lp(α,β)

+ ‖f‖L1(α,β)

∥∥∥g(l)
w

∥∥∥
Lp(α,β)

)
(β − α)l+1− 1

p

(l − 1)!

}]
.

(3.6)

Proof. Working as in (2.22) and from (2.30). �

Remark 3.7. When f, g ∈ Cl ([a, b]) , l ∈ N, the Theorems 3.4, 3.5, 3.6 are
again valid. In this case we replace f (k)

w , g
(k)
w by f (k), g(k) in all inequalities

(3.4), (3.5) and (3.6); k = 1, ..., l.

We continue with

Theorem 3.8. Let l ∈ N−{1}, ω ∈ C(l−2) (R) , sup pω ⊂ [α, β],
∫

R ω (x) dx =
1, and the derivative ω(l−2) is absolutely continuous on [a, b] ⊂ R; (α, β) ⊂
(a, b) . Here assume f, g ∈

(
W l

1

)loc (a, b), or f, g ∈ Cl ([a, b]) . Here f
(l)

de-
notes either f (l)

w or f (l), and ∆ (f, g) as in (3.1).
We have the following cases:
i) It holds

∆(f, g)≤ ‖ω‖∞
2

[
2‖g‖L1(α,β)‖f‖L1(α,β)

(
l−1∑
k=1

1
k!

sup
x∈(α,β)

∥∥∥[(x− y)kω(y)
](k)

y

∥∥∥
∞

)

+
(
‖g‖L1(α,β)

∥∥∥f (l)
∥∥∥

L1(α,β)
+ ‖f‖L1(α,β)

∥∥∥g(l)
∥∥∥

L1(α,β)

)
(β − α)l

(l − 1)!
‖ω‖∞

]
.

(3.7)
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ii) Assume further that f, g, f
(l)
, g(l) ∈ L∞ (α, β) . Then

∆ (f, g) ≤
‖ω‖∞

2

[{(
‖f‖L∞(α,β) ‖g‖L1(α,β) + ‖g‖L∞(α,β) ‖f‖L1(α,β)

)
·(

l−1∑
k=1

1
k!

sup
x∈(α,β)

∥∥∥∥[(x− y)k
ω (y)

](k)

y

∥∥∥∥
L1(α,β)

)}
+{(

‖g‖L1(α,β)

∥∥∥f (l)
∥∥∥

L∞(α,β)
+ ‖f‖L1(α,β)

∥∥∥g(l)
∥∥∥

L∞(α,β)

)
(β − α)l+1

(l − 1)!
‖ω‖∞

}]
.

(3.8)

iii) Let p, q > 1 : 1
p + 1

q = 1; assume further that f, g, f
(l)
, g(l) ∈

Lp (α, β) . Then

∆ (f, g) ≤
‖ω‖∞

2

[{(
‖g‖L1(α,β) ‖f‖Lp(α,β) + ‖f‖L1(α,β) ‖g‖Lp(α,β)

)
·(

l−1∑
k=1

1
k!

sup
x∈(α,β)

∥∥∥∥[(x− y)k
ω (y)

](k)

y

∥∥∥∥
Lq(α,β)

)}
+{(

‖g‖L1(α,β)

∥∥∥f (l)
∥∥∥

Lp(α,β)
+ ‖f‖L1(α,β)

∥∥∥g(l)
∥∥∥

Lp(α,β)

)
(β − α)l+1− 1

p

(l − 1)!
‖ω‖∞

}]
.

(3.9)

Proof. By (3.1), (2.34) and by Theorems 3.4, 3.5, 3.6. �

Next we give a series of Ostrowski type inequalities.

Theorem 3.9. Let l ∈ N, [a, b] ⊂ R, a < α < β < b and ω ∈ L1 (R), sup pω ⊂
[α, β],

∫
R ω (x) dx = 1. Assume f on [a, b] : f (l−1) exists and is absolutely

continuous on [a, b] . Then for any x ∈ (α, β) we get∣∣∣∣∣f (x)−
∫ β

α

f (y)ω (y) dy −Ql−1f (x)

∣∣∣∣∣ ≤
‖ω‖L1(R)

∥∥f (l)
∥∥

L1(α,β)
(β − α)l−1

(l − 1)!
:= A1. (3.10)

If additionally we assume ‖ω‖L∞(R) <∞, then ∀ x ∈ (α, β), we get∣∣∣∣∣f (x)−
∫ β

α

f (y)ω (y) dy

∣∣∣∣∣ ≤(
l−1∑
k=1

(
(β − x)k+1 + (x− α)k+1

(k + 1)!

)∥∥∥f (k)
∥∥∥
∞

)
‖ω‖L∞(R) +

‖ω‖L1(R)

∥∥f (l)
∥∥

L1(α,β)
(β − α)l−1

(l − 1)!
:= B1 (x) . (3.11)

Proof. By (2.38), (2.20) and (2.27). �
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Theorem 3.10. All as in Theorem 3.9. Assume f ∈ Cl ([a, b]). Then ∀ x ∈
(α, β) , ∣∣∣∣∣f (x)−

∫ β

α

f (y)ω (y) dy −Ql−1f (x)

∣∣∣∣∣ ≤
‖ω‖L1(R)

∥∥f (l)
∥∥
∞

(
(β − x)l + (x− α)l

)
l!

=: A2 (x) . (3.12)

If additionally we assume ‖ω‖L∞(R) <∞, then ∀ x ∈ (α, β) ,∣∣∣∣∣f (x)−
∫ β

α

f (y)ω (y) dy

∣∣∣∣∣ ≤(
l−1∑
k=1

(
(β − x)k+1 + (x− α)k+1

(k + 1)!

)∥∥∥f (k)
∥∥∥
∞

)
‖ω‖L∞(R) +

‖ω‖L1(R)

∥∥f (l)
∥∥
∞

(
(β − x)l + (x− α)l

)
l!

=: B2 (x) . (3.13)

Proof. By (2.38), (2.21) and (2.27). �

We continue with

Theorem 3.11. Let all as in Theorem 3.9 or f ∈
(
W l

1

)loc (a, b) and rest as in
Theorem 3.9. Then ∀ x ∈ (α, β) (or almost every x ∈ (α, β), respectively),
we get

E (f) (x) :=

∣∣∣∣∣f (x)−
∫ β

α

f (y)ω (y) dy −Ql−1f (x)

∣∣∣∣∣ ≤
‖ω‖L1(a,b)

∥∥∥f (l)
∥∥∥

L1(α,β)
(β − α)l−1

(l − 1)!
=: A3 (3.14)

Additionaly, if ‖ω‖L∞(R) < ∞, ∀ x ∈ (α, β) (or almost every x ∈ (α, β),
respectively), we get

∆ (f) (x) :=

∣∣∣∣∣f (x)−
∫ β

α

f (y)ω (y) dy

∣∣∣∣∣ ≤(
l−1∑
k=1

(β − α)k

k!

∥∥∥f (k)
∥∥∥

L1(α,β)

)
‖ω‖L∞(R)

+
‖ω‖L1(a,b)

∥∥∥f (l)
∥∥∥

L1(α,β)
(β − α)l−1

(l − 1)!
=: B3. (3.15)

Proof. By (2.38), (2.20) and (2.26). �
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Theorem 3.12. Let all as in Theorem 3.9 or f ∈
(
W l

1

)loc (a, b) and rest as in

Theorem 3.9. Assume furtherf
(l) ∈ L∞ (α, β) . Then ∀ x ∈ (α, β) (or almost

every x ∈ (α, β), respectively), we get

E (f) (x) ≤
‖ω‖L1(R)

∥∥∥f (l)
∥∥∥

L∞(α,β)

(
(β − x)l + (x− α)l

)
l!

=: A4 (x) . (3.16)

Additionaly f
(k) ∈ L∞ (α, β), k = 1, ..., l − 1 and if ‖ω‖L∞(R) < ∞, then ∀

x ∈ (α, β) (or almost every x ∈ (α, β), respectively), we get

∆ (f) (x) ≤

 l−1∑
k=1


(
(β − x)k+1 + (x− α)k+1

)
(k + 1)!

∥∥∥f (k)
∥∥∥

L∞(α,β)

 ‖ω‖L∞(R)

+
‖ω‖L1(R)

∥∥∥f (l)
∥∥∥

L∞(α,β)

(
(β − x)l + (x− α)l

)
l!

=: B4 (x) . (3.17)

Proof. By (2.38), (2.21) and (2.27). �

Theorem 3.13. Let all as in Theorem 3.9 or f ∈
(
W l

1

)loc (a, b) and rest as in

Theorem 3.9. Let p, q > 1 : 1
p + 1

q = 1. Assume furtherf
(l) ∈ Lp (α, β) . Then

∀ x ∈ (α, β) (or almost every x ∈ (α, β), respectively), we get

E (f) (x) ≤
‖ω‖L1(R)

∥∥∥f (l)
∥∥∥

Lp(α,β)

(l − 1)!
·

(
(β − x)q(l−1)+1 + (x− α)q(l−1)+1

q (l − 1) + 1

) 1
q

=: A5 (x) . (3.18)

Additionally, if f
(k) ∈ Lp (α, β), k = 1, ..., l − 1 and ‖ω‖L∞(R) < ∞,

then ∀ x ∈ (α, β) (or almost every x ∈ (α, β), respectively), we get

∆ (f) (x) ≤ l−1∑
k=1


(
(β − x)(kq+1) + (x− α)(kq+1)

)
kq + 1


1
q

∥∥∥f (k)
∥∥∥

Lp(α,β)

k!

 ‖ω‖L∞(R)

+A5 (x) =: B5 (x) . (3.19)

Proof. By (2.38), (2.22) and (2.28). �

We further give

Theorem 3.14. Let all as in Theorem 3.12. Here assume ω ∈ L1 (R) . Then ∀
x ∈ (α, β) (or almost every x ∈ (α, β), respectively), we get

∆ (f) (x) :=

∣∣∣∣∣f (x)−
∫ β

α

f (y)ω (y) dy

∣∣∣∣∣ ≤
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 l−1∑
k=1

∥∥∥f (k)
∥∥∥

L∞(α,β)
(β − α)k

k!

 ‖ω‖L1(R) +A4 (x) =: B6 (x) . (3.20)

Proof. By (2.29) and (3.16). �

Theorem 3.15. Let all be as in Theorem 3.13. Here assume ω ∈ Lq (α, β) ,
q > 1. Then ∀ x ∈ (α, β) (or almost every x ∈ (α, β), respectively), we get

∆ (f) (x) ≤

(
l−1∑
k=1

(β − α)k

k!

∥∥∥f (k)
∥∥∥

Lp(α,β)

)
‖ω‖Lq(α,β)

+A5 (x) =: B7 (x) . (3.21)

Proof. By (2.30) and (3.18). �

Theorem 3.16. Let all as in Theorem 3.9 or f ∈
(
W l

1

)loc (a, b) and rest as in

Theorem 3.9. Let p, q, r > 1 : 1
p + 1

q + 1
r = 1, f

(k) ∈ Lp (α, β), k = 1, ..., l− 1;
ω ∈ Lq (α, β) . Then ∀ x ∈ (α, β) (or almost every x ∈ (α, β), respectively),
we get ∣∣∣∣∣f (x)−

∫ β

α

f (y)ω (y) dy −R0,lf (x)

∣∣∣∣∣ ≤ l−1∑
k=1

∥∥∥f (k)
∥∥∥

Lp(α,β)

k!

(
(β − x)(kr+1) + (x− α)(kr+1)

(kr + 1)

) 1
r

 ‖ω‖Lq(α,β) =: Φ(x).

(3.22)

Proof. By (2.31) and (2.38). �

We also present

Theorem 3.17. Let N 3 l > 1 and ω ∈ C(l−2) (R), sup pω ⊂ [α, β],∫
R ω (x) dx = 1, ω(l−2) is absolutely continuous on [a, b] , [α, β] ⊂ (a, b) ;

a, b ∈ R. Here f ∈ Cl ([a, b]) or f ∈
(
W l

1

)loc (a, b) . For every x ∈ (α, β) (or
almost every x ∈ (α, β), respectively), we get for

∆ (f) (x) :=

∣∣∣∣∣f (x)−
∫ β

α

f (y)ω (y) dy

∣∣∣∣∣
that

i) It holds

∆ (f) (x) ≤

(
l−1∑
k=1

1
k!

∥∥∥∥[(x− y)k
ω (y)

](k)

y

∥∥∥∥
∞

)
‖f‖L1(α,β) +

‖ω‖L1(R)

∥∥∥f (l)
∥∥∥

L1(α,β)
(β − α)l−1

(l − 1)!
=: C1 (x) . (3.23)
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ii) If f, f
(l) ∈ L∞ (α, β) , then

∆ (f) (x) ≤

(
l−1∑
k=1

1
k!

∥∥∥∥[(x− y)k
ω (y)

](k)

y

∥∥∥∥
L1(α,β)

)
‖f‖L∞(α,β) +

‖ω‖L1(R)

∥∥∥f (l)
∥∥∥

L∞(α,β)

(
(β − x)l + (x− α)l

)
l!

=: C2 (x) . (3.24)

iii) Let p, q > 1 : 1
p + 1

q = 1. Assume further that f, f
(l) ∈ Lp (α, β) .

Then

∆ (f) (x) ≤

(
l−1∑
k=1

1
k!

∥∥∥∥[(x− y)k
ω (y)

](k)

y

∥∥∥∥
Lq(α,β)

)
‖f‖Lp(α,β) +

‖ω‖L1(R)

∥∥∥f (l)
∥∥∥

Lp(α,β)

(l − 1)!

(
(β − x)q(l−1)+1 + (x− α)q(l−1)+1

q (l − 1) + 1

) 1
q

=: C3 (x) .

(3.25)

Proof. By (2.34) and Theorems 3.11, 3.12, 3.13. �

We finish Ostrowski type inequalities with

Theorem 3.18. Let l,m ∈ N, m < l; ω ∈ C(l−2) (R), sup pω ⊂ [α, β],∫
R ω (x) dx = 1, ω(l−2) is absolutely continuous on [a, b] , [α, β] ⊂ (a, b) ;

a, b ∈ R. Here f ∈ Cl ([a, b]) or f ∈
(
W l

1

)loc (a, b) . For every x ∈ (α, β) (or
almost every x ∈ (α, β), respectively), we get for

Eβ (f) (x) :=

∣∣∣∣∣f (m)
(x)− (−1)m

∫ β

α

f (y)ω(m) (y) dy −Ql−1
m f (x)

∣∣∣∣∣ , (3.26)

and

∆β (f) (x) :=

∣∣∣∣∣f (m)
(x)− (−1)m

∫ β

α

f (y)ω(m) (y) dy

∣∣∣∣∣ (3.27)

that
i) it holds

Eβ (f) (x) ≤
‖ω‖L1(R)

∥∥∥f (l)
∥∥∥

L1(α,β)
(β − α)l−m−1

(l −m− 1)!
=: E1, (3.28)

and

∆β (f) (x) ≤

(
l−m−1∑

k=1

1
k!

∥∥∥∥[(x− y)k
ω (y)

](k+m)

y

∥∥∥∥
∞

)
‖f‖L1(α,β)

+E1 =: G1 (x) , (3.29)
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ii) if f
(l) ∈ L∞ (α, β) , then

Eβ (f) (x) ≤
‖ω‖L1(R)

∥∥∥f (l)
∥∥∥

L∞(α,β)

(l −m)!

(
(β − x)l−m + (x− α)l−m

)
=: E2 (x) ,

(3.30)
if additionally we assume f ∈ L∞ (α, β) , then

∆β (f) (x) ≤(
l−m−1∑

k=1

1
k!

∥∥∥∥[(x− y)k
ω (y)

](k)

y

∥∥∥∥
L1(α,β)

)
‖f‖L∞(α,β) + E2 (x) =: G2 (x) ,

(3.31)

iii) let p, q > 1 : 1
p + 1

q = 1, assume further that f
(l) ∈ Lp (α, β) , then

Eβ (f) (x) ≤
‖ω‖L1(R)

∥∥∥f (l)
∥∥∥

Lp(α,β)

(l −m− 1)!
·

(
(β − x)q(l−m−1)+1 + (x− α)q(l−m−1)+1

q (l −m− 1) + 1

) 1
q

=: E3 (x) , (3.32)

and if additionally f ∈ Lp (α, β) , then

∆β (f) (x) ≤

(
l−m−1∑

k=1

1
k!

∥∥∥∥[(x− y)k
ω (y)

](k+m)

y

∥∥∥∥
Lq(α,β)

)
‖f‖Lp(α,β)

+E3 (x) =: G3 (x) . (3.33)

Proof. By (2.20), (2.21), (2.22), (2.37) and (2.39). �

We make

Remark 3.19. In preparation to present comparison of integral means in-
equalities we consider (α1, β1) ⊆ (α, β). We consider also a weight function
ψ ≥ 0 which is Lebesgue integrable on R with sup pψ ⊂ [α1, β1] ⊂ [a, b], and∫

R ψ (x) dx = 1. Clearly here
∫ β1

α1
ψ (x) dx = 1.

E.g. for x ∈ (α1, β1), ψ (x) := 1
β1−α1

, zero elsewhere, etc.
We will apply the following principle: In general a constraint of the form

|F (x)−G| ≤ ε, where F is a function and G, ε real numbers so that all make
sense, implies that ∣∣∣∣∫

R
F (x)ψ (x) dx−G

∣∣∣∣ ≤ ε. (3.34)

Next we give a series of comparison of integral means inequalities based
on Ostrowski type inequalities presented in this article. We use Remark 3.19.
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Theorem 3.20. All as in Theorem 3.9. Then

u(f) :=

∣∣∣∣∣
∫ β1

α1

f(x)ψ(x)dx−
∫ β

α

f(y)ω(y)dy −
∫ β1

α1

Ql−1f(x)ψ(x)dx

∣∣∣∣∣ ≤ A1,

(3.35)
and

m (f) :=

∣∣∣∣∣
∫ β1

α1

f (x)ψ (x) dx−
∫ β

α

f (y)ω (y) dy

∣∣∣∣∣ ≤(
l−1∑
k=1

(β − α)k+1

(k + 1)!

∥∥∥f (k)
∥∥∥
∞

)
‖ω‖L∞(R) +

‖ω‖L1(R)

∥∥f (l)
∥∥

L1(α,β)
(β − α)l−1

(l − 1)!
. (3.36)

Proof. By Remark 3.19, Theorem 3.9, and the fact that the functions
(β − x)k+1 +(x− α)k+1, k = 1, ..., l − 1 are positive and convex with maxi-
mum (β − α)k+1

. �

Theorem 3.21. All as in Theorem 3.10. Then

u (f) ≤
‖ω‖L1(R)

∥∥f (l)
∥∥
∞ (β − α)l

l!
, (3.37)

and

m (f) ≤

(
l−1∑
k=1

(β − α)k+1

(k + 1)!

∥∥∥f (k)
∥∥∥
∞

)
‖ω‖L∞(R) +

‖ω‖L1(R)

∥∥f (l)
∥∥
∞ (β − α)l

l!
. (3.38)

Proof. Just maximize A2 (x) of (3.12) and B2 (x) of (3.13), etc. �

Theorem 3.22. All as in Theorem 3.11. Then

u (f) ≤ A3, (3.39)

and
m (f) ≤ B3. (3.40)

Theorem 3.23. All as in Theorem 3.12. Then

u (f) ≤
‖ω‖L1(R)

∥∥∥f (l)
∥∥∥

L∞(α,β)
(β − α)l

l!
, (3.41)

and

m (f) ≤

(
l−1∑
k=1

(β − α)k+1

(k + 1)!

∥∥∥f (k)
∥∥∥

L∞(α,β)

)
‖ω‖L∞(R) +

‖ω‖L1(R)

∥∥∥f (l)
∥∥∥

L∞(α,β)
(β − α)l

l!
. (3.42)
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Theorem 3.24. All as in Theorem 3.13. Then

u (f) ≤
∫ β1

α1

A5 (x)ψ (x) dx, (3.43)

and

m (f) ≤
∫ β1

α1

B5 (x)ψ (x) dx. (3.44)

Proof. By the principle: if |F (x)−G| ≤ ε (x), then
∣∣∫ F (x)ψ (x) dx−G

∣∣ ≤∫
ε (x)ψ (x) dx, etc. Here A5 (x) as in (3.18) and B5 (x) as in (3.19). �

Theorem 3.25. All as in Theorem 3.14. Then

m (f) ≤
∫ β1

α1

B6 (x)ψ (x) dx, (3.45)

where B6 (x) as in (3.20).

Theorem 3.26. All as in Theorem 3.15. Then

m (f) ≤
∫ β1

α1

B7 (x)ψ (x) dx, (3.46)

where B7 (x) as in (3.21).

Theorem 3.27. All as in Theorem 3.16. Then∣∣∣∣∣
∫ β1

α1

f (x)ψ (x) dx−
∫ β

α

f (y)ω (y) dy −
∫ β1

α1

(R0,lf (x))ψ (x) dx

∣∣∣∣∣ ≤∫ β1

α1

Φ (x)ψ (x) dx, (3.47)

where Φ (x) as in (3.22).

We continue with

Theorem 3.28. All as in Theorem 3.17. Then
i)

m (f) ≤

(
l−1∑
k=1

1
k!

sup
x∈[α1,β1]

∥∥∥∥[(x− y)k
ω (y)

](k)

y

∥∥∥∥
∞

)
‖f‖L1(α,β)

+
‖ω‖L1(R)

∥∥∥f (l)
∥∥∥

L1(α,β)
(β − α)l−1

(l − 1)!
, (3.48)

ii) if f, f
(l) ∈ L∞ (α, β) , then

m (f) ≤
∫ β1

α1

C2 (x)ψ (x) dx, (3.49)

iii) let p, q > 1 : 1
p + 1

q = 1; assume further f, f
(l) ∈ Lp (α, β) , then

m (f) ≤
∫ β1

α1

C3 (x)ψ (x) dx. (3.50)
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Here C2 (x) as in (3.24) and C3 (x) as in (3.25).

We finish the results about comparison of integral means with

Theorem 3.29. All as in Theorem 3.18. Denote by

um (f) :=∣∣∣∣∣
∫ β1

α1

f
(m)

(x)ψ(x)dx− (−1)m

∫ β

α

f(y)ω(m)(y)dy −
∫ β1

α1

(
Ql−1

m f(x)
)
ψ(x)dx

∣∣∣∣∣ ,
(3.51)

and

ρm (f) :=

∣∣∣∣∣
∫ β1

α1

f
(m)

(x)ψ (x) dx− (−1)m
∫ β

α

f (y)ω(m) (y) dy

∣∣∣∣∣ . (3.52)

i) it holds
um (f) ≤ E1, (3.53)

where E1 as in (3.28),
and

ρm (f) ≤

(
l−m−1∑

k=1

1
k!

sup
x∈[α1,β1]

∥∥∥∥[(x− y)k
ω (y)

](k+m)

y

∥∥∥∥
∞

)
‖f‖L1(α,β) + E1,

(3.54)

ii) if f
(l) ∈ L∞ (α, β) , then

um (f) ≤
‖ω‖L1(R)

∥∥∥f (l)
∥∥∥

L∞(α,β)

(l −m)!
(β − α)l−m

, (3.55)

and if additionally assume f ∈ L∞ (α, β) , then

ρm (f) ≤

(
l−m−1∑

k=1

1
k!

sup
x∈[α1,β1]

∥∥∥∥[(x− y)k
ω (y)

](k+m)

y

∥∥∥∥
L1(α,β)

)
‖f‖L∞(α,β)

+
‖ω‖L1(R)

∥∥∥f (l)
∥∥∥

L∞(α,β)
(β − α)l−m

(l −m)!
, (3.56)

iii) let p, q > 1 : 1
p + 1

q = 1, assume further f
(l) ∈ Lp (α, β) , then

um (f) ≤
∫ β1

α1

E3 (x)ψ (x) dx, (3.57)

where E3 (x) as in (3.32),
and if additionally f ∈ Lp (α, β) , then

ρm (f) ≤
∫ β1

α1

G3 (x)ψ (x) dx, (3.58)

where G3 (x) as in (3.33).

We need
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Background 3.30. Let f be a convex function from (0,+∞) into R which is
strictly convex at 1 with f (1) = 0. Let (X,A, λ) be a measure space, where λ
is a finite or a σ-finite measure on (X,A). And let µ1, µ2 be two probability
measures on (X,A) such that µ1 � λ, µ2 � λ (absolutely continuous), e.g.
λ = µ1 + µ2.

Denote by p = dµ1
dλ , q = dµ2

dλ the (densities) Radon-Nikodym derivatives
of µ1, µ2 with respect to λ. Here we suppose that

0 < α ≤ p

q
≤ β, a.e. on X and α ≤ 1 ≤ β.

The quantity

Γf (µ1, µ2) =
∫

X

q (x) f
(
p (x)
q (x)

)
dλ (x) , (3.59)

was introduced by I. Csiszar in 1967, see [8], and is called f -divergence
of the probability measures µ1 and µ2. By Lemma 1.1 of [8], the inte-
gral (3.59) is well-defined and Γf (µ1, µ2) ≥ 0 with equality only when
µ1 = µ2. Furthermore Γf (µ1, µ2) does not depend on the choice of λ. The
concept of f -divergence was introduced first in [7] as a generalization of
Kullback’s ”information for discrimination” or I-divergence (generalized en-
tropy) [12], [11] and of Rényi’s ”information gain” (I-divergence of order δ)
[14]. In fact the I-divergence of order 1 equals Γu log2 u (µ1, µ2) . The choice
f (x) = (u− 1)2 produces again a known measure of difference of distri-
butions that is called χ2-divergence. Of course the total variation distance
|µ1 − µ2| =

∫
X
|p (x)− q (x)| dλ (x) is equal to Γ|u−1| (µ1, µ2) .

Here by supposing f (1) = 0 we can consider Γf (µ1, µ2), the f -
divergence as a measure of the difference between the probability measures
µ1, µ2. The f -divergence is in general asymmetric in µ1 and µ2. But since f
is convex and strictly convex at 1 so is

f∗ (u) = uf

(
1
u

)
(3.60)

and as in [8] we obtain

Γf (µ2, µ1) = Γf∗ (µ1, µ2) . (3.61)

In Information Theory and Statistics many other divergences are used
which are special cases of the above general Csiszar f -divergence, e.g.
Hellinger distance DH , α-distance Dα, Bhattacharyya distance DB , Har-
monic distance DHa, Jeffrey’s distance DJ , triangular discrimination D∆, for
all these see, e.g. [4], [9]. The problem of finding and estimating the proper
distance (or difference or discrimination) of two probability distributions is
one of the major ones in Probability Theory.

Here we provide a general probabilistic representation formula for
Γf (µ1, µ2). Then we present tight estimates for the remainder involving a va-
riety of norms of the engaged functions. Also are implied some direct general
approximations for the Csiszar’s f -divergence. We give some applications.

We make
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Remark 3.31. Here 0 < a < α ≤ p(x)
q(x) ≤ β < b < +∞, a e. on X and

α ≤ 1 ≤ β. Also assume that f (l−1) exists and is absolutely continuous on
[a, b], l ∈ N. Furthermore f is convex from (0,+∞) into R, strictly convex at
1 with f (1) = 0. Let ω ∈ L1 (R), sup pω ⊂ [α, β],

∫
R ω (x) dx = 1.

Then ∀ x ∈ (α, β) we get by Theorem 2.7, as in (2.38), that

f (x) =
∫ β

α

f (y)ω (y) dy +Ql−1f (x) +R0,lf (x) .

Therefore

f

(
p (x)
q (x)

)
=
∫ β

α

f (y)ω (y) dy +Ql−1f

(
p (x)
q (x)

)
+R0,lf

(
p (x)
q (x)

)
,

a.e. on X.
Hence

q (x) f
(
p (x)
q (x)

)
=

q (x)
∫ β

α

f (y)ω (y) dy + q (x)Ql−1f

(
p (x)
q (x)

)
+ q (x)R0,lf

(
p (x)
q (x)

)
,

a.e. on X.
Therefore we get the representation of f -divergence of µ1 and µ2,

Γf (µ1, µ2) =
∫

X

q (x) f
(
p (x)
q (x)

)
dλ (x)

=
∫ β

α

f (y)ω (y) dy +
∫

X

q (x)Ql−1f

(
p (x)
q (x)

)
dλ (x)

+
∫

X

q (x)R0,lf

(
p (x)
q (x)

)
dλ (x) . (3.62)

Call

QΓ :=
∫

X

q (x)Ql−1f

(
p (x)
q (x)

)
dλ (x) , (3.63)

and

RΓ :=
∫

X

q (x)R0,lf

(
p (x)
q (x)

)
dλ (x) . (3.64)

We estimate QΓ and RΓ.
If ‖ω‖L∞(R) <∞, we get by (2.26) that

|QΓ| ≤

(
l−1∑
k=1

(β − α)k

k!

∥∥∥f (k)
∥∥∥

L1(α,β)

)
‖ω‖L∞(R) . (3.65)

Notice if l = 1, then always QΓ = 0.
Next if again ‖ω‖L∞(R) <∞, then (by (2.27))

|QΓ|≤

∫
X

q (x)

 l−1∑
k=1

(
β − p(x)

q(x)

)k+1

+
(

p(x)
q(x) − α

)k+1

(k + 1)!

∥∥∥f (k)
∥∥∥

L∞(α,β)

dλ (x)


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· ‖ω‖L∞(R) . (3.66)

Let now p, q > 1 : 1
p + 1

q = 1 and again ‖ω‖L∞(R) <∞. Then (by (2.28))

|QΓ| ≤

∫
X

q (x)

 l−1∑
k=1


(
β − p(x)

q(x)

)(kq+1)

+
(

p(x)
q(x) − α

)(kq+1)

kq + 1


1
q

·

∥∥f (k)
∥∥

Lp(α,β)

k!

)
dλ (x)

)
‖ω‖L∞(R) . (3.67)

Next assume ω ∈ L1 (R), then (by (2.29))

|QΓ| ≤

 l−1∑
k=1

∥∥f (k)
∥∥

L∞(α,β)
(β − α)k

k!

 ‖ω‖L1(R) . (3.68)

If p, q > 1 : 1
p + 1

q = 1 and ω ∈ Lq (α, β), then (by (2.30))

|QΓ| ≤

(
l−1∑
k=1

(β − α)k

k!

∥∥∥f (k)
∥∥∥

Lp(α,β)

)
‖ω‖Lq(α,β) . (3.69)

Assume p, q, r > 1 : 1
p + 1

q + 1
r = 1 and ω ∈ Lq (α, β), then (by (2.31))

|QΓ| ≤

(∫
X

q (x)

(
l−1∑
k=1

∥∥f (k)
∥∥

Lp(α,β)

k!
·


(
β − p(x)

q(x)

)(kr+1)

+
(

p(x)
q(x) − α

)(kr+1)

kr + 1


1
r

 dλ (x)

 ‖ω‖Lq(α,β) . (3.70)

We make

Remark 3.32. (continuation of Remark 3.31) Here l > 1, ω ∈ C(l−2) (R),
sup pω ⊂ [α, β],

∫
R ω (x) dx = 1, and ω(l−2) is absolutely continuous on [a, b] .

Then (by (2.32))

QΓ =
∫

X

q (x)

 l−1∑
k=1

(−1)k

k!

∫ β

α

[(p (x)
q (x)

− y

)k

ω (y)

](k)

y

 f (y) dy

 dλ (x) .

(3.71)
Hence by (2.34) we obtain

|QΓ| ≤ min of
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

(∫
X
q (x)

(
l−1∑
k=1

1
k!

∥∥∥∥∥
[(

p(x)
q(x) − y

)k

ω (y)
](k)

y

∥∥∥∥∥
∞

)
dλ (x)

)
‖f‖L1(α,β) ,∫

X
q (x)

 l−1∑
k=1

1
k!

∥∥∥∥∥
[(

p(x)
q(x) − y

)k

ω (y)
](k)

y

∥∥∥∥∥
L1(α,β)

 dλ (x)

 ‖f‖L∞(α,β) ,

when p, q > 1 : 1
p + 1

q = 1, we have∫
X
q (x)

 l−1∑
k=1

1
k!

∥∥∥∥∥
[(

p(x)
q(x) − y

)k

ω (y)
](k)

y

∥∥∥∥∥
Lq(α,β)

 dλ (x)

 ‖f‖Lp(α,β) .

(3.72)

We also make

Remark 3.33. (another continuation of Remark 3.31) Here we estimate the
remainder RΓ of (3.62). By (2.20), (3.64) we obtain

|RΓ| ≤
‖ω‖L1(a,b)

∥∥f (l)
∥∥

L1(α,β)
(β − α)l−1

(l − 1)!
. (3.73)

If f (l) ∈ L∞ (α, β), then (by (2.21)) we obtain

|RΓ| ≤
‖ω‖L1(a,b)

∥∥f (l)
∥∥

L∞(α,β)

l!
·(∫

X

q (x)

((
β − p (x)

q (x)

)l

+
(
p (x)
q (x)

− α

)l
)
dλ (x)

)
. (3.74)

Let now p, q > 1 : 1
p + 1

q = 1. Here f (l) ∈ Lp (α, β) , then (by (2.22)) we get

|RΓ| ≤
‖ω‖L1(a,b)

∥∥f (l)
∥∥

Lp(α,β)

(q (l − 1) + 1)
1
q (l − 1)!

·

∫
X

q (x)

((
β − p (x)

q (x)

)(q(l−1)+1)

+
(
p (x)
q (x)

− α

)(q(l−1)+1)
) 1

q

dλ (x)

 .

(3.75)
Finally we see that

Γf (µ1, µ2)−
∫ β

α

f (y)ω (y) dy = QΓ +RΓ, (3.76)

and

T :=

∣∣∣∣∣Γf (µ1, µ2)−
∫ β

α

f (y)ω (y) dy

∣∣∣∣∣ ≤ |QΓ|+ |RΓ| . (3.77)

Then one by the above estimates of |QΓ| and |RΓ| can estimate T , in a number
of cases.
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4. Applications

Example 4.1. Let V := {x ∈ R : |x− x0| < ρ}, x0 ∈ R, and

ϕ (x) :=

 e
−

(
1− (x−x0)2

ρ2

)−1

, if |x− x0| < ρ,
0, if |x− x0| ≥ ρ.

(4.1)

Call c :=
∫

R ϕ (x) dx > 0, then Φ (x) := 1
cϕ (x) ∈ C∞

0 (R) (space of continu-
ously infinitely many times differentiable functions of compact support) with
sup pΦ = V and

∫∞
−∞ Φ (x) dx = 1 and max |Φ| ≤ cons tan t · ρ−1. We call Φ

a cut-off function.

One for this article’s results by choosing ω (x) = Φ (x) or ω (x) = 1
2ρ ,

etc., can give lots of applications. Due to lack of space we avoid it.
Instead, selectively, we give some special cases inequalities. We start

with Chebyshev-Grüss type inequalities.

Corollary 4.2. (to Theorem 3.3) Let f, g ∈ C1 ([a, b]), [a, b] ⊂ R, (α, β) ⊂
(a, b). Let also ω ∈ L∞ (R), sup pω ⊂ [α, β],

∫
R ω (x) dx = 1. Then∣∣∣∣∣

∫ β

α

ω (x) f (x) g (x) dx−

(∫ β

α

ω (x) f (x) dx

)(∫ β

α

ω (x) g (x) dx

)∣∣∣∣∣ ≤
‖ω‖L1(R)‖ω‖∞,(α,β)

(β − α)2

2
(‖g‖∞,(α,β)‖f ′‖∞,(α,β) + ‖f‖∞,(α,β‖g′‖∞,(α,β)).

(4.2)
If f = g, then ∣∣∣∣∣∣

∫ β

α

ω (x) f2 (x) dx−

(∫ β

α

ω (x) f (x) dx

)2
∣∣∣∣∣∣ ≤

‖ω‖L1(R) ‖ω‖∞,(α,β) (β − α)2 ‖f‖∞,(α,β) ‖f
′‖∞,(α,β) . (4.3)

Corollary 4.3. (to Theorem 3.4) Let f ∈
(
W 1

1

)loc (a, b) ; a, b ∈ R; (α, β) ⊂
(a, b) , ω (x) := 1

β−α for x ∈ [α, β], and zero elsewhere. Then∣∣∣∣∣∣ 1
β − α

∫ β

α

f2 (x) dx− 1
(β − α)2

(∫ β

α

f (x) dx

)2
∣∣∣∣∣∣ ≤

‖f‖L1(α,β)

∥∥∥f (1)
w

∥∥∥
L1(α,β)

(β − α)
. (4.4)

We continue with an Ostrowski type inequality.

Corollary 4.4. (to Theorem 3.11) All as in Theorem 3.11. Case of l = 1.
Then, for any x ∈ (α, β) (or for almost every x ∈ (α, β), respectively), we
get ∣∣∣∣∣f (x)−

∫ β

α

f (y)ω (y) dy

∣∣∣∣∣ ≤ ‖ω‖L1(R)

∥∥∥f ′∥∥∥
L1(α,β)

. (4.5)
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Next comes a comparison of means inequality.

Corollary 4.5. All here as in Corollary 4.4 and Remark 3.19. Then∣∣∣∣∣
∫ β1

α1

f (x)ψ (x) dx−
∫ β

α

f (y)ω (y) dy

∣∣∣∣∣ ≤ ‖ω‖L1(R)

∥∥∥f ′∥∥∥
L1(α,β)

. (4.6)

Proof. By (4.5). �

We finish with an application of f -divergence.

Remark 4.6. All here as in Background 3.30 and Remark 3.31. Case of l = 1.
By (3.62) we get

Γf (µ1, µ2) =
∫ β

α

f (y)ω (y) dy +
∫

X

q (x)R0,1f

(
p (x)
q (x)

)
dλ (x) . (4.7)

That is here

RΓ =
∫

X

q (x)R0,1f

(
p (x)
q (x)

)
dλ (x) . (4.8)

By (3.73) here we get that

|RΓ| ≤ ‖ω‖L1(a,b) ‖f
′‖L1(α,β) . (4.9)

If f ′ ∈ L∞ (α, β), then here we get

|RΓ| ≤ ‖ω‖L1(a,b) ‖f
′‖L∞(α,β) (β − α) . (4.10)

Let now p, q > 1 : 1
p + 1

q = 1 and assume f ′ ∈ Lp (α, β), then here we obtain

|RΓ| ≤ ‖ω‖L1(a,b) ‖f
′‖Lp(α,β) (β − α)

1
q . (4.11)

Notice also here that

K := Γf (µ1, µ2)−
∫ β

α

f (y)ω (y) dy = RΓ, (4.12)

(l = 1 case).
So the estimates (4.9), (4.10) and (4.11) are also estimates for K.
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[10] Grüss, G., Über das Maximum des absoluten Betrages von[(
1

b−a

) ∫ b

a
f (x) g (x) dx−

(
1

(b−a)2

∫ b

a
f (x) dx

∫ b

a
g (x) dx

)]
, Math. Z.,

39(1935), 215-226.

[11] Kullback, S., Information Theory and Statistics, Wiley, New York, 1959.

[12] Kullback, S., Leibler, R., On information and sufficiency, Ann. Math. Statist.,
22(1951), 79-86.

[13] Ostrowski, A., Uber die Absolutabweichung einer differentiabaren Funcktion
von ihrem Integralmittelwert, Comment. Math. Helv., 10(1938), 226-227.
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Abstract. In this paper, sharp upper bounds for
∣∣ap+2 − ηa2

p+1

∣∣ and
|ap+3| are derived for a class of Mocanu α-convex p-valent functions
defined by an extended linear multiplier differential operator (LMDO)
J δ

p (λ, µ, l).
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1. Introduction

Let Ap be the class of all functions of the form

f(z) = zp +
∞∑

n=p+1

anz
n (1.1)

which are analytic in the open unit disk U := {z : |z| < 1} and let A : = A1.

For f(z) given by (1.1) and g(z) given by g(z) = zp +
∞∑

n=p+1
bnz

n, their

convolution (or Hadamard product), denoted by f ∗ g, is defined by

(f ∗ g)(z) : = zp +
∞∑

n=p+1

anbnz
n.

The function f(z) is subordinate to the function g(z), written f(z) ≺
g(z), provided there exists analytic function w(z) defined on U with w(0) = 0
and |w(z)| < 1 such that f(z) = g(w(z)). Let ϕ be an analytic function with
positive real part in the unit disk U with ϕ(0) = 1 and ϕ′(0) > 0 that maps U
onto a region which is starlike with respect to 1 and symmetric with respect
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to the real axis. R. M. Ali et al. [1] defined and studied the class S∗b,p(ϕ)
consisting of functions in f ∈ Ap for which

1 +
1
b

(
1
p

zf ′(z)
f(z)

− 1
)
≺ ϕ(z) (z ∈ U , b ∈ C\ {0}), (1.2)

and the class Cb,p(ϕ) of all functions in f ∈ Ap for which

1− 1
b

+
1
bp

(
1 +

zf ′′(z)
f ′(z)

)
≺ ϕ(z) (z ∈ U , b ∈ C\ {0}). (1.3)

R. M. Ali et al. [1] also defined and studied the class Rb,p(ϕ) to be the
class of all functions in f ∈ Ap for which

1 +
1
b

(
f ′(z)
pzp−1

− 1
)
≺ ϕ(z) (z ∈ U , b ∈ C\ {0}). (1.4)

Note that S∗1,1(ϕ) = S∗(ϕ) and C1,1(ϕ) = C(ϕ), the classes intro-
duced and studied by Ma and Minda [8]. The familiar class S∗(α) of star-
like functions of order α and the class C(α) of convex functions of order α,
0 ≤ α < 1 are the special case of S∗1,1(ϕ) and C1,1(ϕ), respectively, when
ϕ(z) = (1 + (1− 2α)z)/(1− z).

Owa [9] introduced and studied the class Hp(A,B, α, β) of all functions
in f ∈ Ap satisfying

(1− β)
(
f(z)
zp

)α

+ β
zf ′(z)
pf(z)

(
f(z)
zp

)α

≺ 1 +Az

1 +Bz
(1.5)

where z ∈ U , −1 ≤ B < A ≤ 1, 0 ≤ β ≤ 1, α ≥ 0.
We note that H1(A,B, α, β) is a subclass of Bazilevic functions [4].
A function f ∈ Ap is said to be in the class R(b,p,α,β)(ϕ) if

1 +
1
b

{
(1− β)

(
f(z)
zp

)α

+ β
zf ′(z)
pf(z)

(
f(z)
zp

)α

− 1
}
≺ ϕ(z) (1.6)

(0 ≤ β ≤ 1, α ≥ 0). The class R(b,p,α,β)(ϕ) was defined and studied by
Ramachandran et al. [12].

A class of functions which unifies the classes S∗b,p(ϕ) and Cb,p(ϕ) was
introduced by T. N. Shanmugam, S. Owa, C. Ramachandran, S. Sivasubra-
manian and Y. Nakamura in [14]. They defined this class in the following
way.

Let ϕ(z) be a univalent starlike function with respect to 1 which maps
the open unit disk U onto a region in the right half plane and is symmetric
with respect to real axis, ϕ(0) = 1 and ϕ′(0) > 0. A function f ∈ Ap is in
the class M(b,p,α,λ)(ϕ) if

1 +
1
b

[
1
p

(
(1− α)

zF ′(z)
F (z)

+ α

(
1 +

zF ′′(z)
F ′(z)

))
− 1
]
≺ ϕ(z) (1.7)

(0 ≤ α ≤ 1), where

F (z) : = (1− λ)f(z) + λzf ′(z).
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T. N. Shangumugam et al. [14] obtained certain coefficient inequalities for
function f ∈ Ap which are in the class M(b,p,α,λ)(ϕ).

For a function f in Ap, the linear multiplier differential operator
(LMDO) J δ

p (λ, µ, l)f : Ap → Ap was defined by the authors in [5] in the
following way.

Definition 1.1. Let f ∈ Ap. For the parameters δ, λ, µ, l ∈ R; λ ≥ µ ≥ 0 and
δ, l ≥ 0 the LMDO J δ

p (λ, µ, l) on Ap is defined by

J 0
p (λ, µ, l)f(z) = f(z) (1.8)

(p+ l)J 1
p (λ, µ, l)f(z)

= λµz2f ′′(z) + (λ− µ+ (1− p)λµ) zf ′(z) + (p(1− λ+ µ) + l) f(z)

(p+ l)J 2
p (λ, µ, l)f(z)

= λµz2[J 1
p (λ, µ, l)f(z)]′′ + (λ− µ+ (1− p)λµ) z[J 1

p (λ, µ, l)f(z)]′

+(p(1− λ+ µ) + l)J 1
p (λ, µ, l)f(z)

J δ1
p (λ, µ, l)(J δ2

p (λ, µ, l)f(z)) = J δ2
p (λ, µ, l)(J δ1

p (λ, µ, l)f(z)), δ1, δ2 ≥ 0
for z ∈ U and p ∈ N := {1, 2, ...}.

If f is given by (1.1) then from the definition of the LMDO J δ
p (λ, µ, l),

we can easily see that

J δ
p (λ, µ, l)f(z) = zp +

∞∑
k=p+1

Φk
p(δ, λ, µ, l)akz

k

where

Φk
p(δ, λ, µ, l) =

[
(k − p)(λµk + λ− µ) + p+ l

p+ l

]δ

.

When p = 1, l = 0 and δ = m ∈ N0 = N ∪ {0} we get Deniz-Orhan [6]
(Also for earlier 0 ≤ µ ≤ λ ≤ 1 Raducanu-Orhan [11]) differential operator,
when p = 1, l = 0 = µ and δ = m ∈ N0 = N ∪ {0} we obtain the differential
operator defined by Al-Oboudi [2] and when p = 1, l = 0 = µ, λ = 1
and δ = m ∈ N0 = N ∪ {0} we obtain the differential operator defined by
Sălăgean [13]. We note that by specializing the parameters δ, λ, µ, l and p, the
LMDO J δ

p (λ, µ, l) reduces to other several well-known operators of analytic
functions. Detailed information can be found in [5].

Now, by making use of the operator J δ
p (λ, µ, l), we define a new subclass

of functions belonging to the class Ap.

Definition 1.2. Let ϕ(z) be a univalent starlike function with respect to 1
which maps the open unit disk U onto a region in the right half plane and
is symmetric with respect to real axis, ϕ(0) = 1 and ϕ′(0) > 0. A function
f ∈ Ap is in the class Mδ

(b,p,α,λ,µ,l,ν)(ϕ) if

1 +
1
b

[
1
p

(
(1− α)

z(Fν,δ(z))′

Fν,δ(z)
+ α

(
1 +

z(Fν,δ(z))′′

(Fν,δ(z))′

))
− 1
]
≺ ϕ(z) (1.9)



52 Murat Çağlar, Halit Orhan and Erhan Deniz

where 0 ≤ α ≤ 1; δ, λ, µ, l ∈ R; δ, l ≥ 0; 0 ≤ µ ≤ λ; p ∈ N, and

Fν,δ(z) = (1− ν)Jδ
p (λ, µ, l)f(z) + νJδ+1

p (λ, µ, l)f(z) (0 ≤ ν ≤ 1).

Note that the class Mδ
(b,p,α,λ,µ,l,ν)(ϕ) reduces to the classes

M1
(1,1,1,0,0,0,0)(ϕ) ≡ C(ϕ),

M1
(1,1,0,0,0,0,0)(ϕ) ≡ S∗(ϕ)

which were introduced and studied by Ma and Minda [8]. Also,

M1
(1,p,0,0,0,0,0)(ϕ) ≡ S∗p (ϕ),

M1
(1,p,1,0,0,0,0)(ϕ) ≡ Cp(ϕ),

M1
(b,p,0,0,0,0,0)(ϕ) ≡ S∗b,p(ϕ)

and M1
(b,p,1,0,0,0,0)(ϕ) ≡ Cb,p(ϕ) were introduced and studied by R. M. Ali et

al. [1]. Also recently for δ ∈ N0 Altuntaş and Kamali [3] were introduced and
studied the class Mδ

(b,p,α,1,0,0,ν)(ϕ) = M(b,p,α,ν,δ)(ϕ)
In this paper, we obtain Fekete-Szegö like inequalities and bounds for

the coefficient ap+3 for the class Mδ
(1,p,α,λ,µ,l,ν)(ϕ). These results can be

extended to other classes defined earlier.
Let Ω be the class of analytic functions of the form

w(z) = w1z + w2z
2 + w3z

3 + ...

in the unit disk U satisfying the condition |w(z)| < 1.
We need the following lemmas to prove our main results.

Lemma 1.3. [1] If w ∈ Ω, then

∣∣w2 − tw2
1

∣∣ ≤
 −t if t ≤ −1,

1 if −1 ≤ t ≤ 1,
t if t ≥ 1.

(1.10)

When t < −1 or t > 1, the equality holds if and only if w(z) = z or one of
its rotations.

If −1 < t < 1, then equality holds if and only if w(z) = z2 or one of its
rotations.

Equality holds for t = −1 if and only if w(z) = z(z+λ)
1+λz (0 ≤ λ ≤ 1) or

one of its rotations, while for t = 1 the equality holds if and only if w(z) =
− z(z+λ)

1+λz (0 ≤ λ ≤ 1) or one of its rotations.

Although the above upper bound is sharp, it can be improved as follows
when −1 < t < 1 :∣∣w2 − tw2

1

∣∣+ (1 + t) |w1|2 ≤ 1 (−1 < t ≤ 0) (1.11)

and ∣∣w2 − tw2
1

∣∣+ (1− t) |w1|2 ≤ 1 (0 < t < 1). (1.12)
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Lemma 1.4. [7] If w ∈ Ω, then for any complex number t∣∣w2 − tw2
1

∣∣ ≤ max {1; |t|} . (1.13)

The result is sharp for the functions w(z) = z or w(z) = z2.

Lemma 1.5. [10] If w ∈ Ω, then for any real numbers q1 and q2 the following
sharp estimate holds:∣∣w3 + q1w1w2 + q2w

3
1

∣∣ ≤ H(q1, q2) (1.14)

where
H(q1, q2) =

=



1 for (q1, q2) ∈ D1 ∪D2,

|q2| for (q1, q2) ∈
7⋃

k=3

Dk,

2
3 (|q1|+ 1)( |q1|+1

3(|q1|+1+q2)
)

1
2 for (q1, q2) ∈ D8 ∪D9,

q2
3 ( q2

1−4

q2
1−4q2

)( q2
1−4

3(q2−1) )
1
2 for (q1, q2) ∈ D10 ∪D11 \ {±2, 1} ,

2
3 (|q1| − 1)( |q1|−1

3(|q1|−1−q2)
)

1
2 for (q1, q2) ∈ D12.

The extremal functions, up to rotations, are of the form

w(z) = z3, w(z) = z, w(z) = w0(z) =
(z [(1− λ) ε2 + λε1]− ε1ε2z)

1− [(1− λ) ε1 + λε2] z
,

w(z) = w1(z) =
z(t1 − z)
1− t1z

, w(z) = w2(z) =
z(t2 + z)
1 + t2z

,

|ε1| = |ε2| = 1, ε1 = t0 − e
−iθ0

2 (a± b), ε2 = −e
−iθ0

2 (ia± b),

a = t0 cos
θ0
2
, b =

√
1− t20 sin2 θ0

2
, λ =

b± a

2b
,

t0 =
[

2q2(q21 + 2)− 3q21
3(q2 − 1)(q21 + 4q2)

]
, t1 =

(
|q1|+ 1

3(|q1|+ 1 + q2)

) 1
2

,

t2 =
(

|q1| − 1
3(|q1| − 1− q2)

) 1
2

, cos
θ0
2

=
q1
2

[
q2(q21 + 8)− 2(q21 + 2)

2q2(q21 + 2)− 3q21

]
The sets Dk, k = 1, 2, ..., 12, are defined as follows:

D1 =
{

(q1, q2) : |q1| ≤
1
2
, |q2| ≤ 1

}
,

D2 =
{

(q1, q2) :
1
2
≤ |q1| ≤ 2,

4
27
≤ (|q1|+ 1)3 − (|q1|+ 1) ≤ q2 ≤ 1

}
,

D3 =
{

(q1, q2) : |q1| ≤
1
2
, q2 ≤ −1

}
,

D4 =
{

(q1, q2) : |q1| ≥
1
2
, q2 ≤ −2

3
(|q1|+ 1)

}
,

D5 = {(q1, q2) : |q1| ≤ 2, q2 ≥ 1} ,
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D6 =
{

(q1, q2) : 2 ≤ |q1| ≤ 4, q2 ≥
1
12

(q21 + 8)
}
,

D7 =
{

(q1, q2) : |q1| ≥ 4, q2 ≥
2
3
(|q1| − 1)

}
,

D8 =
{
(q1, q2) :

1
2
≤ |q1| ≤ 2,−2

3
(|q1|+ 1) ≤ q2 ≤

4
27

(|q1|+ 1)3 − (|q1|+ 1)
}
,

D9 =
{

(q1, q2) : |q1| ≥ 2, − 2
3
(|q1|+ 1) ≤ q2 ≤

2 |q1| (|q1|+ 1)
q21 + 2 |q1|+ 4

}
,

D10 =
{

(q1, q2) : 2 ≤ |q1| ≤ 4,
2 |q1| (|q1|+ 1)
q21 + 2 |q1|+ 4

≤ q2 ≤
1
12

(q21 + 8)
}
,

D11 =
{

(q1, q2) : |q1| ≥ 4,
2 |q1| (|q1|+ 1)
q21 + 2 |q1|+ 4

≤ q2 ≤
2 |q1| (|q1| − 1)
q21 − 2 |q1|+ 4

}
,

D12 =
{

(q1, q2) : |q1| ≥ 4,
2 |q1| (|q1| − 1)
q21 − 2 |q1|+ 4

≤ q2 ≤
2
3
(|q1| − 1)

}
.

2. Coefficient Bounds

By making use of Lemmas 1.3-1.5, we obtain the following results.

Theorem 2.1. Let ϕ(z) = 1 + B1z + B2z
2 + B3z

3 + ..., where Bn are real
with B1 > 0 and B2 ≥ 0. Let 0 ≤ α ≤ 1; δ, λ, µ, l ∈ R; δ, l ≥ 0; 0 ≤ µ ≤ λ;
p ∈ N; 0 ≤ ν ≤ 1.

If f(z) given by (1.1) belongs to Mδ
(1,p,α,λ,µ,l,ν)(ϕ), then∣∣ap+2 − ηa2

p+1

∣∣ ≤


p2

2(p+2α)
(p+l)δ+1

M2Nδ
2

{
B2 + pB2

1φ(α, p, µ, η, λ, δ, l, ν)
}

if η ≤ ψ1,

p2B1
2(p+2α)

(p+l)δ+1

M2Nδ
2

if ψ1 ≤ η ≤ ψ2,

− p2

2(p+2α)
(p+l)δ+1

M2Nδ
2

{
B2 + pB2

1φ(α, p, µ, η, λ, δ, l, ν)
}

if η ≥ ψ2.

(2.1)
Further, if ψ1 ≤ η ≤ ψ3, then∣∣ap+2 − ηa2

p+1

∣∣+ M2
1N

2δ
1

M2N δ
2

(p+ α)2

2p2B2
1(p+ 2α)(p+ l)δ+1

×
(
B1 −B2 − pB2

1φ(α, p, µ, η, λ, δ, l, v)
)
|ap+1|2

≤ p2B1

2(p+ 2α)
(p+ l)δ+1

M2N δ
2

. (2.2)
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If ψ3 ≤ η ≤ ψ2, then∣∣ap+2 − ηa2
p+1

∣∣+ M2
1N

2δ
1

M2N δ
2

(p+ α)2

2p2B2
1(p+ 2α)(p+ l)δ+1

×
(
B1 +B2 + pB2

1φ(α, p, µ, η, λ, δ, l, v)
)
|ap+1|2

≤ p2B1

2(p+ 2α)
(p+ l)δ+1

M2N δ
2

. (2.3)

For any complex number η,∣∣ap+2 − ηa2
p+1

∣∣ ≤ p2B1

2(p+ 2α)
(p+ l)δ+1

M2N δ
2

×max
{

1;
∣∣∣∣B2

B1
+ pB1φ(α, p, µ, η, λ, δ, l, ν)

∣∣∣∣}
where

ψ1 =
M2

1N
2δ
1

M2N δ
2

{
(B2 −B1)(p+ α)2 + pB2

1(p2 + 2αp+ α)
}

2p2B2
1(p+ 2α)(p+ l)δ+1

ψ2 =
M2

1N
2δ
1

M2N δ
2

{
(B2 +B1)(p+ α)2 + pB2

1(p2 + 2αp+ α)
}

2p2B2
1(p+ 2α)(p+ l)δ+1

ψ3 =
M2

1N
2δ
1

M2N δ
2

{
B2(p+ α)2 + pB2

1(p2 + 2αp+ α)
}

2p2B2
1(p+ 2α)(p+ l)δ+1

φ(α, p, µ, η, λ, δ, l, ν) =
p2 + 2αp+ α

(p+ α)2
− 2ηp

M2N
δ
2

M2
1N

2δ
1

(p+ 2α)(p+ l)δ+1

(p+ α)2

and Mc = [p+ cν(λµ(p+ c) + λ− µ)] , Nc = [c(λµ(p+ c) + λ− µ) + p+ l] ,
Md

c = (Mc)d, Nd
c = (Nc)d, c ∈ N = {1, 2, 3, ...} .

Further,

|ap+3| ≤
p2B1

3(p+ 3α)
(p+ l)δ+1

M3N δ
3

H(q1, q2) (2.4)

where H(q1, q2) is defined as in Lemma 1.5, with

q1 =
2B2

B1
+

3
2

(p2 + 3αp+ 2α)
(p+ α)(p+ 2α)

pB1,

q2 =
B3

B1
+

3
2

(
p2 + 3αp+ 2α

)
(p+ α)(p+ 2α)

pB1

[
B2

B1
+ pB1

(
p2 + 2αp+ α

)
(p+ α)2

]

−
(
p3 + 3αp2 + 3αp+ α

)
(p+ α)3

p2B2
1 .

These results are sharp.

Proof. If f(z) ∈Mδ
(1,p,α,λ,µ,l,ν)(ϕ), then there is a Schwarz function

w(z) = w1z + w2z
2 + ... ∈ Ω
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such that
1
p

{
(1− α)

z(Fν,δ(z))′

Fν,δ(z)
+ α

(
1 +

z(Fν,δ(z))′′

(Fν,δ(z))′

)}
= ϕ(w(z)) (2.5)

where 0 ≤ α ≤ 1; δ, λ, µ, l ∈ R; δ, l ≥ 0; 0 ≤ µ ≤ λ; p ∈ N; 0 ≤ ν ≤ 1;
Fν,δ(z) = (1− ν)Jδ

p (λ, µ, l)f(z) + νJδ+1
p (λ, µ, l)f(z) and

Jδ
p (λ, µ, l)f(z) = zp +

∞∑
k=p+1

[
(k − p)(λµk + λ− µ) + p+ l

p+ l

]δ

akz
k.

By definition of Jδ
p (λ, µ, l)f(z) and Fν,δ(z), we can write

Fν,δ(z) = zp +
M1N

δ
1

(p+ l)δ+1
ap+1z

p+1 +
M2N

δ
2

(p+ l)δ+1
ap+2z

p+2

+
M3N

δ
3

(p+ l)δ+1
ap+3z

p+3 + ... (2.6)

where
Mc = [p+ cν(λµ(p+ c) + λ− µ)] ,

Nc = [c(λµ(p+ c) + λ− µ) + p+ l] ,
c ∈ N = {1, 2, 3, ...} .

Let

Tp+c =
McN

δ
c

(p+ l)δ+1
ap+c; c ∈ N = {1, 2, 3, ...} .

Then, we have

Fν,δ(z) = zp + Tp+1z
p+1 + Tp+2z

p+2 + Tp+3z
p+3 + ... (2.7)

and differentiating both sides of the (2.7), we obtain the following equality

(Fν,δ(z))
′ = pzp−1 + (p+ 1)Tp+1z

p + (p+ 2)Tp+2z
p+1 + (p+ 3)Tp+3z

p+2 + ....
(2.8)

From (2.7) and (2.8), we deduce

z (Fν,δ(z))
′

Fν,δ(z)
= p+Tp+1z+(2Tp+2−T 2

p+1)z
2+(3Tp+3−3Tp+2Tp+1+T 3

p+1)z
3+....

(2.9)
Similarly, if we take Up+c = (p+ c)Tp+c, we have

z (Fν,δ(z))
′′

(Fν,δ(z))′
= p− 1 +

1
p
Up+1z +

1
p
(2Up+2 −

1
p
U2

p+1)z
2 (2.10)

+
1
p
(3Up+3 −

3
p
Up+2Up+1 +

1
p2
U3

p+1)z
3 + ....

Since
1
p

{
(1− α)

z(Fν,δ(z))′

Fν,δ(z)
+ α

(
1 +

z(Fν,δ(z))′′

(Fν,δ(z))′

)}
=

1
p
{(1− α) [p+ Tp+1z

(2.11)
+(2Tp+2 − T 2

p+1)z
2 + (3Tp+3 − 3Tp+2Tp+1 + T 3

p+1)z
3 + ...]
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+α
[
1 + p− 1 +

1
p
Up+1z +

1
p
(2Up+2 −

1
p
U2

p+1)z
2

+
1
p
(3Up+3 −

3
p
Up+2Up+1 +

1
p2
U3

p+1)z
3 + ...

]}
= 1 +

1
p
(
p+ α

p
)Tp+1z +

1
p

(
2 (p+ 2α)

p
Tp+2 −

p2 + 2αp+ α

p2
T 2

p+1

)
z2

+
1
p

(
3
p
(p+ 3α)Tp+3 −

3
p2

(p2 + 3αp+ 2α)Tp+2Tp+1

+
1
p3

(p3 + 3αp2 + 3αp+ α)T 3
p+1

)
z3 + ...

and

ϕ(w(z)) = 1 +B1w1z + (B1w2 +B2w
2
1)z

2 (2.12)
+(B1w3 + 2B2w1w2 +B3w

3
1)z

3 + ...,

by using equality (2.5), we have the equalities that follow.
Firstly, from

B1w1 =
1
p
(
p+ α

p
)
M1N

δ
1

(p+ l)δ+1
ap+1

we can write

ap+1 =
p2B1w1

(p+ α)
(p+ l)δ+1

M1N δ
1

. (2.13)

Secondly, from
B1w2 +B2w

2
1 =

=
1
p

(
2(p+ 2α)

p

M2N
δ
2

(p+ l)δ+1
ap+2 −

p2 + 2αp+ α

p2

M2
1N

2δ
1

(p+ l)2(δ+1)
a2

p+1

)
we can write

ap+2 =
p2B1

2(p+ 2α)
(p+ l)δ+1

M2N δ
2

{
w2 − w2

1

[
−B2

B1
−
pB1

(
p2 + 2αp+ α

)
(p+ α)2

]}
.

(2.14)
Thus, by using (2.13) and (2.14), we can write

ap+2 − ηa2
p+1 =

p2B1

2(p+ 2α)
(p+ l)δ+1

M2N δ
2

{
w2 − w2

1

[
−B2

B1
−
pB1

(
p2 + 2αp+ α

)
(p+ α)2

+ 2ηp2 M2N
δ
2

M2
1N

2δ
1

B1(p+ 2α) (p+ l)δ+1

(p+ α)2

]}
.

Let

t = −B2

B1
− pB1

(
p2 + 2αp+ α

)
(p+ α)2

+ 2ηp2 M2N
δ
2

M2
1N

2δ
1

B1(p+ 2α) (p+ l)δ+1

(p+ α)2
.
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Therefore, we have

ap+2 − ηa2
p+1 =

p2B1

2(p+ 2α)
(p+ l)δ+1

M2N δ
2

{w2 − tw2
1}. (2.15)

By using Lemma 1.3, we can write for η ≤ ψ1∣∣ap+2 − ηa2
p+1

∣∣ ≤ p2

2(p+ 2α)
(p+ l)δ+1

M2N δ
2

{
B2 + pB2

1

[(
p2 + 2αp+ α

)
(p+ α)2

−2ηp
M2N

δ
2

M2
1N

2δ
1

(p+ 2α) (p+ l)δ+1

(p+ α)2

]}

=
p2

2(p+ 2α)
(p+ l)δ+1

M2N δ
2

{
B2 + pB2

1φ(α, p, µ, η, λ, δ, l, ν)
}

for η ≥ ψ2∣∣ap+2 − ηa2
p+1

∣∣ ≤ − p2

2(p+ 2α)
(p+ l)δ+1

M2N δ
2

{
B2 + pB2

1

[(
p2 + 2αp+ α

)
(p+ α)2

−2ηp
M2N

δ
2

M2
1N

2δ
1

(p+ 2α) (p+ l)δ+1

(p+ α)2

]}

= − p2

2(p+ 2α)
(p+ l)δ+1

M2N δ
2

{
B2 + pB2

1φ(α, p, µ, η, λ, δ, l, ν)
}

and for ψ1 ≤ η ≤ ψ2∣∣ap+2 − ηa2
p+1

∣∣ ≤ p2

2(p+ 2α)
(p+ l)δ+1

M2N δ
2

where

ψ1 =
M2

1N
2δ
1

M2N δ
2

{
(B2 −B1)(p+ α)2 + pB2

1(p2 + 2αp+ α)
}

2p2B2
1(p+ 2α)(p+ l)δ+1

ψ2 =
M2

1N
2δ
1

M2N δ
2

{
(B2 +B1)(p+ α)2 + pB2

1(p2 + 2αp+ α)
}

2p2B2
1(p+ 2α)(p+ l)δ+1

ψ3 =
M2

1N
2δ
1

M2N δ
2

{
B2(p+ α)2 + pB2

1(p2 + 2αp+ α)
}

2p2B2
1(p+ 2α)(p+ l)δ+1

and

φ(α, p, µ, η, λ, δ, l, ν) =
p2 + 2αp+ α

(p+ α)2
− 2ηp

M2N
δ
2

M2
1N

2δ
1

(p+ 2α)(p+ l)δ+1

(p+ α)2
.

Further, if ψ1 ≤ η ≤ ψ3, then∣∣ap+2 − ηa2
p+1

∣∣+ M2
1N

2δ
1

M2N δ
2

(p+ α)2

2p2B2
1(p+ 2α)(p+ l)δ+1

×
(
B1 −B2 − pB2

1φ(α, p, µ, η, λ, δ, l, v)
)
|ap+1|2
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≤ p2B1

2(p+ 2α)
(p+ l)δ+1

M2N δ
2

.

If ψ3 ≤ η ≤ ψ2, then∣∣ap+2 − ηa2
p+1

∣∣+ M2
1N

2δ
1

M2N δ
2

(p+ α)2

2p2B2
1(p+ 2α)(p+ l)δ+1

×
(
B1 +B2 + pB2

1φ(α, p, µ, η, λ, δ, l, v)
)
|ap+1|2

≤ p2B1

2(p+ 2α)
(p+ l)δ+1

M2N δ
2

.

By using Lemma 1.4, we can write

|ap+2−ηa2
p+1|≤

p2B1

2(p+ 2α)
(p+ l)δ+1

M2N δ
2

max
{
1;
∣∣∣∣B2

B1
+pB1φ(α, p, µ, η, λ, δ, l, ν)

∣∣∣∣}
for any complex number η.

By using equalities (2.11) and (2.12)

1
p

{
3
p

(p+ 3α)
M3N

δ
3

(p+ l)δ+1
ap+3 −

3
p2

(
p2 + 3αp+ 2α

)
× M2N

δ
2

(p+ l)δ+1

M1N
δ
1

(p+ l)δ+1
ap+2ap+1+

1
p3

(
p3+3αp2+3αp+α

) M3
1N

3δ
1

(p+ l)3(δ+1)
a3

p+1

}
= B1w3 + 2B2w1w2 +B3w

3
1.

Thus, we obtain

ap+3 =
p2B1

3(p+ 3α)
(p+ l)δ+1

M3N δ
3

{
w3 +

(
2B2

B1
+

3
2

(
p2 + 3αp+ 2α

)
(p+ α)(p+ 2α)

pB1

)
w1w2

+

(
B3

B1
+

3
2

(
p2 + 3αp+ 2α

)
(p+ α)(p+ 2α)

pB1

[
B2

B1
+ pB1

(
p2 + 2αp+ α

)
(p+ α)2

]

−
(
p3 + 3αp2 + 3αp+ α

)
(p+ α)3

p2B2
1

)
w3

1

}
. (2.16)

Let

q1 =
2B2

B1
+

3
2

(
p2 + 3αp+ 2α

)
(p+ α)(p+ 2α)

pB1,

q2 =
B3

B1
+

3
2

(
p2 + 3αp+ 2α

)
(p+ α)(p+ 2α)

pB1

[
B2

B1
+ pB1

(
p2 + 2αp+ α

)
(p+ α)2

]

−
(
p3 + 3αp2 + 3αp+ α

)
(p+ α)3

p2B2
1 .

Then, from equality (2.16), we obtain

ap+3 =
p2B1

3(p+ 3α)
(p+ l)δ+1

M3N δ
3

{
w3 + q1w1w2 + q2w

3
1

}
.
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Thus, we can write

|ap+3| ≤
p2B1

3(p+ 3α)
(p+ l)δ+1

M3N δ
3

H(q1, q2) (2.17)

where H(q1, q2) is defined as in Lemma 1.5.
To show that the bounds in (2.1)-(2.3) are sharp, we define the functions

Kϕ,n (n = 2, 3, ...) by

1
p

{
(1− α)

z(Kϕ,n)′(z)
(Kϕ,n)(z)

+ α

(
1 +

z(Kϕ,n)′′(z)
(Kϕ,n)′

)}
= ϕ(zn−1) (2.18)

[Kϕ,n](0) = 0 = [Kϕ,n]′ (0)− 1,
and the function Fλ,m and Gλ,m (0 ≤ λ ≤ 1, m ∈ N0) by

1
p

{
(1− α)

z(Fλ,m)′(z)
(Fλ,m)(z)

+ α

(
1 +

z(Fλ,m)′′(z)
(Fλ,m)′

)}
= ϕ

(
z
z + λ

1 + λz

)
(2.19)

[Fλ,m](0) = 0 = [Fλ,m]′ (0)− 1,
and

1
p

{
(1− α)

z(Gλ,m)′(z)
(Gλ,m)(z)

+ α

(
1 +

z(Gλ,m)′′(z)
(Gλ,m)′

)}
= ϕ

(
−z z + λ

1 + λz

)
(2.20)

(Gλ,m)(0) = 0 = [Gλ,m]′ (0)− 1.

Clearly the functions Kϕ,n, Fλ,m, Gλ,m ∈ Mδ
(1,p,α,λ,µ,l,ν)(ϕ). Also we write

Kϕ = Kϕ,2. If η < ψ1 or η > ψ2, then the equality holds if and only if f is
Kϕ or one of its rotations. When ψ1 < η < ψ2, then the equality holds if and
only if f is Kϕ,3 or one of its rotations. If η = ψ1, then the equality holds
if and only if f is Fλ,m or one of its rotations. If η = ψ2, then the equality
holds if and only if f is Gλ,m or one of its rotations. �

Remark 2.2.

1. For l = µ = 0 and λ = 1 in Theorem 2.1,we get the result obtained
by Altuntaş and Kamali [3].

2. For l = δ = µ = α = ν = 0 and λ = 1 in Theorem 2.11, we obtain
the result obtained by R. M. Ali et al. [1].

3. For l = δ = µ = α = ν = 0 and p = λ = 1 in Theorem 2.1, we obtain
the result obtained by Ma and Minda et al. [8].

4. For l = α = 0 and p = b = 1 in Theorem 2.1, we obtain the result
obtained by Deniz and Orhan et al. [6].

3. Applications to functions defined by convolution

We define Mδ
(b,p,α,λ,µ,l,ν,g)(ϕ) to be the class of all functions f ∈ Ap

for which f ∗ g ∈Mδ
(b,p,α,λ,µ,l,ν)(ϕ), where g is a fixed function with positive

coefficients and the classMδ
(b,p,α,λ,µ,l,ν)(ϕ) is as in Definition 1.2. In Theorem
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2.1 we obtained the coefficient estimate for the class Mδ
(1,p,α,λ,µ,l,ν)(ϕ). Now

we obtain the coefficient estimates for the class Mδ
(1,p,α,λ,µ,l,ν,g)(ϕ).

Theorem 3.1. Let ϕ(z) = 1 + B1z + B2z
2 + B3z

3 + ..., where Bn are real
with B1 > 0 and B2 ≥ 0. Let 0 ≤ α ≤ 1; δ, λ, µ, l ∈ R; δ, l ≥ 0; 0 ≤ µ ≤ λ;
p ∈ N; 0 ≤ ν ≤ 1.

If f(z) given by (1.1) belongs to Mδ
(1,p,α,λ,µ,l,ν,g)(ϕ), then∣∣ap+2 − ηa2

p+1

∣∣ ≤
p2

2(p+2α)gp+2

(p+l)δ+1

M2Nδ
2

{
B2 + pB2

1φ(α, p, µ, η, λ, δ, l, ν)
}

if η ≤ ψ1,

p2B1
2(p+2α)gp+2

(p+l)δ+1

M2Nδ
2

if ψ1 ≤ η ≤ ψ2,

− p2

2(p+2α)gp+2

(p+l)δ+1

M2Nδ
2

{
B2 + pB2

1φ(α, p, µ, η, λ, δ, l, ν)
}

if η ≥ ψ2.

Further, if ψ1 ≤ η ≤ ψ3, then∣∣ap+2 − ηa2
p+1

∣∣+ g2
p+1

gp+2

M2
1N

2δ
1

M2N δ
2

(p+ α)2

2p2B2
1(p+ 2α)(p+ l)δ+1

×
(
B1 −B2 − pB2

1φ(α, p, µ, η, λ, δ, l, v, g)
)
|ap+1|2

≤ p2B1

2gp+2(p+ 2α)
(p+ l)δ+1

M2N δ
2

.

If ψ3 ≤ η ≤ ψ2, then∣∣ap+2 − ηa2
p+1

∣∣+ M2
1N

2δ
1

M2N δ
2

(p+ α)2

2p2B2
1(p+ 2α)(p+ l)δ+1

×
(
B1 +B2 + pB2

1φ(α, p, µ, η, λ, δ, l, v, g)
)
|ap+1|2

≤ p2B1

2gp+2(p+ 2α)
(p+ l)δ+1

M2N δ
2

.

For any complex number η,∣∣ap+2 − ηa2
p+1

∣∣ ≤ g2
p+1

gp+2

p2B1

2gp+2(p+ 2α)
(p+ l)δ+1

M2N δ
2

×max
{

1;
∣∣∣∣B2

B1
+ pB1φ(α, p, µ, η, λ, δ, l, ν, g)

∣∣∣∣}
where

ψ1 =
g2

p+1

gp+2

M2
1N

2δ
1

M2N δ
2

{
(B2 −B1)(p+ α)2 + pB2

1(p2 + 2αp+ α)
}

2p2B2
1(p+ 2α)(p+ l)δ+1

ψ2 =
g2

p+1

gp+2

M2
1N

2δ
1

M2N δ
2

{
(B2 +B1)(p+ α)2 + pB2

1(p2 + 2αp+ α)
}

2p2B2
1(p+ 2α)(p+ l)δ+1

ψ3 =
g2

p+1

gp+2

M2
1N

2δ
1

M2N δ
2

{
B2(p+ α)2 + pB2

1(p2 + 2αp+ α)
}

2p2B2
1(p+ 2α)(p+ l)δ+1

φ(α, p, µ, η, λ, δ, l, ν, g) =
p2 + 2αp+ α

(p+ α)2
−2ηp

gp+2

g2
p+1

M2N
δ
2

M2
1N

2δ
1

(p+ 2α)(p+ l)δ+1

(p+ α)2
.
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and Mc = [p+ cν(λµ(p+ c) + λ− µ)] , Nc = [c(λµ(p+ c) + λ− µ) + p+ l] ,
Md

c = (Mc)d, Nd
c = (Nc)d, c ∈ N = {1, 2, 3, ...} .

Further,

|ap+3| ≤
p2B1

3gp+3(p+ 3α)
(p+ l)δ+1

M3N δ
3

H(q1, q2)

where H(q1, q2) is defined as in Lemma 1.5,

q1 =
2B2

B1
+

3
2

(p2 + 3αp+ 2α)
(p+ α)(p+ 2α)

pB1,

q2 =
B3

B1
+

3
2

(p2 + 3αp+ 2α)
(p+ α)(p+ 2α)

pB2

+
(

3
2

(p2 + 3αp+ 2α)(p2 + 2αp+ α)
(p+ 2α)(p+ α)3

− (p3 + 3αp2 + 3αp+ α)
(p+ α)3

)
p2B2

1 .

These results are sharp.

Proof. The proof is similar to the proof of Theorem 2.1 �

Remark 3.2.

1. For l = δ = µ = α = ν = 0 and λ = 1 in Theorem 3.1, we obtain the
result obtained by Ali et al. [1].

2. For l = δ = µ = α = ν = 0 and p = λ = 1 in Theorem 3.1, we obtain
the result obtained by Ma and Minda et al. [8].

3. For l = α = 0 and p = b = 1 in Theorem 2.1, we obtain the result
obtained by Deniz and Orhan et al. [6].
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Department of Mathematics
Faculty of Science
Ataturk University
Erzurum, 25240, Turkey
e-mail: mcaglar@atauni.edu.tr

Halit Orhan
Department of Mathematics
Faculty of Science
Ataturk University
Erzurum, 25240, Turkey
e-mail: horhan@atauni.edu.tr

Erhan Deniz
Department of Mathematics
Faculty of Science and Art
Kafkas University
Kars, 36100, Turkey
e-mail: edeniz@atauni.edu.tr
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The univalence and the convexity properties
for a new integral operator

Virgil Pescar

Abstract. For analytic functions f in the open unit disk U , an integral
operator Iα,β is introduced. The object of the paper is to obtain the
conditions of the univalence and the convexity of the integral operator
Iα,β .
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1. Introduction

Let A be the class of functions f of the form

f(z) = z +
∞∑

k=2

akzk,

which are analytic in the open unit disk U = {z ∈ C : |z| < 1}. Let S denote
the subclass of A consisting of the functions f ∈ A, which are univalent in
U . We denote by S∗ the subclass of A consisting of all starlike functions in
U . Also, we denote by K the subclass of A consisting of all convex functions
in U .

We consider K(α) the subclass ofA consisting of all the convex functions
f of the order α, satisfying:

Re

(
zf ′′(z)
f ′(z)

+ 1
)

> α, (z ∈ U), (1.1)

for some α (0 ≤ α < 1). We have K(0) = K.
Note that f ∈ K, if and only if zf ′ ∈ S∗.
In this work, we introduce a new integral operator, which is defined by

Iα,β(z) =
∫ z

0

(
f(u)

u

)α

(f ′(u))β
du, (1.2)

for α, β be complex numbers, f ∈ A.
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For β = 0, α be a complex number, f ∈ A, from (1.2) we have the
integral operator Kim-Merkes [2],

Hα(z) =
∫ z

0

(
f(u)

u

)α

du. (1.3)

From (1.2), for α = 0, β be a complex number, f ∈ A, we obtain the
integral operator Pfaltzgraff [5],

Gβ(z) =
∫ z

0

(f ′(u))β
du. (1.4)

2. Preliminary results

We need the following lemmas.

Lemma 2.1. [1]. If the function f is analytic in U and(
1− |z|2

) ∣∣∣∣zf ′′(z)
f ′(z)

∣∣∣∣ ≤ 1, (2.1)

for all z ∈ U , then the function f is univalent in U .

Lemma 2.2. (Schwarz [3]). Let f be the function regular in the disk
UR = {z ∈ C : |z| < R} with |f(z)| < M , M fixed. If f has in z = 0 one zero
with multiply ≥ m, then

|f(z)| ≤ M

Rm
|z|m, (z ∈ UR) , (2.2)

the equality (in the inequality (2.2) for z 6= 0) can hold if

f(z) = eiθ M

Rm
zm,

where θ is constant.

3. Main results

Theorem 3.1. Let α, β be complex numbers, M, L positive real numbers and
f ∈ A, f(z) = z + a2z

2 + . . .. If∣∣∣∣zf ′(z)
f(z)

− 1
∣∣∣∣ ≤ M, (z ∈ U) , (3.1)

∣∣∣∣zf ′′(z)
f ′(z)

∣∣∣∣ ≤ L, (z ∈ U) , (3.2)

and

|α|M + |β|L ≤ 3
√

3
2

, (3.3)

then the function

Iα,β(z) =
∫ z

0

(
f(u)

u

)α

(f ′(u))β
du, (3.4)
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is in the class S.

Proof. The function Iα,β(z) is regular in U and Iα,β(0) = I ′α,β(0) − 1 = 0.
We have:

zI ′′α,β(z)
I ′α,β(z)

= α

(
zf ′(z)
f(z)

− 1
)

+ β
zf ′′(z)
f ′(z)

, (3.5)

for all z ∈ U .
From (3.5) we obtain:

(
1− |z|2

) ∣∣∣∣∣zI ′′α,β(z)
I ′α,β(z)

∣∣∣∣∣ ≤ (1− |z|2
) [
|α|
∣∣∣∣zf ′(z)

f(z)
− 1
∣∣∣∣+ |β|

∣∣∣∣zf ′′(z)
f ′(z)

∣∣∣∣] , (3.6)

for all z ∈ U . By Lemma 2.2, from (3.1) and (3.2) we get∣∣∣∣zf ′(z)
f(z)

− 1
∣∣∣∣ ≤ M |z|, (z ∈ U) , (3.7)

∣∣∣∣zf ′′(z)
f ′(z)

∣∣∣∣ ≤ L|z|, (z ∈ U) (3.8)

and by (3.6) we obtain

(
1− |z|2

) ∣∣∣∣∣zI ′′α,β(z)
I ′α,β(z)

∣∣∣∣∣ ≤ (1− |z|2
)
|z| (|α|M + |β|L) , (3.9)

for all z ∈ U . Since

max
|z|≤1

[(
1− |z|2

)
|z|
]

=
2

3
√

3
,

by (3.3) and (3.9) we have

(
1− |z|2

) ∣∣∣∣∣zI ′′α,β(z)
I ′α,β(z)

∣∣∣∣∣ ≤ 1, (z ∈ U). (3.10)

By Lemma 2.1, we obtain that the integral operator Iα,β is in the class S.
�

Theorem 3.2. Let α, β be real numbers, with the properties α ≥ 0, β ≥ 0
and

0 < α + β < 1 (3.11)

We suppose that the functions f ∈ S∗ and g ∈ S∗, where g(z) = zf ′(z).
Then, the integral operator Iα,β defined by

Iα,β(z) =
∫ z

0

(
f(u)

u

)α

(f ′(u))β
du, (3.12)

is convex by the order 1− α− β.
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Proof. From (3.5) we obtain that:
zI ′′α,β(z)
I ′α,β(z)

+ 1 = α
zf ′(z)
f(z)

− α + β

(
zf ′′(z)
f ′(z)

+ 1
)
− β + 1 (3.13)

and hence, we have

Re

(
zI ′′α,β(z)
I ′α,β(z)

+ 1

)
= αRe

zf ′(z)
f(z)

− α + βRe

(
zf ′′(z)
f ′(z)

+ 1
)
− β + 1, (3.14)

for all z ∈ U .
But f ∈ S∗ and g ∈ S∗, where g(z) = zf ′(z).
We apply this affirmation in (3.14), we obtain that:

Re

(
zI ′′α,β(z)
I ′α,β(z)

+ 1

)
> 1− α− β. (3.15)

Using the hypothesis α + β < 1, in (3.15), we obtain that Iα,β is convex
function by the order 1− α− β. �

4. Corollaries

Corollary 4.1. Let α be a complex number, α 6= 0 and f ∈ A,

f(z) = z + a2z
2 + a3z

3 + . . .

If ∣∣∣∣zf ′(z)
f(z)

− 1
∣∣∣∣ ≤ 3

√
3

2|α|
, (z ∈ U). (4.1)

then the integral operator Hα, defined by (1.3), belongs to the class S.

Proof. For β = 0, from Theorem 3.1 we obtain Corollary 4.1. �

Corollary 4.2. Let β be a complex number, β 6= 0 and f ∈ A,

f(z) = z + a2z
2 + a3z

3 + . . .

If ∣∣∣∣zf ′′(z)
f ′(z)

∣∣∣∣ ≤ 3
√

3
2|β|

, (z ∈ U), (4.2)

then the integral operator Gβ, defined by (1.4), is in the class S.

Proof. We take α = 0 in Theorem 3.1. �

Corollary 4.3. If α is a real number, 0 < α < 1 and the function f ∈ S∗,
then the integral operator Hα defined in (1.3) is convex by the order 1− α.

Proof. For β = 0 in Theorem 3.2, we obtain Corollary 4.3. �

Corollary 4.4. If β is a real number, 0 < β < 1 and the function f ∈ K, then
the integral operator Gβ, defined by (1.4), is convex by the order 1− β.

Proof. We take α = 0 in Theorem 3.2. �
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Faculty of Mathematics and Computer Sciences
50, Iuliu Maniu
500091 Braşov, Romania
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Stud. Univ. Babeş-Bolyai Math. 56(2011), No. 4, 71–80

A class of uniformly convex functions
involving a differential operator

Srikandan Sivasubramanian and Chellakutti Ramachandran

Abstract. The main purpose of this paper is to introduce a new class
UH(α, β, γ, λ, k), of functions which are analytic in the open disc ∆ =
{z ∈ C : |z| < 1}. We obtain various results including characterization,
coefficients estimates, distortion and covering theorems, radii of close-
to-convexity, starlikeness and convexity for functions belonging to the
class UH(α, β, γ, λ, k).
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1. Introduction and motivations

Let A denote the class of functions of the form

f(z) = z +
∞∑

n=2

anzn,

that are analytic in the open unit disc ∆ := {z ∈ C : |z| < 1}. Let S be
a subclass of A consisting of univalent functions in ∆. By K(β), and S∗(β)
respectively, we mean the classes of analytic functions that satisfy the analytic
conditions

Re
{

1 +
zf ′′(z)
f ′(z)

}
> β and Re

{
zf ′(z)
f(z)

}
> β, z ∈ ∆

for 0 5 β < 1. In particular, K = K(0) and S∗ = S∗(0) respectively, are the
well-known standard class of convex and starlike functions.

The function f ∈ A is said to be close-to-convex of order β, β = 0, with
respect to a starlike function g and φ ∈ R if∣∣∣∣arg eiφ f(z)

g(z)

∣∣∣∣ 5 β
π

2
, z ∈ ∆.

Let CC(β) denote the union of all such close-to-convex functions of order β.
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Let T denote the subclass of S of functions of the form

f(z) = z −
∞∑

n=2

anzn, an = 0, (1.1)

that are analytic in the open unit disk ∆. This class was introduced and stud-
ied in [9]. Analogous to the subclasses S∗(β) and K(β) of S respectively, the
subclasses of T denoted by T ∗(β) and C(β), 0 5 β < 1, were also investigated
in [9].

The main class which we investigate in this present paper uses the oper-
ator known as the Cho-Srivastava operator. In fact, One important concept
that is useful in discussing this operator is the convolution or Hadamard
product. Here by convolution we mean the following: For f, g analytic with
f(z) = a0 +a1z+a2z

2 + · · · and g(z) = b0 +b1z+b2z
2 + · · · , the (Hadamard)

convolution of f and g is defined by (f ∗ g)(z) = a0b0 + a1b1z + a2b2z
2 + · · · .

It is natural to use the notation f(z) ∗ g(z) for (f ∗ g)(z) and vice versa
frequently.

For functions f ∈ A, we recall the multiplier transformation I(λ, k)
introduced by Cho and Srivastava [3] defined as

I(λ, k)f(z) = z +
∞∑

n=2

Ψnanzn ( λ = 0; k ∈ Z) (1.2)

where

Ψn :=
(

n + λ

1 + λ

)k

(1.3)

so that, obviously,

I(λ, k) (I(λ, m) f(z)) = I(λ, k + m) f(z) (k,m ∈ Z) . (1.4)

For λ = 1, the operators I(λ, k) were studied by Uralegaddi and Somanatha
[12]. The operators I(λ, k) are closely related to the multiplier transforma-
tions studied by Flett [4] and also to the differential and integral operators
investigated by Sălăgean [7]. For a detailed analysis of various convolution
operators, which are related to the multiplier transformations of Flett [4], re-
fer the work of Li and Srivastava [5] (as well as the references cited by them).
Now we define an unified class of analytic function based on this operator.

Definition 1.1. For 0 5 γ 5 1, 0 5 β < 1, α = 0, and for all z ∈ ∆, we let
the class UH(α, β, γ, λ, k), consists of functions f ∈ T is said to be in the
class satisfying the condition

Re
{

zF ′(z)
F (z)

}
> α

∣∣∣∣zF ′(z)
F (z)

− 1
∣∣∣∣ + β, (1.5)

with,

F (z) := γ(1 + λ)I(λ, k + 1)f(z) + (1− γ(1 + λ))I(λ, k)f(z), (1.6)

where I(λ, k)f(z) is the Cho-Srivastava operator as defined by (1.2)
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The family UH(α, β, γ, λ, k), unifies various well known classes of an-
alytic univalent functions. We list a few of them. The class UH(2, 1, λ, β, 0)
studied in [1]. Many classes including UH(2, 1, 0, β, 0) and UH(2, 1, 1, β, 0)
given in [11], are particular cases of this class. Further that, the class
UH(2, 1, λ, 0, β, k) is the class of k−uniformly convex of order β, was in-
troduced and studied in [10] (also see [2]).

In this present paper, we obtain a characterization, coefficients esti-
mates, distortion theorem and covering theorem, extreme points and radii of
close-to-convexity, starlikeness and convexity for functions belonging to the
class UH(α, β, γ, λ, k),.

2. Characterization and coefficient estimates

Theorem 2.1. Let f ∈ T . Then f ∈ UH(α, β, γ, λ, k), 0 5 γ 5 1, 0 5 β <
1 and α = 0,

∞∑
n=2

[n(α + 1)− (α + β)] (γ(n− 1) + 1) Ψn|an| 5 1− β. (2.1)

This result is sharp for the function

f(z) = z − 1− β

[n(α + 1)− (α + β)][γ(n− 1) + 1]Ψn
zn n = 2. (2.2)

Proof. We employ the technique adopted by [2]. We have

f ∈ UH(α, β, γ, λ, k),

if and only if the condition (1.5) is satisfied, which is equivalent to

Re
{

zF ′(z)(1 + keiθ)− F (z)keiθ

F (z)

}
> β, −π 5 θ < π. (2.3)

Now, letting G(z) = zF ′(z)(1+keiθ)−F (z)keiθ, equation (2.3) is equivalent
to

|G(z) + (1− β)F (z)| > |G(z)− (1 + β)F (z)|, 0 5 β < 1.

where F (z) is as defined in (1.6). Now a simple computation gives

|G(z) + (1− β)F (z)|

= (2− β)|z| −
∞∑

n=2

(
n(α + 1)− (α + β) + 1

) (
γ(n− 1) + 1

)
Ψnan|z|n

and similarly,

|G(z)− (1 + β)F (z)|

5 β|z|+
∞∑

n=2

(
(n(α + 1)− (α + β)− 1)

) (
γ(n− 1) + 1

)
Ψnan|z|n.

Therefore,
|G(z) + (1− β)F (z)| − |G(z)− (1 + β)F (z)|
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= 2(1− β)|z| −2
∞∑

n=2

(
(n(α + 1)− (α + β))

)
(γ(n− 1) + 1) Ψnan|z|n = 0,

which is equivalent to the result (2.1).
On the other hand, for all −π 5 θ < π, we must have

Re
{

zF ′(z)
F (z)

(1 + keiθ)− keiθ

}
> β.

Now, choosing the values of z on the positive real axis, where 0 5 |z| = r < 1,
and using Re {−eiθ} = −|eiθ| = −1, the above inequality can be written as

Re


(1− β)−

∞∑
n=2

(
n(α + 1)− (α + β)

) (
γ(n− 1) + 1

)
Ψnanrn−1

1−
∞∑

n=2

(
γ(n− 1) + 1

)
Ψnanrn−1

 = 0.

Setting r → 1−, we get the desired result. �

Many known results can be obtained as particular cases of Theorem 2.1.
For details, we refer to [6, 8].

By taking α = 0, γ = 1, λ = 0 and k = 1 in Theorem 2.1, we get the
following interesting result given in [9].

Corollary 2.2. [9] If f ∈ T , then f ∈ C(β) if and only if
∞∑

n=2

n(n− β)an 5 1− β.

Indeed, since f ∈ UH(α, β, γ, λ, k), (2.1), we have
∞∑

n=2

(
n(α + 1)− (α + β)

) (
γ(n− 1) + 1

)
Ψnan 5 1− β.

Hence for all n = 2, we have

an 5
1− β(

n(α + 1)− (α + β)
) (

γ(n− 1) + 1
)
Ψn

,

whenever 0 5 γ 5 1, 0 5 β < 1 and α = 0. Hence we state this important
observation as a separate theorem.

Theorem 2.3. If f ∈ UH(q, s, λ, β, k), then

an 5
1− β(

n(α + 1)− (α + β)
) (

γ(n− 1) + 1
)
Ψn

, n = 2, (2.4)

where 0 5 γ 5 1, 0 5 β < 1 and α = 0. Equality in (2.4) holds for the
function

f(z) = z − 1− β(
n(α + 1)− (α + β)

) (
γ(n− 1) + 1

)
Ψn

. (2.5)

This theorem also contains many known results for the special values of
the parameters. For example, see [6, 8].
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3. Distortion and covering theorems

Theorem 3.1. If f ∈ UH(α, β, γ, λ, k), then f ∈ T ∗(δ), where

δ = 1− 1− β(
2(α + 1)− (α + β)

) (
γ + 1

)
Ψ2 − (1− β)

.

This result is sharp with the extremal function being

f(z) = z − 1− β(
2(α + 1)− (α + β)

) (
γ + 1

)
Ψ2

z2.

Proof. It is sufficient to show that (2.1) implies
∞∑

n=2

(n−δ)an 5 1−δ [9], that

is,
n− δ

1− δ
5

(
n(α + 1)− (α + β)

) (
γ(n− 1) + 1

)
Ψn

1− β
, n = 2. (3.1)

Since, for n = 2, (3.1) is equivalent to

δ 5 1− (n− 1)(1− β)(
n(α + 1)− (α + β)

) (
γ(n− 1) + 1

)
Ψn − (1− β)

= Φ(n),

and Φ(n) 5 Φ(2), (3.1) holds true for any 0 5 γ 5 1, 0 5 β < 1 and α = 0.
This completes the proof of the Theorem 3.1. �

As in the previous cases we note this result has many special cases. If
we take α1 = 1, α2 = 1, β1 = 1, q = 2, s = 1, λ = 1 and k = 0 in Theorem
3.1, then we have the following result of [9].

Corollary 3.2. [9] If f ∈ C(β), then f ∈ T ∗
(

2
3− β

)
. The result is sharp for

the extremal function

f(z) = z − 1− β

2(2− β)
z2.

Remark. Since distortion theorem and covering theorem are available for the
class T ∗(β) [9], we can also obtain the corresponding results for the class
UH(α, β, γ, λ, k), from the respective results of T ∗(β) by using Theorem
3.1, and we state them without proof.

Theorem 3.3. Let Ψn be defined as in (1.3). Then, for f ∈ UH(α, β, γ, λ, k),
with z = reiθ ∈ ∆, we have

r −B(α, β, γ, λ)r2 5 |f(z)| 5 r + B(α, β, γ, λ)r2, (3.2)

where,

B(α, β, γ, λ) :=
1− β(

2(α + 1)− (α + β)
) (

γ + 1
)

Ψ2

.

Theorem 3.4. If f ∈ UH(α, β, γ, λ, k), then for |z| = r < 1

1−B(α, β, γ, λ)r 5 |f ′(z)| 5 1 + B(α, β, γ, λ)r , (3.3)

where B(α, β, γ, λ) as in Theorem 3.3.
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Note that in Theorem 3.3 and Theorem 3.4 equality holds for the func-
tion

f(z) = z − 1− β(
2(α + 1)− (α + β)

) (
γ + 1

)
Ψ2

z2.

4. Extreme points of the class UH(α, β, γ, λ, k),

Theorem 4.1. Let f1(z) = z and

fn(z) = z − 1− β(
n(α + 1)− (α + β)

) (
γ(n− 1) + 1

)
Ψn

zn, n = 2

and Ψn be as defined in (1.3). Then f ∈ UH(α, β, γ, λ, k), if and only if it
can be represented in the form

f(z) =
∞∑

n=1

µnfn(z), µn = 0,
∞∑

n=1

µn = 1. (4.1)

Proof. Suppose f(z) can be written as in (4.1). Then

f(z) = z −
∞∑

n=2

µn

{
1− β(

n(α + 1)− (α + β)
) (

γ(n− 1) + 1
)
Ψn

}
zn.

Now,
∞∑

n=2

µn

(
n(α + 1)− (α + β)

) (
γ(n− 1) + 1

)
Ψn(1− β)

(1− β)
(

n(α + 1)− (α + β)
) (

γ(n− 1) + 1
)
Ψn

=
∞∑

n=2

µn =1−µ1 5 1.

Thus f ∈ UH(α, β, γ, λ, k). Conversely, let us have f ∈ UH(α, β, γ, λ, k).
Then by using (2.4), we may write

µn =

(
n(α + 1)− (α + β)

) (
γ(n− 1) + 1

)
Ψn

1− β
an, n = 2,

and µ1 = 1 −
∞∑

n=2

µn. Then f(z) =
∞∑

n=1

µnfn(z), with fn(z) is as in the

Theorem. �

Corollary 4.2. The extreme points of f ∈ UH(α, β, γ, λ, k), are the functions
f1(z) = z and

fn(z) = z − 1− β(
n(α + 1)− (α + β)

) (
γ(n− 1) + 1

)
Ψn

zn, n = 2.

Remark. As in earlier theorems, we can deduce known results for various
other classes and we omit details.

Theorem 4.3. The class UH(α, β, γ, λ, k) is a convex set.
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Proof. Let the function

fj(z) =
∞∑

n=2

an, jz
n, an, j = 0, j = 1, 2 , (4.2)

be the class UH(α, β, γ, λ, k). It sufficient to show that the function g(z)
defined by

g(z) = µf1(z) + (1− µ)f2(z), 0 5 µ 5 1,

is in the class UH(α, β, γ, λ, k). Since

g(z) = z −
∞∑

n=2

[µan,1 + (1− µ)an,2]zn,

an easy computation with the aid of Theorem 2.1 gives,
∞∑

n=2

(
n(α + 1)− (α + β)

) (
γ(n− 1) + 1

)
Ψn[µan,1 + (1− µ)an,2]

+(1− µ)
∞∑

n=2

( n(α + 1)− (α + β))( γ(n− 1) + 1)Ψn

5 µ(1− β) + (1− µ)(1− β) 5 1− β,

which implies that g ∈ UH(α, β, γ, λ, k). Hence UH(α, β, γ, λ, k) is convex.
�

5. Modified Hadamard products

For functions of the form (4.2), we define the modified Hadamard prod-
uct as

(f1∗f2)(z) = z −
∞∑

n=2

an, 1 an, 2z
n. (5.1)

Theorem 5.1. If fj(z) ∈ UH(q, s, λ, β, k), j = 1, 2, then

(f1∗f2)(z) ∈ UH(q, s, λ, β, k, ξ),

where

ξ =
(2− β)

(
2(α + 1)− (α + β)

) (
γ + 1

)
Ψ2 − 2(1− β)2

(2− β)
(

2(α + 1)− (α + β)
) (

γ + 1
)
Ψ2 − (1− β)2

,

with Ψn be defined as in (1.3).

Proof. Since fj(z) ∈ UH(q, s, λ, β, k), j = 1, 2, we have
∞∑

n=2

(
n(α + 1)− (α + β)

) (
γ(n− 1) + 1

)
Ψnan, j 5 1− β, j = 1, 2.

The Cauchy-Schwartz inequality leads to
∞∑

n=2

(
n(α + 1)− (α + β)

) (
γ(n− 1) + 1

)
Ψnan, j

1− β

√
an, 1 an, 2 5 1. (5.2)
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Note that we need to find the largest ξ such that
∞∑

n=2

(
n(k + 1)− (k + ξ)

) (
γ(n− 1) + 1

)
Ψnan, j

1− ξ
an, 1 an, 2 5 1. (5.3)

Therefore, in view of (5.2) and (5.3), whenever
n− ξ

1− ξ

√
an, 1 an, 2 5

n− β

1− β
, n = 2

holds, then (5.3) is satisfied. We have, from (5.2),

√
an, 1 an, 2 5

1− β(
n(α + 1)− (α + β)

) (
γ(n− 1) + 1

)
Ψn

, n = 2. (5.4)

Thus, if(
n− ξ

1− ξ

) [
1− β(

n(α + 1)− (α + β)
) (

γ(n− 1) + 1
)
Ψn

]
5

n− β

1− β
, n = 2,

or, if

ξ 5
(n− β)

(
n(α + 1)− (α + β)

) (
γ(n− 1) + 1

)
Ψn − n(1− β)2

(n− β)
(

n(α + 1)− (α + β)
) (

γ(n− 1) + 1
)
Ψn − (1− β)2

, n = 2,

then (5.2) is satisfied. Note that the right hand side of the above expression
is an increasing function on n. Hence, setting n = 2 in the above inequality
gives the required result. Finally, by taking the function

f(z) = z − 1− β

(2− β)
(
2(α + 1)− (α + β)

) (
γ + 1

)
Ψ2

z2,

we see that the result is sharp. �

6. Radii of close-to-convexity, starlikeness and convexity

Theorem 6.1. Let the function f ∈ T be in the class UH(q, s, λ, β, k). Then
f(z) is close-to-convex of order ρ, 0 5 ρ < 1 in |z| < r1(α, β, γ, ρ), where

r1(α, β, γ, ρ) = inf
n

[
(1− ρ)

(
n(α + 1)− (α + β)

) (
γ(n− 1) + 1

)
Ψn

n(1− β)

] 1
n−1

,

n = 2, with Ψn be defined as in (1.3). This result is sharp for the function
f(z) given by (2.2).

Proof. It is sufficient to show that |f ′(z) − 1| 5 1 − ρ, 0 5 ρ < 1, for
|z| < r1(α, β, γ, ρ), or equivalently

∞∑
n=2

(
n

1− ρ

)
an|z|n−1 5 1. (6.1)

By Theorem 2.1, (6.1) will be true if(
n

1− ρ

)
|z|n−1 5

(
n(α + 1)− (α + β)

) (
γ(n− 1) + 1

)
Ψn

1− β
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or, if

|z| 5

[
(1− ρ)

(
n(α + 1)− (α + β)

) (
γ(n− 1) + 1

)
Ψn

n(1− β)

] 1
n−1

. (6.2)

The theorem follows easily from (6.2). �

Theorem 6.2. Let the function f(z) defined by (1.1) be in the class
UH(α, β, γ, λ, k). Then f(z) is starlike of order ρ, 0 5 ρ < 1 in |z| <
r2(α, β, γ, ρ), where

r2(α, β, γ, ρ) = inf
n

[
(1− ρ)

(
n(α + 1)− (α + β)

) (
γ(n− 1) + 1

)
Ψn

(n− ρ)(1− β)

] 1
n−1

,

n = 2, with Ψn be defined as in (1.3). This result is sharp for the function
f(z) given by (2.2).

Proof. It is sufficient to show that∣∣∣∣zf ′(z)
f(z)

− 1
∣∣∣∣ 5 1− ρ, or equivalently

∞∑
n=2

(
n− ρ

1− ρ

)
an|z|n−1 5 1, (6.3)

for 0 5 ρ < 1, and |z| < r2(α, β, γ, ρ). Proceeding as in Theorem 6.1, with
the use of Theorem 2.1, we get the required result. �

Theorem 6.3. Let the function f(z) defined by (1.1) be in the class
UH(α, β, γ, λ, k). Then f(z) is convex of order ρ, 0 5 ρ < 1 in |z| <
r3(α, β, γ, ρ), where

r3(α, β, γ, ρ) = inf
n

[
(1− ρ)

(
n(α + 1)− (α + β)

) (
γ(n− 1) + 1

)
Ψn

n(n− ρ)(1− β)

] 1
n−1

,

n = 2, with Ψn be defined as in (1.3). This result is sharp for the function
f(z) given by (2.2).

Proof. It is sufficient to show that∣∣∣∣zf ′′(z)
f ′(z)

∣∣∣∣ 5 1− ρ or equivalently
∞∑

n=2

(
n(n− ρ)

1− ρ

)
an|z|n−1 5 1, (6.4)

for 0 5 ρ < 1 and |z| < r3(α, β, γ, ρ). Proceeding as in Theorem 6.1, we get
the required result. �
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The double Orlicz sequence spaces
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M (p) and Λ2
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Abstract. In this paper, we introduce two general double sequence
spaces χ2

M (p) and Λ2
M (p) using Orlicz functions. We establish some

inclusion relations, topological results and we characterize the duals of
these double sequence spaces.
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1. Introduction

Throughout w,χ and Λ denote the classes of gai and analytic scalar
valued single sequences, respectively.

We write w2 for the set of all complex sequences (xmn), where m,n ∈ N,
the set of positive integers. Then, w2 is a linear space under the coordinate
wise addition and scalar multiplication.

Some initial works on double sequence spaces are due to Bromwich [4].
Later on, the double sequence spaces were studied by Hardy [8], Moricz [12],
Moricz and Rhoades [13], Basarir and Solankan [2], Tripathy [20], Colak and
Turkmenoglu [6], Turkmenoglu [22], and many others.

Let us define the following sets of double sequences:

Mu (t) :=
{

(xmn) ∈ w2 : sup
m,n∈N

|xmn|pmn < ∞
}

,

Cp (t) :=
{

(xmn) ∈ w2 : p− lim
m,n→∞

|xmn − `|pmn = 1 for some ` ∈ C
}

,

C0p (t) :=
{

(xmn) ∈ w2 : p− lim
m,n→∞

|xmn|pmn = 1
}

,

Lu (t) :=

{
(xmn) ∈ w2 :

∞∑
m=1

∞∑
n=1

|xmn|pmn < ∞

}
,
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Cbp (t) := Cp (t)
⋂
Mu (t) and C0bp (t) = C0p (t)

⋂
Mu (t) ,

where p = (pmn) is the sequence of strictly positive reals pmn for all m,n ∈ N
and p − limm,n→∞ denotes the limit in the Pringsheim’s sense. In the case
pmn = 1 for all m,n ∈ N;Mu (t) , Cp (t) , C0p (t) ,Lu (t) , Cbp (t) and C0bp (t)
reduce to the sets Mu, Cp, C0p,Lu, Cbp and C0bp, respectively. Now, we may
summarize the knowledge given in some document related to the double
sequence spaces. Gökhan and Colak [27, 28] have proved that Mu (t) and
Cp (t) , Cbp (t) are complete paranormed spaces of double sequences and gave
the α−, β−, γ− duals of the spaces Mu (t) and Cbp (t) . Quite recently, in
her PhD thesis, Zeltser [29] has essentially studied both the theory of topo-
logical double sequence spaces and the theory of summability of double se-
quences. Mursaleen and Edely [30] have recently introduced the statistical
convergence and Cauchy for double sequences and given the relation be-
tween statistical convergent and strongly Cesàro summable double sequences.
Next, Mursaleen [31] and Mursaleen and Edely [32] have defined the al-
most strong regularity of matrices for double sequences and applied these
matrices to establish a core theorem and introduced the M−core for dou-
ble sequences and determined those four dimensional matrices transforming
every bounded double sequences x = (xjk) into one whose core is a sub-
set of the M−core of x. More recently, Altay and Basar [33] have defined
the spaces BS,BS (t) , CSp, CSbp, CSr and BV of double sequences consist-
ing of all double series whose sequence of partial sums are in the spaces
Mu,Mu (t) , Cp, Cbp, Cr and Lu, respectively, and also examined some prop-
erties of those sequence spaces and determined the α− duals of the spaces
BS,BV, CSbp and the β (ϑ)− duals of the spaces CSbp and CSr of double se-
ries. Also Basar and Sever [34] have introduced the Banach space Lq of double
sequences corresponding to the well-known space `q of single sequences and
examined some properties of the space Lq. Quite recently Subramanian and
Misra [35] have studied the space χ2

M (p, q, u) of double sequences and gave
some inclusion relations.

We need the following inequality in the sequel of the paper. For a, b,≥ 0
and 0 < p < 1, we have

(a + b)p ≤ ap + bp. (1.1)

The double series
∑∞

m,n=1 xmn is called convergent if and only if the
double sequence (smn) is convergent, where smn =

∑m,n
i,j=1 xij(m,n ∈ N) (see

[1]).
A sequence x = (xmn) is said to be double analytic if

sup
mn

|xmn|1/m+n
< ∞.

The vector space of all double analytic sequences will be denoted by Λ2. A
sequence x = (xmn) is called double gai sequence if ((m + n)! |xmn|)1/m+n →
0 as m,n → ∞. The double gai sequences will be denoted by χ2. By φ, we
denote the set of all finite sequences.
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Consider a double sequence x = (xij). The (m,n)th section x[m,n] of
the sequence is defined by x[m,n] =

∑m,n
i,j=0xij=ij for all m,n ∈ N ; where =ij

denotes the double sequence whose only nonzero term is 1
(i+j)! in the (i, j)th

place for each i, j ∈ N.

An FK-space (or a metric space) X is said to have AK property if (=mn)
is a Schauder basis for X. Or equivalently x[m,n] → x.

An FDK-space is a double sequence space endowed with a complete
metric; locally convex topology under which the coordinate mappings x =
(xk) → (xmn)(m,n ∈ N) are also continuous.

Orlicz [16] used the idea of Orlicz function to construct the space
(
LM
)
.

Lindenstrauss and Tzafriri [10] investigated Orlicz sequence spaces in more
details, and they proved that every Orlicz sequence space `M contains a
subspace isomorphic to `p (1 ≤ p < ∞) . Subsequently, different classes of se-
quence spaces were defined by Parashar and Choudhary [17], Mursaleen et
al. [14], Bektas and Altin [3], Tripathy et al. [21], Rao and Subramanian [18],
and many others. The Orlicz sequence spaces are the special cases of Orlicz
spaces studied in [9].

Recalling [16] and [9], an Orlicz function is a function M : [0,∞) →
[0,∞) which is continuous, non-decreasing and convex, with M (0) =
0, M (x) > 0, for x > 0 and M (x) → ∞ as x → ∞. If convexity of Or-
licz function M is replaced by subadditivity of M, then this function is called
modulus function, defined by Nakano [15] and further discussed by Ruckle
[19] and Maddox [11], and many others.

An Orlicz function M is said to satisfy the ∆2− condition for all values
of u if there exists a constant K > 0 such that M (2u) ≤ KM (u) (u ≥ 0) .
The ∆2− condition is equivalent to M (`u) ≤ K`M (u) , for all values of u
and for ` > 1.

Lindenstrauss and Tzafriri [10] used the idea of Orlicz function to con-
struct Orlicz sequence space

`M =

{
x ∈ w :

∞∑
k=1

M

(
|xk|
ρ

)
< ∞, for some ρ > 0

}
,

The space `M with the norm

‖x‖ = inf
{

ρ > 0 :
∑∞

k=1 M
(
|xk|

ρ

)
≤ 1
}

,

becomes a Banach space which is called an Orlicz sequence space. For M (t) =
tp (1 ≤ p < ∞) , the spaces `M coincide with the classical sequence space `p.

If X is a sequence space, we give the following definitions:
(i) X

′
= the continuous dual of X;

(ii) Xα =
{
a = (amn) :

∑∞
m,n=1 |amnxmn| < ∞, for each x ∈ X

}
;

(iii) Xβ =
{
a = (amn) :

∑∞
m,n=1amnxmn is convegent, for each x ∈ X

}
;

(iv) Xγ =
{

a = (amn) : supMN ≥ 1
∣∣∣∑M,N

m,n=1 amnxmn

∣∣∣< ∞, for each x∈X
}

;

(v) let X be a FK-space ⊃ φ; then Xf =
{

f(=mn) : f ∈ X
′
}

;
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(vi) Xδ =
{

a = (amn) : supmn |amnxmn|1/m+n
< ∞, for each x ∈ X

}
;

Xα, Xβ , Xγ and Xδ are called α− (or Köthe-Toeplitz) dual of X, β− (or
generalized-Köthe-Toeplitz) dual of X, γ− dual of X, δ− dual of X respec-
tively. Xα is defined by Gupta and Kamptan [24]. It is clear that Xα ⊂ Xβ

and Xα ⊂ Xγ , but Xα ⊂ Xγ does not hold, since the sequence of partial
sums of a double convergent series need not to be bounded.

The notion of difference spaces of single sequences was introduced by
Kizmaz [36] as follows

Z (∆) = {x = (xk) ∈ w : (∆xk) ∈ Z}
for Z = c, c0 and `∞, where ∆xk = xk − xk+1 for all k ∈ N. Here w, c, c0

and `∞ denote the classes of all, convergent, null and bounded scalar valued
single sequences respectively. The above difference spaces are Banach spaces
normed by

‖x‖ = |x1|+ sup
k≥1

|∆xk| .

Later on the notion was further investigated by many others. We now intro-
duce the following difference double sequence spaces defined by

Z (∆) =
{
x = (xmn) ∈ w2 : (∆xmn) ∈ Z

}
,

where Z = Λ2, χ2 and ∆xmn = (xmn − xmn+1) − (xm+1n − xm+1n+1) =
xmn − xmn+1 − xm+1n + xm+1n+1 for all m,n ∈ N.

This paper deals with various duals namely α, β, γ, complete para-
normed space of Λ2

M (p) and paranormed space of χ2
M (p) using Orlicz fuc-

tions.

2. Definitions and preliminaries

Throughout the paper w2 denotes the spaces of all sequences. χ2
M (p)

and Λ2
M (p) denote the Pringscheim’s sense of double Orlicz space of gai se-

quences and Pringscheim’s sense of double Orlicz space of bounded sequences
respectively.

Let w2 denote the set of all complex double sequences x = (xmn)∞m,n=1

and M : [0,∞) → [0,∞) be an Orlicz function, or a modulus function.
Given a double sequence, x ∈ w2. If p = (pmn) is a double sequence of

strictly positive real numbers pmn then we write

χ2
M (p) =

{
x ∈ w2 :

(
M

(
((m + n)! |xmn|)1/m+n

ρ

)pmn
)
→ 0

as m,n →∞ for some ρ > 0

}
and

Λ2
M (p) =

{
x ∈ w2 : sup

m,n≥1

(
M

(
|xmn|1/m+n

ρ

)pmn
)

< ∞ for some ρ > 0

}
.
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The space Λ2
M (p) is a metric space with the metric

d (x, y) = inf

{
ρ > 0 : sup

m,n≥1

(
M

(
|xmn − ymn|

ρ

))pmn/m+n

≤ 1

}
.

The space χ2
M (p) is a metric space with the metric

d (x, y) = inf

{
ρ > 0 : sup

m,n≥1

(
M

(
(m + n)! |xmn − ymn|

ρ

))pmn/m+n

≤ 1

}
.

Throughout the paper we write infpmn, suppmn and
∑

mn instead of
infm,n≥1, supm,n≥1 and

∑∞
m,n=1 respectively.

3. Main results

Theorem 3.1. For every p = (pmn),[
Λ2

M (p)
]β

=
[
Λ2

M (p)
]α

=
[
Λ2

M (p)
]γ

= η2
M (p) ,

where η2
M (p) =

⋂
N∈N−{1}

{
x = xmn :

∑
m,n

(
M
(
|xmn|Nm+n/pmn

ρ

))
< ∞

}
.

Proof. (1) First we show that η2
M (p) ⊂

[
Λ2

M (p)
]β

.

Let x ∈ η2
M (p) and y ∈ Λ2

M (p) . Then we can find a positive integer

N such that
(
|ymn|1/m+n

)pmn

< max
(
1, supm,n≥1

(
|ymn|1/m+n

)pmn
)

< N,

for all m,n.
Hence we may write∣∣∣∣∣∑

m,n

xmnymn

∣∣∣∣∣ ≤∑
m,n

|xmnymn| ≤
∑
mn

(
M

(
|xmnymn|

ρ

))

≤
∑
m,n

(
M

(
|xmn|Nm+n/pmn

ρ

))
.

Since x ∈ η2
M (p) the series on the right side of the above inequality is con-

vergent, whence x ∈
[
Λ2

M (p)
]β

. Hence η2
M (p) ⊂

[
Λ2

M (p)
]β

.

Now we show that
[
Λ2

M (p)
]β ⊂ η2

M (p) .

For this, let x ∈
[
Λ2

M (p)
]β

, and suppose that x /∈ Λ2
M (p) . Then there exists

a positive integer N > 1 such that
∑

m,n

(
M
(
|xmn|Nm+n/pmn

ρ

))
= ∞.

If we define ymn = Nm+n/pmnSgnxmn m,n = 1, 2, · · · , then y ∈ Λ2
M (p) .

But, since ∣∣∣∣∣∑
m,n

xmnymn

∣∣∣∣∣ =∑
mn

(
M

(
|xmnymn|

ρ

))

=
∑
m,n

(
M

(
|xmn|Nm+n/pmn

ρ

))
= ∞,
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we get x /∈
[
Λ2

M (p)
]β

, which contradicts to the assumption x ∈
[
Λ2

M (p)
]β

.

Therefore x ∈ η2
M (p) . Hence

[
Λ2

M (p)
]β = η2

M (p) .
(ii) and (iii) can be shown in a similar way with (i). �

Theorem 3.2. Let p = (pmn) be an analytic double sequence of strictly positive
real numbers pmn. Then

(i) Λ2
M (p) is a paranormed space with

g (x) = supm,n≥1

(
M
(
|xmn|1/m+n

ρ

)pmn/M
)

if and only if h = infpmn > 0, where M = max (1,H) and H = suppmn .
(ii) Λ2

M (p) is a complete paranormed linear metric space if the condition
p in (i) is satisfied.

Proof. (i) Sufficiency. Let h > 0. It is trivial that g (θ) = 0 and g (−x) =
g (x) . The inequality g (x + y) ≤ g (x) + g (y) follows from the inequality
(1.1), since pmn/M ≤ 1 for all positive integers m,n. We also may write
g (λx) ≤ max

(
|λ| , |λ|h/M

)
g (x) , since |λ|pmn ≤ max

(
|λ|h , |λ|M

)
for all

positive integers m,n and for any λ ∈ C, the set of complex numbers. Using
this inequality, it can be proved that λx → θ, when x is fixed and λ → 0, or
λ → 0 and x → θ, or λ is fixed and x → θ.

Necessity. Let Λ2
M (p) be a paranormed space with the paranorm

g (x) = sup
m,n≥1

M

(
|xmn|1/m+n

ρ

)pmn/M


and suppose that h = 0. Since |λ|pmn/M ≤ |λ|h/M = 1 for all positive integers
m,n and λ ∈ C such that 0 < |λ| ≤ 1, we have

sup
m,n≥1

(
M

(
|λ|pmn/M

ρ

))
= 1.

Hence it follows that g (λx) = supm,n≥1

(
M
(
|λ|pmn/M

ρ

))
= 1 for x = (α) ∈

Λ2
M (p) as λ → 0. But this contradicts the assumption Λ2

M (p) is a paranormed
space with g (x) .

(ii) The proof is clear. �

Corollary 3.3. Λ2
M (p) is a complete paranormed space with the natural para-

norm if and only if Λ2
M (p) = Λ2

M .

Theorem 3.4. Let

N1 = min

{
n0 : sup

m,n≥n0

(
M

(
((m + n)! |xmn|)1/m+n

ρ

)pmn
)

< ∞

}
,

N2 = min

{
n0 : sup

m,n≥n0

pmn < ∞
}

and N = max (N1, N2) .
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(i) χ2
M (p) is a paranormed space with

g (x) = lim
N→∞

sup
m,n≥N

M

(
((m + n)! |xmn|)1/m+n

ρ

)pmn/M
 (3.1)

if and only if µ > 0, where

µ = lim
N→∞

inf
m,n≥N

pmn and M = max

(
1, sup

m,n≥N
pmn

)
.

(ii) χ2
M (p) is complete with the paranorm (3.1).

Proof. (i) Necessity. Let χ2
M (p) be a paranormed space with (3.1) and sup-

pose that µ = 0.

Then α = infm,n≥N pmn = 0 for all N ∈ N, and hence we obtain g (λx) =
limN→∞ supm,n≥N |λ|

pmn/M = 1 for all λ ∈ (0, 1] , where x = (α) ∈ χ2
M (p) .

Whence λ → 0 does not imply λx → θ, when x is fixed. But this contradicts
(3.1) to be a paranorm.

Sufficiency. Let µ > 0. It is trivial that g (θ) = 0, g (−x) = g (x) and
g (x + y) ≤ g (x) + g (y) . Since µ > 0 there exists a positive number β such
that pmn > β for sufficiently large positive integer m,n. Hence for any λ ∈ C,

we may write |λ|pmn ≤ max
(
|λ|M , |λ|β

)
for sufficiently large positive inte-

gers m,n ≥ N. Therefore, we obtain that g (λx) ≤ max
(
|λ| , |λ|β/M

)
g (x)

using this, one can prove that λx → θ, whenever x is fixed and λ → 0, or
λ → 0 and x → θ, or λ is fixed and x → θ.

(ii) Let
(
xk`
)

be a Cauchy sequence in χ2
M (p) , where

xk` =
(
xk`

mn

)
mn∈N

.

Then for every ε > 0 (0 < ε < 1) there exists a positive integer s0 such that

g
(
xk` − xrt

)
= lim

N→∞
sup

m,n≥N

M

((
(m + n)!

∣∣xk`
mn − xrt

mn

∣∣)1/m+n

ρ

)pmn/M


< ε/2 for all k, `, r, t > s0.

(3.2)
By (3.2) there exists a positive integer n0 such that

sup
m,n≥N

M

((
(m + n)!

∣∣xk`
mn − xrt

mn

∣∣)1/m+n

ρ

)pmn/M
 < ε/2

for all k, `, r, t > s0 and for N > n0. Hence we obtainM

((
(m + n)!

∣∣xk`
mn − xrt

mn

∣∣)1/m+n

ρ

)pmn/M
 < ε/2 < 1 (3.3)
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so that (
M

((
(m + n)!

∣∣xk`
mn − xrt

mn

∣∣)1/m+n

ρ

))

<

M

((
(m + n)!

∣∣xk`
mn − xrt

mn

∣∣)1/m+n

ρ

)pmn/M
 < ε/2

for all k, `, r, t, > s0. This implies that
(
xk`

mn

)
k`∈N

is a Cauchy sequence in
C for each fixed m,n > n0. Hence the sequence

(
xk`

mn

)
k`∈N

is convergent to
xmn say,

lim
k,`→∞

xk`
mn = xmn for each fixed m,n > n0 (3.4)

Getting xmn, we define x = (xmn) . From (3.3) we obtain

g
(
xk` − x

)
= lim

N→∞
sup

m,n≥N

M

((
(m + n)!

∣∣xk`
mn − xmn

∣∣)1/m+n

ρ

)pmn/M
 < ε/2 (3.5)

as r, t →∞, for k, ` > s0 by (3.5). This implies that limk`→∞ xk` = x.
Now we show that x = (xmn) ∈ χ2

M (p) . Since xk` ∈ χ2
M (p) for each

(k, 1) ∈ N × N for every ε > 0 (0 < ε < 1) there exists a positive integer
n1 ∈ N such thatM

((
(m + n)!

∣∣xk`
mn

∣∣)1/m+n

ρ

)pmn/M
 < ε/2 for every m,n > n1. (3.6)

By (3.5) and (3.6) and (3.1) we obtainM

(
((m + n)! |xmn|)1/m+n

ρ

)pmn/M


≤

M

((
(m + n)!

∣∣xk`
mn

∣∣)1/m+n

ρ

)pmn/M


+

M

((
(m + n)!

∣∣xk`
mn − xmn

∣∣)1/m+n

ρ

)pmn/M


≤ ε/2 + ε/2 = ε

for all k, ` > max (s0, s1) and m,n > max (n0, n1) . This implies that x ∈
χ2

M (p) . This completes the proof. �

Theorem 3.5. For every p = (pmn) , then η2
M (p) ⊂

[
χ2

M (p)
]β ⊂
6= Λ2.
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Proof. Case 1. First we show that η2
M (p) ⊂

[
χ2

M (p)
]β

.

We know that χ2 (p) ⊂ Λ2
M (p),

[
Λ2

M (p)
]β ⊂ [χ2

M (p)
]β

.

But
[
Λ2

M (p)
]β = η2

M (p) , by Theorem 3.1.
Therefore

η2
M (p) ⊂ [χ2

M (p)]β . (3.7)

Case 2. Now we show that
[
χ2

M (p)
]β ⊂
6= Λ2.

Let y = {ymn} be an arbitrary point in
(
χ2

M (p)
)β

. If y is not in Λ2, then for
each natural number q, we can find an index mqnq such that(

M

(
((mq+nq)!|ymqnq |)1/mq+nq

ρ

))pmn

> q, (1, 2, 3, · · · ).

Define x = {xmn} by
(
M
(

(m+n)!xmn

ρ

))pmn

= 1
qm+n for (m,n) = (mq, nq)

for some q ∈ N; and
(
M
(

(m+n)!xmn

ρ

))pmn

= 0 otherwise.

Then x is in χ2
M (p) , but for infinitely mn,(

M

(
(m + n)! |ymnxmn|

ρ

))pmn

> 1. (3.8)

Consider the sequence z = {zmn} , where(
M

(
2!z11

ρ

))pmn

=
(

M

(
2!x11

ρ

))pmn

− s

with

s =
∑(

M

(
(m + n)!xmn

ρ

))pmn

;

and(
M

(
(m + n)!zmn

ρ

))pmn

=
(

M

(
(m + n)!xmn

ρ

))pmn

(m,n = 1, 2, 3, · · · ) .

Then z is a point of χ2
M (p) . Also

∑(
M
(

(m+n)!zmn

ρ

))pmn

= 0. Hence z is

in χ2
M (p) .

But, by the equation (3.8),
∑(

M
(

(m+n)!zmnymn

ρ

))pmn

does not converge.
⇒
∑

(m + n)!xmnymn diverges.
Thus the sequence y would not be in

(
χ2

M (p)
)β

. This contradiction proves
that (

χ2
M (p)

)β ⊂ Λ2. (3.9)

If we now choose p = (pmn) constant, M = id, where id is the identity
and (1 + n)!y1n = (1 + n)!x1n = 1 and (m + n)!ymn = (m + n)!xmn = 0
(m > 1) for all n, then obviously x ∈ χ2

M (p) and y ∈ Λ2, but
∞∑

m,n=1

(m + n)!xmnymn = ∞,
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hence

y /∈
(
χ2

M (p)
)β

. (3.10)

From (3.9) and (3.10) we are granted(
χ2

M (p)
)β ⊂
6= Λ2. (3.11)

Hence (3.7) and (3.11) we are granted η2
M (p) ⊂

[
χ2

M (p)
]β ⊂
6= Λ2. This com-

pletes the proof. �

Theorem 3.6. Let M be an Orlicz function or modulus function which satisfies
the ∆2−condition. Then χ2 (p) ⊂ χ2

M (p) .

Proof. Let

x ∈ χ2 (p) . (3.12)

Then
(
((m + n)! |xmn|)1/m+n

)pmn

≤ ε for sufficiently large m,n and every
ε > 0.

But then by taking ρ ≥ 1/2,(
M

(
((m + n)! |xmn|)1/m+n

ρ

))pmn

≤
(

M

(
ε

ρ

))
(because M is non-decreasing)

≤ (M (2ε))

⇒

(
M

(
((m + n)! |xmn|)1/m+n

ρ

))pmn

≤ KM (ε)

(by the ∆2− condition, for some k > 0)

≤ ε

(by defining M (ε) < ε/K)(
M

(
((m + n)! |xmn|)1/m+n

ρ

))pmn

→ 0 as m,n →∞. (3.13)

Hence

x ∈ χ2
M (p) . (3.14)

From (3.12) and (3.14) we get χ2 (p) ⊂ χ2
M (p) . This completes the proof. �
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α−tauberian results

Bruno de Malafosse

Abstract. In this paper we consider problems that are analoguous to
those on summability (C, 1) introduced and studied by Hardy. A se-
ries

∑
n xn is said to be summable (C, 1) (to sum S ∈ C) if the se-

quence n−1∑n
k=1 sk where sk =

∑k
i=1 xi tends to S. Here we extend the

Hardy’s tauberian theorem for Cesàro means where it is shown that if
the sequence (xn)n satisfies supn {n |xn − xn−1|} < ∞, then n−1sn → χ
implies xn → χ for some χ ∈ C. In this work, for given sequences λ and
µ, we give α−tauberian theorems which consists in determining the set
of all sequences α such that

1

λn

n∑
k=1

µk

(
∞∑

i=k

xi

)
→ l implies

xn

αn
→ l′ (n →∞)

for all X ∈ cs ? Then we give simplifications of these theorems in the

cases when α ∈ Ĉ1, and α ∈ Γ̂. Finally we deal with the converse of the
last condition.

Mathematics Subject Classification (2010): 40H05, 46A45.

Keywords: Matrix transformations, series summable (C, 1), sequence
spaces, α−tauberian theorem.

1. Introduction

In this paper we study problems that are similar to those stated by
Hardy [6], Móricz and Rhoades, (cf. [10]), de Malafosse and Rakočević (cf.
[5]). In [6] it is said that a series

∑∞
k=1 xk is summable (C, 1) (to sum l ∈ C)

if

χn =
1
n

n∑
k=1

sk → l

where sk =
∑k

i=1 xi. It was shown (cf. [6, p. 132, Theorem 77]) that if a series∑∞
k=1 xk is summable (C, 1) to sum S if and only if

S =
∞∑

k=1

( ∞∑
i=k

xi

i

)
. (1.1)
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Móricz and Rhoades gave a generalization of the Hardy theorem using the
weighted mean matrix N , (cf. [10, 11]). In de Malafosse and Rakočević (cf.
[5]) the series

∑∞
k=1 xk is said to be summable (C, λ, µ) (to sum L ∈ C) for

given sequences λ and µ if

χ′n =
1
λn

n∑
k=1

1
µk

sk → L.

When λn = n and µn = 1 for all n, summability (C, λ, µ) reduces to
summability (C, 1). In the following we extend Hardy’s tauberian theorem
for Cesàro means where it is shown that if the sequence X = (xn)n satis-
fies supn {n |xn − xn−1|} < ∞, then n−1sn → χ implies xn → χ for some
χ ∈ C. In this way for given sequences λ and µ we determine the set of all
the sequences α such that

1
λn

n∑
k=1

µk

( ∞∑
i=k

xi

)
→ l implies

xn

αn
→ l′ (n →∞) for all X ∈ cs

for some l, l′ ∈ C. This statement is called an α−tauberian problem. The
main result is given by Theorem 4.3.

This paper is organized as follows. In Section 2 we recall some results on
the sets of sequences and matrix transformations. In Section 3 we give some
properties of the operator Σ+ defined by [Σ+X]n =

∑∞
k=n xk for all n, on

special sets of sequences. In Section 4 we state some α-tauberian theorems
in the general case and in the case when λn = n and µn = nξ where ξ is a
real. Then we give simplifications of α-tauberian theorems when α belongs to
special sets of sequences such as Ĉ1, or Γ̂. Finally we deal with the converse
of the previous tauberian results.

2. Preliminary results

In the following we write A = (ank)n,k≥1 for an infinite matrix of com-
plex numbers. For a given sequence X = (xn)n≥1 of complex numbers we
define An (X) =

∑∞
k=1 ankxk, (provided the series An (X) converge) and

AX = (
∑∞

k=1 ankxk)n≥1. We write s, `∞, c0 and c for the sets of all complex,
bounded, naught and convergent sequences, respectively, furthermore cs is
the set of all convergent series. For E, F ⊂ s, we write (E,F ) for the set
of all matrix transformations that map E to F . For given τ ∈ s we define
Dτ = (τnδnk)n,k≥1, (where δnn = 1 for all n and δnk = 0 otherwise). We
define by U+ the set of all sequences (un)n≥1 ∈ s with un > 0 for all n and

consider the spaces sα = Dα`∞, s0
α = Dαc0 and s

(c)
α = Dαc for α ∈ U+,

see [2, 3]. It can easily be seen that for α, β ∈ U+ and E, F ⊂ s we have
A ∈ (DαE,DβF ) if and only if D1/βADα ∈ (E,F ). If e = (1, 1, ...) we put
s1 = se. Let E and F be any subsets of s. It is well known, see [1] that
(s1, s1) = (c0, s1) = (c, s1) = S1, where S1 is the set of all infinite matrices
A = (ank)n,k≥1 such that supn (

∑∞
k=1 |ank|) < ∞. For any subset E of s, AE
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is the set of all sequences Y such that Y = AX for some X ∈ E. For any
subset F of s, the matrix domain F (A) = FA of A is the set of all sequences
X such that AX ∈ F .

In this paper we consider the operators represented by the infinite ma-
trices C (λ) and ∆ (λ) for λ ∈ U+, see [3]. Recall that [C (λ)]n,k = 1/λn for
k ≤ n and 0 otherwise. In the following we will use the convention that any
term with nonpositive subscript is equal to zero. It can be proved that the ma-
trix ∆ (λ) defined by [∆ (λ)]nn = λn, [∆ (λ)]n,n−1 = −λn−1 and [∆ (λ)]nk = 0
for k 6= n−1, n, n ≥ 1, is the inverse of C (λ). If λ = e we get the well-known
operator of the first difference represented by ∆ (e) = ∆ and it is usually
written Σ = C (e). We have [∆X]n = xn − xn−1 for all n ≥ 1. Then ∆ =
Σ−1 and ∆, Σ ∈ SR =

(
s(Rn)n

, s(Rn)n

)
for R > 1. We also use the transpose

of C (λ) denoted by C+ (λ). We easily see that C+ (λ) = Σ+D1/λ where Σ+

is the transpose of Σ.

3. Some properties of the infinite matrix Σ+ considered as

operator in sα, s0
α, or s

(c)
α

In this section we are interested in the study of the set of all sequences
X such that

1
λn

n∑
k=1

µkrk → l for some l ∈ C,

where rk =
∞∑

i=k

xi.

In the following we will use the characterizations of the sets (E,F ),
where E, F are either of the sets c or c0.

We will consider the next conditions

A ∈ S1, (3.1)

lim
n→∞

ank = lk for some lk ∈ C and for all k. (3.2)

From [9, Theorem 1.36, p. 160] we immediately deduce the next lemma.

Lemma 3.1. i) A ∈ (c0, c0) if and only if (3.1) and (3.2) hold with lk = 0;
ii) A ∈ (c, c0) if and only if (3.1), (3.2) hold with lk = 0 and

lim
n→∞

∞∑
k=1

ank = 0.

iii) A ∈ (c0, c) if and only if (3.1) and (3.2) hold;
iv) a) A ∈ (c, c) if and only if (3.1), (3.2) hold and

lim
n→∞

∞∑
k=1

ank = l for some l ∈ C. (3.3)
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b) Let A ∈ (c, c) and x ∈ c. If (3.3) and (3.2) hold with lk = 0, then

lim
n→∞

∞∑
k=1

ankxk = l lim
n→∞

xn.

Note that the statements given in iv) are direct consequences of Silver-
man Toeplitz theorem.

We will use the next lemma where T = (tnk)n,k≥1 is called a lower
triangular matrix if tnk = 0 for k > n.

Lemma 3.2. Let A = (ank)n,k≥1 be an infinite matrix and T a lower triangular
matrix. Then

T (AX) = (TA) X for all X ∈ s (A) .

Proof. Since X ∈ s (A) the series
∑∞

k=1 ankxk is convergent for all n. Then

[T (AX)]n =
n∑

m=1

tnm

( ∞∑
k=1

amkxk

)
=

∞∑
k=1

(
n∑

m=1

tnmamk

)
xk = [(TA) X]n

for all n and for all X ∈ s (A). �

In all that follows we use the operator represented by the infinite matrix
Σ+. For the convenience to the reader we note that

Σ+ =


1 1 . .

1 1 .
0 . .

.

 .

We use the following results where ∆+ is the transpose of ∆.

Lemma 3.3. i) Σ+ (∆+X) = X for all X ∈ c0 and ∆+ (Σ+X) = X for all
X ∈ cs,

ii) the operator Σ+ is bijective from cs to c0 and ∆+ is bijective from
c0 to cs.

Proof. i) comes from [1, Lemma 3, p. 19]. ii) is a direct consequence of i). �

Lemma 3.2 and Lemma 3.3 lead to define the product TΣ+ by
(TΣ+)X = T (Σ+X) for all X ∈ cs where T is a triangle, that is a lower
triangle with [T ]nn 6= 0 for all n. We note that T is bijective from s to itself
and that T−1 is again a triangle matrix. In this way we have

Lemma 3.4. Let T be a triangle, then TΣ+ ∈ (cs, T c0) is bijective and(
TΣ+

)−1 = ∆+T−1.

Proof. Let B ∈ Tc0 and consider the equation(
TΣ+

)
X = B for X ∈ cs. (3.4)

Since (
TΣ+

)
X = T

(
Σ+X

)
for all X ∈ cs,
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and T : c0 → Tc0 is bijective, equation (3.4) is equivalent to Σ+X =
T−1B. Then since T−1B ∈ c0 and Σ+ is bijective from cs to c0, we
deduce TΣ+ is bijective and (3.4) has a unique solution given by X =
(TΣ+)−1

B = ∆+
(
T−1B

)
. Finally by Lemma 2 it can easily be seen that

X = ∆+
(
T−1B

)
=
(
∆+T−1

)
B for all B and (TΣ+)−1 = ∆+T−1. �

Let λ, µ ∈ U+. In the following we will use the notation σn =
∑n

k=1 µk

and define the map

φn (X) =
1
λn

(
n∑

k=1

σkxk + σnrn+1

)
for all X ∈ cs and n ≥ 1.

Let us state the next result where R+∗ is the set of all reals > 0.

Theorem 3.5. Let E be a set of sequences.
i) c0 ⊂ E implies E (Σ+) = cs;
ii) a) E (Σ+) ⊂ ∆+E;

b) E ⊂ c0 implies that E (Σ+) = ∆+E;
iii) c0 (Σ+) ⊂ s

(c)
α if and only if 1/α ∈ `∞.

iv) a) Let E be either of the sets sα, s0
α, or s

(c)
α . Then

E
(
Σ+
)

= cs if and only if 1/α ∈ `∞.

b) c0 (Σ+) = c (Σ) = ∆+c0 = cs.
v) a) Assume that

σ/λ ∈ l∞ and λn →∞ (n →∞) . (3.5)

Then
c0

(
C (λ) DµΣ+

)
= cs,

and
1
λn

n∑
k=1

µkrk → 0 for all X ∈ cs. (3.6)

b) The condition supn (n/λn) < ∞ implies c0 (C (λ) Σ+) = cs.
vi) Assume that

σ/λ ∈ `∞ and λn → l (n →∞) for some l ∈ R+∗
⋃
{+∞} . (3.7)

Then
c
(
C (λ) DµΣ+

)
= cs,

and
1
λn

n∑
k=1

µkrk → LX for some LX ∈ C and for all X ∈ cs.

Proof. i) Necessity. Let X ∈ E (Σ+). Then Σ+X exists and X ∈ cs, so
E (Σ+) ⊂ cs. Sufficiency. Let X ∈ cs. Then the series

∑∞
k=n xk are convergent

for all n and Σ+X ∈ c0, but the inclusion c0 ⊂ E implies Σ+X ∈ E and
X ∈ E (Σ+). So we have shown cs ⊂ E (Σ+). We conclude E (Σ+) = cs.
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ii) a) If E (Σ+) = ∅ trivially we have E (Σ+) ⊂ ∆+E. Now assume
E (Σ+) 6= ∅ and let X ∈ E (Σ+). Then Y = Σ+X exists, Σ+X ∈ E and
X ∈ cs. Since cs ⊂ c0, we have by Lemma 3.3

∆+
(
Σ+X

)
= ∆+Y = X.

We conclude that X ∈ ∆+E and E (Σ+) ⊂ ∆+E. b) We show that E ⊂ c0

implies E (Σ+) ⊃ ∆+E. For every X ∈ E we have Y = ∆+X ∈ ∆+E and
from Lemma 3.3 we have Σ+Y = Σ+ (∆+X) = X since X ∈ E ⊂ c0. Then
Σ+Y = X ∈ E and Y ∈ E (Σ+). So we have shown ∆+E ⊂ E (Σ+). This
result and a) imply b).

iii) Assume c0 (Σ+) ⊂ s
(c)
α . Then I ∈

(
c0 (Σ+) , s

(c)
α

)
and since c0 (Σ+) =

c (Σ) we deduce ∆ ∈
(
c, s

(c)
α

)
, D1/α∆ ∈ (c, c) and 1/α ∈ `∞.

iv) a) Using i) we see that it is enough to show that c0 ⊂ E if and
only if 1/α ∈ `∞ for E = sα, s0

α, or s
(c)
α . We have c0 ⊂ sα if and only if

I ∈ (c0, sα), that is D1/α ∈ (c0, s1) = S1 and 1/α ∈ `∞. In the same way
using the characterizations of (c0, c0) and (c0, c) we deduce c0 ⊂ E if and
only if 1/α ∈ `∞ for E = s0

α, or s
(c)
α .

b) Let X ∈ c0 (Σ+). Then Σ+X ∈ c0, X ∈ cs and so c0 (Σ+) ⊂ cs. Now
X ∈ cs implies Σ+X = (

∑∞
k=n xk)n≥1 ∈ c0 since

∑∞
k=n xk → 0 (n →∞) and

X ∈ c0 (Σ+). This shows cs ⊂ c0 (Σ+) and as we have just shown c0 (Σ+) ⊂
cs, so c0 (Σ+) = cs. Finally by ii) b) we have c0 (Σ+) = ∆+c0.

v) a) We show cs ⊂ c0 (C (λ) DµΣ+). By Lemma 3.2 we have

C (λ) Dµ

(
Σ+X

)
=
(
C (λ) DµΣ+

)
X for all X ∈ cs (3.8)

since C (λ) Dµ is a triangle and X ∈ s (Σ+) = cs. Now for every X ∈ cs we
have Σ+X ∈ c0 and since (3.5) holds we have C (λ) Dµ ∈ (c0, c0) and then
C (λ) Dµ (Σ+X) ∈ c0 for all X ∈ cs. Finally since (3.8) holds we conclude
(C (λ) DµΣ+) X ∈ c0 for all X ∈ cs and cs ⊂ c0 (C (λ) DµΣ+) .

Conversely let X ∈ c0 (C (λ) DµΣ+). By elementary calculations we
easily get

C (λ)DµΣ+ =


σ1/λ1 . . . . σ1/λ1 .

. . . . . . .

. . . . . . .
σ1/λn σ2/λn . σn/λn . σn/λn .

. . . . . . .

 (3.9)

that is [
C (λ) DµΣ+

]
nk

=
{

σk/λn for k < n,
σn/λn for k ≥ n.

We deduce (
C (λ) DµΣ+

)
X = (φn (X))n≥1 ∈ c0.
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Then the series rn =
∑∞

k=n xk is convergent for all n and X ∈ cs. This shows
c0 (C (λ) DµΣ+) ⊂ cs. We conclude c0 (C (λ) DµΣ+) = cs. Since[

C (λ) Dµ

(
Σ+X

)]
n

=
1
λn

n∑
k=1

µkrk for all n,

statement (3.6) comes from identity (3.8).
v) b) is a direct consequence of v) a) where we put µ = e, furthermore

condition supn (n/λn) < ∞ trivially implies λn →∞ (n →∞) .
vi) can be obtained reasoning as in v) a) by using the characterization

of (c0, c) . �

4. α−tauberian results

4.1. General case

For given λ, µ ∈ U+ the aim of this paper is to determine the set of all
sequences α ∈ U+ such that

1
λn

n∑
k=1

µk

 ∞∑
j=k

xj

→ l implies
xn

αn
→ l′ (n →∞) for all X ∈ cs, (4.1)

for some l, l′ ∈ C.
Now state a lemma which is a characterization of condition (4.1).

Lemma 4.1. For λ, µ, α ∈ U+ condition (4.1) holds if and only if

∆+D1/µ∆ (λ) ∈
(
c
⋂

C (λ) Dµc0, s
(c)
α

)
. (4.2)

Proof. First condition (4.1) means that

C (λ) Dµ

(
Σ+X

)
∈ c implies X ∈ s(c)

α for all X ∈ cs. (4.3)

Since Σ+X ∈ c0 for all X ∈ cs, condition (4.3) is equivalent to the statement

Y = C (λ) Dµ

(
Σ+X

)
∈ c
⋂

C (λ) Dµc0 implies X ∈ s(c)
α . (4.4)

Since C (λ) Dµ is a triangle and Σ+ ∈ (cs, c0) by Lemma 3.2 we have

C (λ) Dµ

(
Σ+X

)
=
(
C (λ) DµΣ+

)
X for all X ∈ cs.

Then by Lemma 3.4 the operator C (λ) DµΣ+ ∈
(
cs, C (λ) s0

µ

)
is invertible

and (
C (λ) DµΣ+

)−1 = ∆+D1/µ∆ (λ) ,

we deduce Y = C (λ) Dµ (Σ+X) if and only if X = ∆+D1/µ∆ (λ) Y for all
X ∈ cs and condition (4.4) is equivalent to

Y ∈ c
⋂

C (λ)Dµc0 implies X = ∆+D1/µ∆ (λ) Y ∈ s(c)
α

and to (4.2). �

To state the next results we need the next lemma.
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Lemma 4.2. Let κ and κ′ ∈ U+. Then conditions κ+ κ′ ∈ `∞ and κ− κ′ ∈ c
together are equivalent to κ ∈ `∞ and κ− κ′ ∈ c.

Proof. First we have κ+ κ′ ∈ `∞ if and only if κ, κ′ ∈ `∞. Then κ − κ′ ∈ c
is equivalent to κn = κ′n + L + 0 (1) (n →∞), for some L ∈ C, which shows
that κ is bounded if and only if κ′ is bounded. This gives the conclusion. �

In this way it can be easily seen that conditions κ+ κ′ ∈ `∞ and κ−κ′ ∈
c together are equivalent to κ′ ∈ `∞ and κ− κ′ ∈ c.

Now consider the next conditions

1
αn

(
λn−1

µn
+

λn+1

µn+1

)
= O (1) (n →∞) (4.5)

lim
n→∞

{
1

αn

[
−λn−1

µn
+ λn

(
1
µn

+
1

µn+1

)
− λn+1

µn+1

]}
= L for some L ∈ C

(4.6)
We obtain the following α−tauberian theorem.

Theorem 4.3. Let λ, µ ∈ U+. Then
i) condition (4.1) holds if α satisfies one of the conditions a) or b),

where
a) 1/α ∈ `∞,
b) conditions (4.5) and (4.6) hold.
ii) If there is L ∈ R+∗⋃ {+∞} such that

σ/λ ∈ `∞ and λn → L (n →∞) (4.7)

then condition (4.1) holds if and only if 1/α ∈ `∞.

iii) If (−λn−1 + λn) /µn → 0 (n →∞) and there is K ′ > 0 such that

λn−1 + λn

µn
≤ K ′ for all n ≥ 1 (4.8)

then condition (4.1) holds if and only if (4.5) and (4.6) hold.

Proof. i) First we show that a) implies (4.1). Assume 1/α ∈ `∞. Then the
condition

1
λn

n∑
k=1

µkrk → l

necessary implies X ∈ cs. Then trivially X ∈ c0 and (1/αn) xn → 0 (n →∞).
So we have shown a) implies (4.1).

Next we show that b) implies (4.1). Since trivially c
⋂

C (λ) Dµc0 ⊂ c

we have
(
c, s

(c)
α

)
⊂
(
c
⋂

C (λ) Dµc0, s
(c)
α

)
. We show that we have

∆̃ = ∆+D1/µ∆ (λ) ∈
(
c, s(c)

α

)
(4.9)
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which implies (4.2) and (4.1) by Lemma 4.1. Now the calculations of
D1/µ∆ (λ) and ∆̃ successively give

D1/µ∆ (λ) =


λ1
µ1

−λ1
µ2

λ2
µ2

0
. .

0 −λn−1
µn

λn

µn

. .

 (4.10)

and

∆̃=



λ1

(
1

µ1
+ 1

µ2

)
−λ2

µ2

−λ1
µ2

λ2

(
1

µ2
+ 1

µ3

)
−λ3

µ3
0

. .

0 −λn−1
µn

λn

(
1

µn
+ 1

µn+1

)
−λn+1

µn+1

. .


.

(4.11)
Then condition (4.9) means D1/α∆̃ ∈ (c, c) and from the characterization of
(c, c) this condition is equivalent to κ+ κ′ ∈ `∞ and κ−κ′ ∈ c together where
κ = (κn)n≥1, κ′ = (κ′n)n≥1 with

κn =
1

αn

[
λn

(
1
µn

+
1

µn+1

)]
and κ′n =

1
αn

(
λn−1

µn
+

λn+1

µn+1

)
.

Then from Lemma 4.2 condition (4.9) is equivalent to (4.5) and (4.6) and as
we have just seen (4.9) implies (4.1). This completes the proof of i).

ii). From Theorem 3.5 vi) we see that (4.1) means that cs ⊂ s
(c)
α . Since

cs = c (Σ) = Σ−1c we then have I ∈
(
Σ−1c, s

(c)
α

)
and D1/αΣ−1 = D1/α∆ ∈

(c, c). We have

D1/α∆ =


1/α1

. . 0
−1/αn 1/αn

0 . .


and from the characterization of (c, c) given in Lemma 3.1 iv) we conclude
D1/α∆ ∈ (c, c) if and only if 1/α ∈ `∞.

iii) We have c ⊂ C (λ)Dµc0. Indeed from the expression of D1/µ∆ (λ)
given by (4.10) it follows that (C (λ)Dµ)−1 = D1/µ∆ (λ) ∈ (c, c0) if and
only if the hypotheses of iii) hold. Then (4.1) means that ∆̃Y ∈ s

(c)
α for

all Y ∈ c by Lemma 4.1 and ∆̃ ∈
(
c, s

(c)
α

)
that is D1/α∆̃ ∈ (c, c). Using

the characterization of (c, c) given in Lemma 3.1 and Lemma 4.2 we easily
conclude that D1/α∆̃ ∈ (c, c) if and only if (4.5) and (4.6) hold. �

These results lead to the next corollary
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Corollary 4.4. Assume (4.5) and (4.6) hold. Then condition (4.1) holds with
l′ = Ll.

Proof. This result is a direct consequence of Lemma 3.1 iv) c) and of the
proof of i) b) implies (4.1) in Theorem 4.3. �

Example 4.5. If we put λ = e in Theorem 4.3 iii), then for given µ ∈ U+ with
supn 1/µn < ∞ we have

n∑
k=1

µkrk → l implies
xn

αn
→ l′ (n →∞) for all X ∈ cs (4.12)

if and only if α satisfies

sup
n

{
1

αn

(
1
µn

+
1

µn+1

)}
< ∞.

By Corollary 4.4, since L = 0 we have l′ = 0. Particularly if µn = n for all n,
(4.12) holds if and only if 1/αn = O (n) (n →∞).

In this way we obtain the next result.

Proposition 4.6. Let λ ∈ U+ and assume supn (n/λn) < ∞. Then
i) c0 (C (λ)Σ+) = cs.
ii) The condition

1
λn

n∑
k=1

rk → l implies
xn

αn
→ l′ (n →∞) for all X ∈ cs (4.13)

is equivalent to 1/α ∈ `∞.

Proof. i) is a direct consequence of Theorem 3.5 v) b) since supn (n/λn) < ∞.
ii) is a direct consequence of Theorem 4.3 ii). �

4.2. Case when λn = n and µn = nξ where ξ is a real

Now we consider the case when λn = n and µn = nξ with ξ real in
condition (4.1), that is

1
n

n∑
k=1

kξrk → l implies
xn

αn
→ l′ (n →∞) for all X ∈ cs (4.14)

for some l, l′ ∈ C. As another consequence of Theorem 4.3 we obtain the
next corollary.

Corollary 4.7. i) Let ξ ≥ 1. Then condition (4.14) holds if and only if

sup
n

(
1

nξ−1αn

)
< ∞. (4.15)

ii) If ξ ≤ 0, condition (4.14) holds if and only if 1/α ∈ `∞.
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Proof. i) is a direct consequence of Theorem 4.3 iii). Indeed for λn = n and
µn = nξ we have

λn + λn−1

µn
=

2n− 1
nξ

= O (1) (n →∞) .

We need to verify (4.5). We have

κn =
n− 1
nξ

+
n + 1

(n + 1)ξ
=

1
nξ−1

− 1
nξ

+
1

(n + 1)ξ−1
∼

2
nξ−1

(n →∞) .

Then
κn

αn
∼

2
nξ−1αn

(n →∞)

and so the condition (4.5) is equivalent to (4.15). To show (4.6), put

bn = −n− 1
nξ

+ n

(
1
nξ

+
1

(n + 1)ξ

)
− 1

(n + 1)ξ−1
.

We immediately get

bn =
1
nξ

[
1−

(
n

n + 1

)ξ
]

∼
ξ

nξ+1
(n →∞)

and so there is C > 0 such that bn/αn ≤ C/nξ+1αn (n →∞). Then by (4.15)
we have 1/αn ≤ C ′nξ−1,

bn

αn
≤ CC ′

nξ−1

nξ+1
= O

(
1
n2

)
(n →∞)

and bn/αn → 0 (n →∞). We conclude (4.6) holds and the conditions (4.5)
and (4.6) together are equivalent to (4.15).

ii) We only have to apply Theorem 4.3 ii). Indeed for ξ = −1 we have

σn

n
=

1
n

n∑
m=1

1
k

= O (1) (n →∞) .

For ξ ≤ 0 and ξ 6= −1 we have
n∑

k=2

kξ ≤
∫ n

1

xξdx ≤ nξ+1

ξ + 1

and we conclude

σn

n
=

1
n

n∑
k=1

kξ =
1
n

+
nξ

ξ + 1
= O (1) (n →∞) .

�

Remark 4.8. As we have seen in the proof of Theorem 4.3 i) for any real ξ
the condition 1/α ∈ `∞ trivially implies condition (4.14).
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Example 4.9. Taking ξ = 1 in Corollary 4.7 we deduce that for every X ∈ cs
we have

1
n

n∑
k=1

krk → l implies
xn

αn
→ l′ (n →∞) (4.16)

for some l, l′ ∈ C if and only if 1/α ∈ `∞.

4.3. A simplification of the previous results.

In this subsection we will characterize (4.1) and then rewrite Theorem
4.3 in each of the cases µ ∈ Ĉ1 and λ ∈ Γ̂.

Recall the definitions of the sets Ĉ1 and Γ̂ defined in [3],

Ĉ1 =

{
X ∈ U+ : [C (X) X]n =

1
xn

(
n∑

k=1

xk

)
= O (1) (n →∞)

}
and

Γ̂ =
{

X ∈ U+ : lim
n→∞

(
xn−1

xn

)
< 1
}

.

It can easily be seen that Γ̂ ⊂ Ĉ1 and note that for a > 1 we have (an)n≥1 ∈ Γ̂.

By [3] if X ∈ Ĉ1 there are M > 0 and γ > 1 such that

xn ≥ Mγn for all n.

From [4, Lemma 11, p. 49] we obtain the next lemma.

Lemma 4.10. Let α ∈ U+. Then
i) α ∈ Ĉ1 if and only if Σ is bijective from s0

α to itself,
ii) α ∈ Γ̂ if and only if Σ is bijective from s

(c)
α to itself.

Theorem 4.3 can be reduced to the next corollaries.

Corollary 4.11. Let µ ∈ Ĉ1.
i) Let λ ∈ U+ with λ/µ ∈ c0. Then condition (4.1) holds if and only if

(4.5) and (4.6) hold.
ii) Let λ ∈ U+ with µ/λ ∈ `∞. Then condition (4.1) holds if and only

if 1/α ∈ `∞.

Proof. Since µ ∈ Ĉ1 the operator Σ is bijective from s0
µ to itself and

C (λ) s0
µ = D1/λΣs0

µ = D1/λs0
µ = s0

µ/λ.

Now show i). We have c ⊂ s0
µ/λ since Dλ/µ ∈ (c, c0) which is equivalent to

λ/µ ∈ c0. By Lemma 4.1 for every Y we have

Y ∈ c
⋂

C (λ) s0
µ = c implies ∆+D1/µ∆ (λ) Y ∈ s(c)

α

that is ∆+D1/µ∆ (λ) ∈
(
c, s

(c)
α

)
. As we have seen in the proof of Theorem

4.3 iii) this means that (4.5) and (4.6) hold.
ii) By Lemma 1 we have Dµ/λ ∈ (c0, c) if and only if µ/λ ∈ `∞

and then s0
µ/λ ⊂ c. Then (4.1) means that ∆+D1/µ∆ (λ)Y ∈ s

(c)
α for
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all Y ∈ c
⋂

C (λ) s0
µ = s0

µ/λ, that is ∆+D1/µ∆ (λ) ∈
(
s0

µ/λ, s
(c)
α

)
and

D1/α∆+D1/µ∆ (λ)Dµ/λ ∈ (c0, c). Now since

∆+D1/µ∆ (λ) Dµ/λ = ∆+D1/µ∆ (µ)

we have
D1/α∆+D1/µ∆ (µ) ∈ (c0, c) . (4.17)

Using the calculation of ∆̃ explicited in (4.11) with λ = µ we deduce (3.1) is
equivalent to

sup
n

{
1

αn

[
µn−1

µn
+
(

1 +
µn

µn+1

)
+ 1
]}

< ∞. (4.18)

Now since µ ∈ Ĉ1 implies there is M > 1 such that µ−1
n

∑n
k=1 µk ≤ M for all

n ≥ 1 and we successively obtain

µn−1

µn
+
(

1 +
µn

µn+1

)
+ 1 ≤ 1

µn

n∑
k=1

µk +
1

µn+1

n+1∑
k=1

µk + 1 ≤ 2M + 1,

and
2

αn
≤ 1

αn

[
µn−1

µn
+
(

1 +
µn

µn+1

)
+ 1
]
≤ 1

αn
(2M + 1) for all n ≥ 1,

thus (4.18) is equivalent to 1/α ∈ `∞. This concludes the proof. �

Now consider the following conditions,

sup
n

{
1

αn

(
λn

µn
+

λn+1

µn+1

)}
< ∞, (4.19)

sup
n

1
αn

λn

µn
< ∞, (4.20)

lim
n→∞

1
αn

(
λn

µn
− λn+1

µn+1

)
= χ for some χ ∈ C. (4.21)

We can state the next corollary.

Corollary 4.12. Let λ ∈ Γ̂, µ ∈ U+ and assume conditions of Theorem 4.3
iii) hold.
Then condition (4.1) holds with l′ = l (1− a) χ, (a = limn→∞ λn−1/λn < 1)
if and only if α satisfies (4.20) and (4.21).

Proof. By conditions of Theorem 4.3 iii) we have D1/µ∆ (λ) ∈ (c, c0) and
∆ (λ) c ⊂ s0

µ and since C (λ) = ∆ (λ)−1 we have c ⊂ C (λ) s0
µ. So (4.1) means

that
X = ∆+D1/µ∆ (λ) Y ∈ s(c)

α for all Y ∈ c,

that is ∆+D1/µ∆ (λ) c ⊂ s
(c)
α . Now by Lemma 4.10 ii) λ ∈ Γ̂ implies ∆s

(c)
λ =

s
(c)
λ and

∆+D1/µ∆ (λ) c = ∆+D1/µ∆s
(c)
λ = ∆+D1/µs

(c)
λ = ∆+s

(c)
λ/µ.
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Then (4.1) is equivalent to ∆+ ∈
(
s
(c)
λ/µ, s

(c)
α

)
and to (4.19) and (4.21). By

Lemma 4.2 where κn = λn/αnµn and κ′n = λn+1/αnµn+1 we deduce that
∆+ ∈

(
s
(c)
λ/µ, s

(c)
α

)
is equivalent to (4.20) and (4.21).

Now show l′ = l (1− a) χ. If X ∈ cs and

X = ∆+D1/µ∆ (λ) Y = ∆+D1/µ∆DλY

= ∆+D1/µDλ

(
D1/λ∆Dλ

)
Y = ∆+Dλ/µ

(
D1/λ∆Dλ

)
Y,

and letting Ŷ = (ŷn)n≥1 =
(
D1/λ∆Dλ

)
Y , we have

ŷn = −λn−1

λn
yn−1 + yn.

Thus in particular if Y = e, then

lim
n→∞

ŷn = lim
n→∞

(
1− λn−1

λn

)
= 1− a.

And if Y ∈ c0 then, clearly, Ŷ =
(
D1/λ∆Dλ

)
Y ∈ c0. Consequently, if Y ∈ c

with l = limn→∞ yn, then ŷn − l → −al + l − l = −al (n →∞). Then by
(4.21), we obtain

xn

αn
=
(
D1/α∆+Dλ/µ

)
n

(
le +

(
Ŷ − le

))
=

1
αn

(
λn

µn
− λn+1

µn+1

)
l+

1
αn

(
λn

µn
− λn+1

µn+1

)
(ŷn − l) → χl − χal (n →∞) .

This concludes the proof. �

Example 4.13. As a direct application of the preceding we have

1
(n− 1)!

n∑
k=1

k!rk → 0 implies
xn

αn
→ l′ (n →∞) for all X ∈ cs (4.22)

if and only if there is C > 0 such that αn ≥ C/n for all n. Indeed conditions
(4.20) and (4.21) mean that supn {1/ (nαn)} < ∞ and limn→∞ 1/

(
n2αn

)
=

χ for some scalar χ. It can easily be seen that supn {1/ (nαn)} < ∞ implies
limn→∞ 1/

(
n2αn

)
= 0. Since χ = 0 we have l′ = 0. This concludes the proof.

Example 4.14. In the same way it can easily be shown that for 1 < a < b
and limn→∞ an/bnαn = L, we then have

a−n
n∑

k=1

bkrk → l implies
xn

αn
→ l

(
1− 1

a

)(
1− a

b

)
L (n →∞)

for all X ∈ cs if and only if (an/ (bnαn))n≥1 ∈ c.
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4.4. Study of the converse of tauberian results

For given α ∈ U+ we will determine the set of all λ, µ ∈ U+ such that

xn

αn
→ l implies

1
λn

n∑
k=1

µkrk → l′ (n →∞) for all X ∈ cs (4.23)

and give a characterization of (4.23).
We get the following theorem

Theorem 4.15. Let λ, µ, α ∈ U+. Suppose α ∈ cs. Then the sequences λ and
µ satisfy condition (4.23) if and only if 1/λ ∈ c and

lim
n→∞

φn (α) = L for some L ∈ C. (4.24)

Proof. First we note that α ∈ cs if and only if s
(c)
α ⊂ cs. Now condition (4.23)

means that

X ∈ s(c)
α

⋂
cs = s(c)

α implies
(
C (λ) DµΣ+

)
X = C (λ)Dµ

(
Σ+X

)
∈ c

by Lemma 3.2 which is equivalent to

C (λ) DµΣ+Dα ∈ (c, c) . (4.25)

We deduce from the proof of Theorem 3.5 (iv) that if we put C (λ) DµΣ+Dα =
(cnk)n,k≥1, then

cnk =


σk

λn
αk for k < n,

σn

λn
αk for k ≥ n.

So condition (4.25) is equivalent to 1/λ ∈ c, (4.24) and

sup
n
{φn (α)} < ∞. (4.26)

We conclude the proof since condition (4.24) implies condition (4.26). �

Now to state the next result recall the following result due to Kizmaz.

Lemma 4.16. ([7]) Let p = (pn)n≥1 be a strictly increasing sequence. If pX ∈
cs then (pnrn+1)n≥1 ∈ c0.

Corollary 4.17. Let ξ > 0 be a real, α ∈ U+ and assume
(
nξ+1αn

)
n≥1

∈ c

and
(
nξαn

)
n≥1

∈ cs. Then

xn

αn
→ l implies

1
n

n∑
k=1

kξrk → l′ (n →∞) .

for all X ∈ cs and for some scalars l, l′.

Proof. We only have to apply Theorem 4.15. For this it suffices to show that

1
n

n∑
k=1

σkαk → l1 and
1
n

σn

∞∑
k=n+1

αk → l2
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for some l1, l2 ≥ 0 with σn =
∑n

k=1 kξ. First we have

nξ+1

ξ + 1
≤ σn ≤

(n + 1)ξ+1 − 1
ξ + 1

for all n

and then σn ∼ nξ+1/ (ξ + 1) (n →∞). Since nξ+1αn → L (n →∞) we
deduce (σnαn)n≥1 ∈ c and

(
n−1

∑n
k=1 σkαk

)
n≥1

∈ c. Then putting pn =
σn/n we get

pn ∼
1
n

nξ+1

ξ + 1
=

nξ

ξ + 1
(n →∞)

and by Lemma 4.16 condition
∑∞

n=1 nξαn < ∞ implies

1
n

σn

∞∑
k=n+1

αk → 0 (n →∞) .

This concludes the proof. �

Example 4.18. Let γ > 2, then nγxn → l implies n−1
∑n

k=1 krk → l′ (n →∞)
for all X ∈ cs.

Indeed it is enough to put ξ = 1 and αn = n−γ .
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SANU, 9(17)(2000), 143-243.
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On best simultaneous approximation
in operator and function spaces

Sharifa Al-Sharif

Abstract. Let X be a Banach space, (I,
∑

, µ) a finite measure space
and L1(µ, X) the Banach space of all X-valued µ-integrable functions
on the unit interval I equipped with the usual 1-norm. In this paper
we prove that for a closed subspace G of X, L1(µ, G) is simultaneously
Chebyshev in L1(µ, X) if and only if G is simultaneously Chebyshev in
X. Further results are obtained in the space of bounded linear operators
L(l1, X) and in the space of continuous functions C1(I, lp) with respect
to the L1 norm.

Mathematics Subject Classification (2010): 41A65, 41A50.

Keywords: Best approximation, simultaneous approximation, spaces of
vector functions.

1. Introduction

Let X be a Banach space and (I,
∑

, µ) be a finite measure space. Let us
denote by L1(µ,X), the Banach space of all X-valued µ-integrable functions
on the unit interval I equipped with the usual 1-norm.

For a closed subspace G of X, let us recall that G is simultaneously
proximinal in X if for all m-tuples (x1, x2, ..., xm) ∈ Xm, there exists g ∈ G
such that

m∑
i=1

‖xi − g‖ = dist(x1, x2, ..., xm, G) = inf

{
m∑

i=1

‖xi − z‖ : z ∈ G

}
.

In this case, g is called a best simultaneous approximation of (x1, x2, ..., xm)
in G. If this best approximation is unique for all (x1, x2, ..., xm) ∈ Xm, then
G is called simultaneously Chebyshev.

Of course for m = 1 the preceding concepts are just best approximation
and proximinality.

The problem of best simultaneous approximation can be viewed as a
special case of vector valued approximation. Recent results in this area are
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due to Pinkus [10], where he considered the problem when a finite dimensional
subspace is a uniqueness space. Results on best simultaneous approximation
in general Banach spaces may be found in [9] and [11] . Related results on
Lp(µ,X), 1 ≤ p < ∞, are given in [12] . In [12] , it is shown that if G is
a reflexive subspace of a Banach space X, then Lp(µ,G) is simultaneously
proximinal in Lp(µ,X). If p = 1, Abu Sarhan and Khalil [1] , proved that if G
is a reflexive subspace of the Banach space X or G is a 1-summand subspace
of X, then L1(µ, G) is simultaneously proximinal in L1(µ,X).

It is the aim of this paper to give some sufficient conditions for L1(µ, G)
to be a Chebyshev subspace of L1(µ, X). Further results are obtained in the
space of bounded linear operators L(l1, X) and in the space of continuous
functions C1(I, lp) with respect to the L1 norm.

Throughout this paper, X is a Banach space and G is a closed subspace
of X.

2. Main results

In [1] it is shown that if m = 1 and G is a finite dimensional subspace of a Ba-
nach space X, then G is Chebyshev in X if and only if L1(µ, G) is Chebyshev
in L1(µ, X). The main result in this section is: If G is a reflexive subspace
of X, then G is simultaneously Chebyshev in X if and only if L1(µ,G) is
simultaneously Chebyshev in L1(µ,X).

Theorem 2.1. Let G be a reflexive subspace of X. Then G is simultane-
ously Chebyshev in X if and only if L1(µ,G) is simultaneously Chebyshev in
L1(µ,X).

Proof. Let f1, f2, ..., fm ∈ L1(µ,X). Since G is reflexive, it follows that
[Th.4, 12] , there exists g ∈ L1(µ,G) such that

m∑
i=1

‖fi − g‖1 = dist(f1, f2, ..., fm, L
1
(µ,G)).

Thus by [Th.2.2, 2] , we have:
m∑

i=1

‖fi(t)− g(t)‖ = dist(f1(t), f2(t), ..., fm(t), G),

for almost all t ∈ I. But G is simultaneously Chebyshev. So g (t) is unique.
Thus g is determined uniquely, and L

1
(µ,G) is simultaneously Chebyshev in

L
1
(µ,X).

Conversely. Let x1, x2, ..., xm ∈ X. For i = 1, 2, ...,m, consider the func-
tions: fi : I → X, fi(t) = xi, for all t ∈ I. Since L1(µ,G) is simultaneously
Chebyshev in L1(µ, X), there exists g ∈ L1(µ, G) such that

dist(f1, f2, ..., fm, L
1
(µ,G)) =

m∑
i=1

‖fi − g‖1 ≤
m∑

i=1

‖fi − h‖1
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for all h ∈ L1(µ,G). Thus by [Th.2.2, 2] , we have:
m∑

i=1

‖fi(t)− g(t)‖ ≤
m∑

i=1

‖fi(t)− h(t)‖ (2.1)

for almost all t ∈ I. But since G is reflexive, there exists w ∈ G such that
m∑

i=1

‖xi − w‖ ≤
m∑

i=1

‖xi − z‖

for all z ∈ G, [Lemma 1.12] . Hence the function b(t) = w for all t ∈ I is a
best simultaneous approximation of f1, f2, ..., fm in L1(µ,G). Equation (2.1)
and since L1(µ,G) is simultaneously Chebyshev in L1(µ, X) it follows that
g(t) = b(t) = w and w is unique. Hence G is simultaneously Chebyshev in
X. �

For 0 < p < ∞, let us denote by lp(X), the space of all sequences (xn)

in X such that
∞∑

n=1
‖xn‖p

< ∞. For x = (xn) ∈ lp(X), let

‖x‖p =


( ∞∑

k=1

‖xn‖p

) 1
p

1 ≤ p < ∞

∞∑
k=1

‖xn‖p 0 < p < 1

In the space l1(X), we have the following result:

Theorem 2.2. G is simultaneously Chebyshev in X if and only if l1(G) is
simultaneously Chebyshev in l1(X).

Proof. For 1 ≤ i ≤ m, let xi = (xin) ∈ l1(X). If gn ∈ G is such that
m∑

i=1

‖xin − gn‖ ≤
m∑

i=1

‖xin − z‖ (2.2)

for all z ∈ G. Using triangle inequality and taking z = 0 in (2.2) we get
m∑

i=1

‖gn‖ − ‖xin‖ ≤
m∑

i=1

‖xin − gn‖ ≤
m∑

i=1

‖xin‖

and this implies

m ‖gn‖ =
m∑

i=1

‖gn‖ ≤ 2
m∑

i=1

‖xin‖ . (2.3)

Thus
∞∑

n=1

‖gn‖ ≤
2
m

m∑
i=1

∞∑
n=1

‖xin‖ < ∞.

Hence the element g = (gn) ∈ l1(G) and g is a best simultaneous approxi-
mation of the m-tuple ((xin))m

i=1 in l1(G). The uniqueness of gn implies that
g = (gn) is unique and l1(G) is simultaneously Chebyshev in l1(X).
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Conversely. Let x1, x2, ...., xm ∈ X. For each i = 1, 2, ...,m, consider
the sequence (xi, 0, ....) ∈ l1(X). Since l1(G) is simultaneously Chebyshev in
l1(X), it follows that there exists a sequence of the form (g, 0, ....) in l1(G)
such that

m∑
i=1

‖(xi, 0, ...)− (g, 0, ...)‖ <
m∑

i=1

‖(xi, 0, ....)− (z1, z2, ...)‖

for all (zn) ∈ l1(G)\ {(g, 0, ...)} . This implies that

m∑
i=1

‖xi − g‖ <

m∑
i=1

‖xi − z‖

for all z ∈ G\ {g} . �

For the space of bounded linear operators, L(l1, X), from l1 into X,
where l1 is the space of all summable real sequences it has been proved in [1]
that G is proximinal in X if and only if L(l1, G) is proximinal in L(l1, X).
For the case of simultaneous approximation we have the following result:

Theorem 2.3. G is simultaneously proximinal in X if and only if L(l1, G) is
simultaneously proximinal in L(l1, X).

Proof. Let T1, T2, ..., Tm ∈ L(l1, X). If (δn) is the natural basis of l1, then
Tiδn ∈ X, i = 1, 2, ...,m.

Since G is simultaneously proximinal, so for each n there exists xn ∈ G
such that

m∑
i=1

‖Ti(δn)− xn‖ = dist (T1(δn), T2(δn), ..., Tm(δn), G).

Define S : l1 → G, S (δn) = xn. Then S is a bounded linear operator from l1

into G. It is clear that S is linear. To prove that S is bounded, let y = (αn) ∈
l1, ‖y‖1 =

∑∞
n=1 |αn| ≤ 1. Then

‖S(y)‖ =

∥∥∥∥∥
∞∑

n=1

αnS (δn)

∥∥∥∥∥ ≤
∞∑

n=1

|αn| ‖S (δn)‖ =
∞∑

n=1

|αn| ‖xn‖ .

Using (2.3) in Theorem 2.2 we get

‖S(y)‖≤
∞∑

n=1

|αn|
2
m

m∑
i=1

‖Ti(δn)‖≤
∞∑

n=1

|αn|
2
m

m∑
i=1

‖Ti‖=
2
m

m∑
i=1

‖Ti‖
∞∑

n=1

|αn|
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Hence S is a bounded linear operator with ‖S‖ ≤ 2
m

∑m
i=1 ‖Ti‖ . Now for any

x = (βn) ∈ l1 we have

m∑
i=1

‖Ti(x)− S (x)‖ =
m∑

i=1

∥∥∥∥∥Ti

( ∞∑
n=1

βnδn

)
− S

( ∞∑
n=1

βnδn

)∥∥∥∥∥
=

m∑
i=1

∥∥∥∥∥
∞∑

n=1

βnTi (δn)−
∞∑

n=1

βnS (δn)

∥∥∥∥∥
=

m∑
i=1

∥∥∥∥∥
∞∑

n=1

βn (Ti (δn)− S (δn))

∥∥∥∥∥
≤

m∑
i=1

∞∑
n=1

|βn| ‖Ti (δn)− S (δn)‖

=
∞∑

n=1

|βn|dist (T1(δn), T2(δn), ..., Tm(δn), G).

≤
∞∑

n=1

|βn|
m∑

i=1

‖Ti (δn)− g‖

for every g ∈ G. In particular for every A ∈ L(l1, G)

m∑
i=1

‖Ti(x)− S (x)‖ ≤
∞∑

n=1

|βn|
m∑

i=1

‖Ti (δn)−A (δn)‖

≤
∞∑

n=1

|βn|
m∑

i=1

‖Ti −A‖

=
m∑

i=1

‖Ti −A‖
∞∑

n=1

|βn| =
m∑

i=1

‖Ti −A‖ ‖x‖ .

Taking supremum over all x ∈ l1, ‖x‖ = 1 we get

m∑
i=1

‖Ti − S‖ ≤
m∑

i=1

‖Ti −A‖ .

Hence L(l1, G) is simultaneously proximinal in L(l1, X).
Conversely. Let x1, x2, ..., xm ∈ X. For each i = 1, 2, ...,m, define Ti :

l1 → X,

Tiδn =
{

xi n = 1
0 n 6= 1 .

Then Ti ∈ L(l1, X) and ‖Ti‖ = ‖xi‖ . By assumption there exists A ∈ L(l1, G)
such that

m∑
i=1

‖Ti −A‖ ≤
m∑

i=1

‖Ti −B‖
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for all B ∈ L(l1, G). Hence
m∑

i=1

‖xi −Aδ1‖ =
m∑

i=1

‖(Ti −A) δ1‖ ≤
m∑

i=1

‖Ti −A‖ ≤
m∑

i=1

‖Ti −B‖ .

If B runs over all functions of the form

Bδn =
{

w n = 1
0 n 6= 1

for all w ∈ G, we obtain
∑m

i=1 ‖xi −Aδ1‖ ≤
∑m

i=1 ‖xi − w‖ for all w ∈ G.
Hence G is simultaneously proximinal in X. �

Theorem 2.4. If L(l1, G) is simultaneously Chebyshev in L(l1, X), then G is
simultaneously Chebyshev in X.

Proof. Suppose G is not Chebyshev in X. Then there exist g1, g2 ∈ G and
x1, x2, ..., xm ∈ X such that

m∑
i=1

‖xi − g1‖ =
m∑

i=1

‖xi − g2‖ = dist(x1, x2, ..., xm, G).

For i = 1, 2, ...,m, let

Tiδn =
{

xi n = 1
0 n 6= 1 ,

and

A1δn =
{

g1 n = 1
0 n 6= 1 , A2δn =

{
g2 n = 1
0 n 6= 1 .

Then
m∑

i=1

‖Ti −A1‖ =
m∑

i=1

‖Ti −A2‖ = dist(T1, T2, ..., Tm, L(l1, G)).

This contradict the fact that L(l1, G) is simultaneously Chebyshev. �

We remark that the converse of Theorem 2.4 is not true. To see this,
let G be a Chebyshev subspace of X and x1, x2, ..., xm ∈ X. For each i =
1, 2, ...,m, define Ti : l1 → X

Tiδn =
{

xi n = 1
0 n 6= 1 ,

then if z ∈ G is such that
∑m

i=1 ‖xi − z‖ =dist(x1, x2, ..., xm, G), the operator
A : l1 → X,

Aδn =
{

z n = 1
0 n 6= 1 ,

is a best simultaneous approximation of T1, T2, ..., Tm in L(l1, G) that is
m∑

i=1

‖Ti −A‖ ≤
m∑

i=1

‖Ti −B‖
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for all B ∈ L(l1, G). Let r = min
1≤i≤m

‖xi − z‖ . Consider the map

S : l1 → G, Sδn =
{

z n = 1
zn n 6= 1

where |zn| < r. Then
∑m

i=1 ‖Ti − S‖ =
∑m

i=1 ‖Ti −A‖ . Hence L(l1, G) is not
a Chebyshev subspace of L(l1, X).

As a corollary from Theorem 2.2 for the Banach space c0 we have:

Corollary 2.5. G is simultaneously Chebyshev in X if and only if L(c0, G) is
simultaneously Chebyshev in L(c0, X).

Proof. By the result of Grothendieck [6] , page 86, we have L(c0, G) = l1(G).
the result follows from Theorem 2.2. �

3. Further results

An n-dimensional subspace Vn of C(I), the space of continuous functions on
a compact set I, is called a Haar subspace if any f ∈ Vn\ {0} , f has at most
n − 1 zero’s on I. Haar subspaces on intervals of real numbers are called
T -Systems. For each natural number n, let Mn be an n-dimensional Haar
subspace. Set

U =
{
g ∈ L1(µ, lp) : g = (gi) , gi ∈ Mi

}
.

We remark that U is a closed subspace of L1(µ, lp), [1] .
On the space of continuous functions C1(I, lp), we have the following

result

Theorem 3.1. For 1 ≤ p < ∞, U is proximinal in C1(I, lp) with respect to
the L1 norm.

Proof. Let p = 1 and let S1, S2, ...Sm ∈ C1(I, l1). Then for each i =

1, 2, ...,m, Si = (fi,k)∞k=1 and ‖Si‖ =
∫
I

∞∑
k=1

|fi,k(t)| dt. Hence
∑m

i=1 ‖Si‖ =∑m
i=1

∫
I

∞∑
k=1

|fi,k(t)| dt. Using the Monotone Convergence Theorem, we get:

m∑
i=1

‖Si‖ =
∞∑

k=1

m∑
i=1

∫
I

|fi,k(t)| dt =
∞∑

k=1

m∑
i=1

‖fi,k‖1 .

Since for each k, Mk is finite dimensional, there exists gk ∈ Mk such that
m∑

i=1

‖fi,k − gk‖1 ≤
m∑

i=1

‖fi,k − hk‖1

for all hk ∈ Mk. Note that
m∑

i=1

‖fi,k − hk‖1 ≥
m∑

i=1

‖fi,k − gk‖1 ≥
m∑

i=1

∣∣‖fi,k‖1 − ‖gk‖1

∣∣ .
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for all hk ∈ Mk. Since 0 ∈ Mk, we get:

m ‖gk‖1 ≤ 2
m∑

i=1

‖fi,k‖1

and so
∞∑

k=1

‖gk‖1 ≤
2
m

m∑
i=1

∞∑
k=1

‖fi,k‖1 =
2
m

m∑
i=1

‖fi‖

Hence g = (gk) ∈ U and
m∑

i=1

‖Si − g‖ =
∞∑

k=1

m∑
i=1

∫
I

|fi,k(t)− gk(t)| dt ≤
∞∑

k=1

m∑
i=1

∫
I

|fi,k(t)− hk(t)| dt

for all hk ∈ Mk. In particular we get
∑m

i=1 ‖Si − g‖ ≤
∑m

i=1 ‖Si − h‖ for all
h ∈ U. Hence U is proximinal in C1(I, l1) with respect to the L1 norm.

For 1 < p < ∞, let S1, S2, ...Sm ∈ C1(I, lp). Consider the operator

Pk : L1(µ, lp) → L1(µ, lpk)
Pkf = (f1, f2, ..., fk)

where f = (fi)
∞
i=1 . Then Pk is continuous. For 1 ≤ k < ∞, set Uk ={

g = (gi) ∈
k∏

i=1

Mi

}
. Since Uk is finite dimensional, there exists some ĝ ∈ Uk

such that
m∑

i=1

‖PkSi − ĝ‖1 ≤
m∑

i=1

‖PkSi − h‖1 (3.1)

for all h ∈ Uk, . Let us write gk for ĝ. We shall prove that the sequence
(
gk
)

must have a subsequence that converges to some g ∈ U.
Since PkSi → Si, then the sets Ei = {P1Si, P2Si, P3Si, ..., Si} , i =

1, 2, ...,m are weakly compact in L1(µ, lp). Set Ê =
{
g1, g2, g3, ..., gn, ...

}
.

We want to prove that Ê is weakly relatively compact. Since lp is reflexive,
then by the Dunford Theorem [4, p.101] , it is enough to prove that Ê is
bounded and uniformly integrable. Note that

m∑
i=1

‖PkSi − h‖1 ≥
m∑

i=1

∥∥PkSi − gk
∥∥

1
≥

m∑
i=1

∣∣‖PkSi‖1 −
∥∥gk
∥∥

1

∣∣ .
for all h ∈ Uk. Since 0 ∈ Uk, we get

m
∥∥gk
∥∥

1
≤ 2

m∑
i=1

‖PkSi‖1

Hence Ê is bounded.
To see that Ê is uniformly integrable, first note that for each k

‖PkSi‖1 ≤ ‖Si‖1

i = 1, 2, ...m. Thus lim
µ(Ω)→0

∫
Ω

‖h(t)‖ dµ(t) = 0 uniformly for h in Ei, i =

1, 2, ...,m.
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Now let ε > 0 be given. By the uniform integrability of Ei there exists
δi > 0 such that

∫
Ω

‖h(t)‖ dµ(t) < ε
2 whenever µ(Ω) < δi for all h ∈ Ei. Hence

for µ(Ω) < δ = min
1≤i≤m

(δi)∫
Ω

∥∥gk(t)
∥∥ dµ(t) <

2
m

m∑
i=1

∫
Ω

‖PkSi‖ dµ(t) < ε.

Since δ depends only on E1, E2, ..., Em and ε it follows that Ê is uniformly in-
tegrable and hence weakly relatively compact. Thus there exists g ∈ L1(µ, lp)
such that gk → g weakly.

Since the sequence
(
gk
)

in U converges weakly to some g ∈ L1(µ, lp)
and U is a closed subspace of L1(µ, lp), hence weakly closed, it follows that
g ∈ U.

For h ∈ U, we have ‖Pkh− h‖1 → 0. Hence for each i = 1, 2, ...,m,

‖PkSi − Pkh‖1 →
k
‖Si − h‖1 . Now let ϕ ∈ L∞(µ, lp

∗
) =

(
L1(µ, lp)

)∗
, the

dual of L1(µ, lp). Then
m∑

i=1

|〈Si − g, ϕ〉| = lim
k→∞

m∑
i=1

|〈PkSi − g, ϕ〉|

≤ lim
m∑

i=1

∥∥PkSi − gk
∥∥

≤ lim
m∑

i=1

‖PkSi − Pkh‖

for all h ∈ Uk, since Uk is proximinal. Hence
m∑

i=1

|〈Si − g, ϕ〉| ≤
m∑

i=1

‖Si − h‖ .

Consequently
∑m

i=1 ‖Si − g‖ ≤
∑m

i=1 ‖Si − h‖ for all h ∈ U.
Thus U is proximinal in C1(I, lp), with the L1-norm, 1 < p < ∞. �
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1. Introduction

The concept of fuzzy set theory was first introduce by Zadeh[13] in
1965 and thereafter, the concept of fuzzy set theory applied on different
branches of pure and applied mathematics in different ways by several au-
thors. The concept of fuzzy norm was introduced by Katsaras [9] in 1984. In
1992, Felbin[7] introduced the idea of fuzzy norm on a linear space. Cheng-
Moderson [4] introduced another idea of fuzzy norm on a linear space whose
associated metric is same as the associated metric of Kramosil-Michalek [10].
In 2003, Bag and Samanta [1] modified the definition of fuzzy norm of Cheng-
Moderson [4] and established the concept of continuity and boundednes of a
linear operator with respect to their fuzzy norm in [2].

Later on Jebril and Samanta [8] introduced the concept of fuzzy anti-
norm on a linear space depending on the idea of Bag and Samanta [3]. The
motivation of introducing fuzzy anti-norm is to study fuzzy set theory with
respect to the non-membership function. It is useful in the process of decision
making.

In this paper various types of fuzzy anti-continuities and fuzzy anti-
boundedness; namely, fuzzy anti-continuity, sequential fuzzy anti-continuity,
strong fuzzy anti-continuity, weak fuzzy anti-continuity, strong fuzzy anti-
boundedness and weak fuzzy anti-boundedness are defined. The intra-
relations among fuzzy anti-continuities and intra-relation among strongly
fuzzy anti-bounded and weakly fuzzy anti-bounded are studied. Also, the
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inter relation between fuzzy anti-continuities and fuzzy anti-boundedness
are studied. Also it is established an important property for fuzzy anti-
continuity; namely, any linear operator between fuzzy anti-normed linear
spaces is strongly and weakly fuzzy anti-continuous if and only if it is strongly
and weakly fuzzy anti-bounded respectively.

2. Preliminaries

This section contain some basic definition and preliminary results which
will be needed in the sequel.

Definition 2.1. [12] A binary operation � : [0, 1]× [0, 1] → [0, 1] is continuous
t-conorm if � satisfies the following conditions :
(i) � is commutative and associative ,
(ii) � is continuous ,
(iii) a � 0 = a, ∀ a ∈ [0, 1] ,
(iv) a � b ≤ c � d whenever a ≤ c , b ≤ d and a, b, c, d ∈ [0, 1].

A few examples of continuous t-conorm are a � b = a + b − ab, a � b =
max{a, b}, a � b = min{a + b, 1}.
Definition 2.2. [5] Let V be linear space over the field F (= RorC). A fuzzy
subset ν of V ×R is called a fuzzy antinorm on V with respect to a t-conorm
� if and only if for all x, y ∈ V
(i) ∀ t ∈ R with t ≤ 0, ν(x, t) = 1;
(ii) ∀ t ∈ R with t > 0, ν(x, t) = 0 if and only if x = θ;
(iii) ∀ t ∈ R with t > 0, ν(cx, t) = ν(x, t

|c| ) if c 6= 0, c ∈ F ;
(iv) ∀ s, t ∈ R with ν(x + y, s + t) ≤ ν(x, s) � ν(y, t);
(v) lim

t→∞
ν(x, t) = 0.

We further assume that for any fuzzy anti-normed linear space (V,A∗)
with respect to a t-conorm �,
(vi) ν(x, t) < 1, ∀ t > 0 ⇒ x = θ.
(vii) ν(x, ·) is a continuous function of R and strictly decreasing on the subset
{t : 0 < ν(x, t) < 1} of R.
(viii) a � a = a, ∀ a ∈ [0, 1].

Theorem 2.3. [5] Let (V,A∗) be a fuzzy antinormed linear space satisfying
(vi) and (vii) and (viii). Let ‖x‖∗α = ∧{t : ν(x, t) ≤ 1− α}, α ∈ (0, 1). Also,
let ν′ : V × R → [0, 1] be defined by

ν′(x, t) =
{
∧{1− α : ‖x‖∗α ≤ t}, if (x, t) 6= (θ, 0)
1, if (x, t) = (θ, 0)

Then ν′ = ν.

Definition 2.4. [8]. Let (V,A∗) be a fuzzy antinormed linear space. A sequence
{xn}n in V is said to be convergent to x ∈ V if given t > 0, r ∈ (0, 1) there
exist an integer n0 ∈ N such that

ν(xn − x, t) < r ∀ n ≥ n0.
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Definition 2.5. [8]. Let (V,A∗) be a fuzzy antinormed linear space. A sequence
{xn}n in V is said to be Cauchy sequence to x ∈ V if given t > 0, r ∈ (0, 1)
there exist an integer n0 ∈ N such that

ν(xn+p − xn, t) < r ∀ n ≥ n0, p = 1, 2, 3, · · · .

Definition 2.6. [8]. A subset A of a fuzzy antinormed linear space (V,A∗) is
said to be bounded if and only if there exist t > 0, r ∈ (0, 1) such that

ν(x, t) < r ∀ x ∈ A

3. Fuzzy anti-continuity

Throughout this section unless otherwise stated (U,A∗) and (V,B∗) are
any two fuzzy anti-normed linear spaces over the same field F .

Definition 3.1. A mapping T : (U,A∗) → (V,B∗) is said to be fuzzy anti-
continuous at x0 ∈ U , if for any given ε > 0,α ∈ (0, 1) there exist δ =
δ(α, ε) > 0 , β = β(α, ε) ∈ (0, 1) such that for all x ∈ U

νU (x− x0, δ) < β ⇒ νV (T (x)− T (x0), ε) < α.

Definition 3.2. A mapping T : (U,A∗) → (V,B∗) is said to be sequentially
fuzzy anti-continuous at x0 ∈ U , if for any sequence {xn}n, xn ∈ U, ∀ n with
xn → x0 implies T (xn) → T (x0) in V , that is for all t > 0,

lim
n→∞

νU (xn − x0, t) = 0 ⇒ lim
n→∞

νV (T (xn)− T (x0), t) = 0.

Definition 3.3. A mapping T : (U,A∗) → (V,B∗) is said to be strongly fuzzy
anti-continuous at x0 ∈ U , if for any given ε > 0 there exist δ = δ(α, ε) > 0
such that for all x ∈ U ,

νV (T (x)− T (x0), ε) ≤ νU (x− x0, δ)

Definition 3.4. A mapping T : (U,A∗) → (V,B∗) is said to be weakly fuzzy
anti-continuous at x0 ∈ U , if for any given ε > 0, α ∈ (0, 1) there exist
δ = δ(α, ε) > 0 such that for all x ∈ U ,

νU (x− x0, δ) ≤ 1− α ⇒ νV (T (x)− T (x0), ε) ≤ 1− α.

Theorem 3.5. If a mapping T from a fuzzy anti-normed linear space (U,A∗)
to a fuzzy anti-normed linear space (V,B∗) is strongly fuzzy anti-continuous
then it is weakly fuzzy anti-continuous. But not conversely.

Proof. From the definition it follows obviously. To show the converse result
may not be true we consider the following example.

Example 3.6. As in the example of Note 3.3 of [6], we consider the fuzzy
anti-normed linear spaces (X, ν1) and (X, ν2). Let f(x) = x4

1+x4 ∀ x ∈ R.

Now from Example 3 of [11] it directly follows that f is not strongly fuzzy
anti-continuous. Here we now show that f is weakly fuzzy anti-continuous on
X.
Let x0 ∈ X, ε > 0 and δ ∈ (0, 1). Now
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ν2(f(x)− f(x0), ε) < 1− α if k|f(x)−f(x0|
ε+k|f(x)−f(x0| < 1− α

i.e., if
ε

ε + k | x4

1+x2 − x4
0

1+x2
0
|
≥ α

i.e., if
ε(1+x2)(1+x2

0)

k|x+x0||x2x2
0+x2+x2

0|
ε(1+x2)(1+x2

0)

k|x+x0||x2x2
0+x2+x2

0|
+ | x− x0 |

≥ α

i.e., if

α | x− x0 |≤ (1− α)
ε

k

(1 + x2)(1 + x2
0)

| x + x0 || x2x2
0 + x2 + x2

0 |

≤ (1− α)
ε

k
So, depending upon (1− α) ε

k we may choose δ > 0 such that
α(δ+ | x− x0 |) ≤ δi.e., ν1(x− x0, δ) < 1− α.
Thus we see that for every ε > 0, α ∈ (0, 1)∃δ > 0 such that

ν1(x− x0, δ) < 1− α ⇒ ν2(f(x)− f(x0), ε) < 1− α.

i.e., f is weakly fuzzy anti-continuous at x0.

Theorem 3.7. A mapping T from a fuzzy anti-normed linear space (U,A∗) to
a fuzzy anti-normed linear space (V,B∗) is fuzzy anti-continuous if and only
if it is sequentially fuzzy anti-continuous.

Proof. The proof of the above theorem is directly follows from Theorem 13
of [11].

Theorem 3.8. If a mapping T from a fuzzy anti-normed linear space (U,A∗)
to a fuzzy anti-normed linear space (V,B∗) is strongly fuzzy anti-continuous
then it is sequentially fuzzy anti-continuous.

Proof. The proof of the above theorem is directly follows from Theorem 12
of [11].

Theorem 3.9. Let T : (U,A∗) → (V,B∗) be a linear operator. If T is sequen-
tially fuzzy anti-continuous at a point x0 ∈ U , then it is sequentially fuzzy
anti-continuous on U.

Proof. Let, x ∈ U be an arbitrary point and let {xn}n be a sequence in U
such that xn → x. Then ∀ t > 0

lim
n→∞

νU (xn − x, t) = 0

i.e., lim
n→∞

νU ((xn − x + x0)− x0, t) = 0

Since T is sequentially fuzzy anti-continuous at x0 ∀ t > 0 we have

lim
n→∞

νV ((xn − x + x0)− x0, t) = 0

i.e., lim
n→∞

νV (T (xn)− T (x) + T (x0)− T (x0), t) = 0



Fuzzy anti-bounded linear operators 127

i.e., lim
n→∞

νV (T (xn)− T (x), t) = 0

Thus,

lim
n→∞

νU (xn − x, t) = 0, ∀ t > 0 ⇒ lim
n→∞

νV (T (xn)− T (x), t) = 0, ∀ t > 0.

Hence the proof.

4. Fuzzy anti-boundedness

Definition 4.1. A mapping T : (U,A∗) → (V,B∗) is said to be strongly fuzzy
anti-bounded on U if and only if there exist a positive real number M such
that for all x ∈ U and for all t ∈ R+,

νV (T (x), t) ≤ νU (x,
t

M
)

Example 4.2. The zero and identity operators are strongly fuzzy anti-
bounded.

Example 4.3. It is an example of a strongly fuzzy anti-bounded linear oper-
ator other than the zero and the identity operator.

Let (V, ‖.‖) be a normed linear space over the field K(= RorC). Let,
α1, α2 ∈ R such that α1 > α2 > 0. Again, let ν1, ν2 : V × R+ → [0, 1] be
defined by

ν1(x, t) =
α1‖x‖

t + α1‖x‖
andν2(x, t) =

α2‖x‖
t + α2‖x‖

Also, define a � b, = max{a, b} for all a, b ∈ [0, 1].
Now we shall first show that (V, ν1) and (V, ν2) are fuzzy anti-normed linear
space.
(i) The condition (i) is obvious.
(ii) ν1(x, t) = 0 ⇔ α1‖x‖

t+α1‖x‖ = 0 ⇔ ‖x‖ = 0 ⇔ x = θ.

(iii) Let c ∈ K and c 6= 0

ν1(cx, t) =
α1 ‖ cx ‖

t + α1 ‖ cx ‖

=
α1 ‖ x ‖

t
|c| + α1 ‖ x ‖

= ν1(x,
t

| c |
)

(iv)

ν1(x + y, s + t) =
α1 ‖ x + y ‖

s + t + α1 ‖ x + y ‖

=
1

s+t
α1‖x+y‖ + 1

≤ 1
s+t

α1‖x‖+α1‖y‖ + 1

=
α1 ‖ x ‖ +α1 ‖ y ‖

s + t + α1 ‖ x ‖ +α1 ‖ y ‖
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Now if

ν1(x, s) ≥ ν1(y, t) ⇒ α1 ‖ x ‖
s + α1 ‖ x ‖

≥ α1 ‖ y ‖
t + α1 ‖ y ‖

;

⇒ t ‖ x ‖ −s ‖ y ‖
Therefore,

α1 ‖ x ‖ +α1 ‖ y ‖
s + t + α1 ‖ x ‖ +α1 ‖ y ‖

− α1 ‖ x ‖
s + α1 ‖ x ‖

≤ 0.

Thus

ν1(x + y, s + t) ≤ α1 ‖ x ‖ +α1 ‖ y ‖
s + t + α1 ‖ x ‖ +α1 ‖ y ‖

≤ α1 ‖ x ‖
s + α1 ‖ x ‖

= ν1(x, s) � ν1(y, t)

Again if ν1(y, t) ≥ ν1(x, s) Similarly it can be shown that

ν1(x + y, s + t) ≤ α1 ‖ y ‖
t + α1 ‖ y ‖

= ν1(x, s) � ν1(y, t)

Hence
ν1(x + y, s + t) ≤ ν1(x, s) � ν1(y, t)

(v)

lim
t→∞

ν1(x, t) = lim
t→∞

α1 ‖ x ‖
t + α1 ‖ x ‖

= 0

Hence (V, ν1) is a fuzzy anti-normed linear space. Similarly (V, ν2) is also
fuzzy anti-normed linear space.
We now define a mapping T : (V, ν1) → (V, ν2) by T (x) = rx where r(6= 0) ∈
R is fixed. Clearly T is a linear operator.
Let us choose an arbitrary but fixed M > 0 such that M ≥| r | and x ∈ V.
Now,

M ≥| r |⇒ α1M ‖ x ‖≥ α2 | r |‖ x ‖
⇒ t + α1M ‖ x ‖≥ t + α2 | r |‖ x ‖ ∀ t > 0.

⇒ t

t + α2 | r |‖ x ‖
≥ t

t + α1M ‖ x ‖
∀ t > 0.

⇒ t

t + α2 ‖ rx ‖
≥

t
M

t
M + α1 ‖ x ‖

∀ t > 0.

⇒ 1− t

t + α2 ‖ rx ‖
≤ 1−

t
M

t
M + α1 ‖ x ‖

∀ t > 0.

⇒ α2 ‖ rx ‖
t + α2 ‖ rx ‖

≤ α1 ‖ x ‖
t

M + α1 ‖ x ‖
∀ t > 0.

i.e.,

ν2(T (x), t) ≤ ν1(x,
t

M
) ∀ t > 0and ∀ x ∈ V.

Hence T is strongly fuzzy anti-bounded on V .
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Definition 4.4. A mapping T : (U,A∗) → (V,B∗) is said to be weakly fuzzy
anti-bounded on U if and only if for any α ∈ (0, 1) there exist Mα(> 0) such
that for all x ∈ U and for all t ∈ R+,

νU (x,
t

Mα
) ≤ 1− α ⇒ νV (T (x), t) ≤ 1− α

Theorem 4.5. Let T : (U,A∗) → (V,B∗) be a linear operator. If T is strongly
fuzzy anti-bounded then it is weakly fuzzy anti-bounded. But not conversely.

Proof. First we suppose that T is strongly fuzzy anti-bounded. Then there
exist M > 0 such that ∀ x ∈ U and ∀ t ∈ R,

νV (T (x), t) ≤ νU (x,
t

M
)

Thus for any α ∈ (0, 1), there exists Mα(= M) such that

νU (x,
t

Mα
) ≤ 1− α ⇒ νV (T (x), t) ≤ 1− α

Hence T is weakly fuzzy anti-bounded.
The converse of the above theorem is not necessarily true. For example

Example 4.6. Let (V, ‖ · ‖) be a linear space over the field K(= RorC) and
ν1, ν2 : V × R+ → [0, 1] be defined by

ν1(x, t) =
2‖x‖2

t2 + ‖x‖2
, ift > ‖x‖

= 1, if0 < t ≤ ‖x‖

andν2(x, t) =
‖x‖

t + ‖x‖
Also define a � b = max{a, b}
Already we have seen that (V, ν2) is a fuzzy anti-normed linear space. Now
we shall prove that (V, ν1) is a fuzzy anti-normed linear space.
(i) Clearly follows from the definition of ν1.
(ii) ν1(x, t) = 0 ⇔ 2‖x‖2

t2+‖x‖2 = 0 ⇔ ‖x‖ = 0 ⇔ x = θ.

(iii) Let, c ∈ K and c 6= 0. If t > ‖cx‖,

ν1(cx, t) =
2‖cx‖2

t2 + ‖cx‖2
=

2|c|2‖x‖2

t2 + |c|2‖x‖2
=

2‖x‖2

( t
|c| )

2 + ‖x‖2
= ν1(x,

t

|c|
)

Again if 0 < t ≤ ‖cx‖ then ν1(cx, t) = 1
and 0 < t ≤ ‖cx‖ ⇒ 0 < t

|c| ≤ ‖x‖ ⇒ ν1(x, t
|c| ) = 1

(iv) Let s, t ∈ R+, x, y ∈ V
If 0 < s + t ≤ ‖x + y‖, we have the following possibilities
(a) 0 < s ≤ ‖x‖ and 0 < t ≤ ‖y‖
(b) 0 < s ≤ ‖x‖ and t > ‖y‖
(c) 0 < t ≤ ‖y‖ and s > ‖x‖.

In each case ν1(x + y, s + t) = 1 = ν1(x, s) � ν1(y, t) Again, if s + t >
‖x + y‖, we have the following four possibilities
(a) s > ‖x‖, t ≤ ‖y‖
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(b) s ≤ ‖x‖, t > ‖y‖
(c) s ≤ ‖x‖, t ≤ ‖y‖
(d) s > ‖x‖, t > ‖y‖
In the cases (a), (b), (c)

ν1(x + y, s + t) =
2‖x + y‖2

(s + t)2 + ‖x + y‖2

< 1 = ν1(x, s) � ν1(y, t)
So, we now suppose that s > ‖x‖andt > ‖y‖ Now, s+t > ‖x‖+‖y‖ ≥ ‖x+y‖.
Therefore,

ν1(x + y, s + t) =
2‖x + y‖2

(s + t)2 + ‖x + y‖2

≤ 2(‖x‖+ ‖y‖)2

(s + t)2 + (‖x‖+ ‖y‖)2
Hence we have

ν1(x + y, s + t) ≤ 2(‖x‖+ ‖y‖)2

(s + t)2 + (‖x‖+ ‖y‖)2

≤ 2‖y‖2

t2 + ‖y‖2
= ν1(y, t)

when ν1(x, s) ≤ ν1(y, t)
Similarly,

ν1(x + y, s + t) ≤ 2(‖x‖+ ‖y‖)2

(s + t)2 + (‖x‖+ ‖y‖)2

≤ 2‖x‖2

t2 + ‖x‖2
= ν1(x, s)

when ν1(y, t) ≤ ν1(x, s)
Thus

ν1(x + y, s + t) ≤ ν1(x, s) � ν1(y, t)

(v) lim
t→∞

ν1(x, t) = lim
t→∞

2‖x‖2

t2 + ‖x‖2
= 0

Thus we see that (V, ν1) is a fuzzy anti-normad linear space.
Now we define a linear operator T : (U, ν1) → (V, ν2) by T (x) = x, ∀ x ∈ V.
Let, α ∈ (0, 1), x ∈ V andt ∈ R+ and choose Mα = 1

1−α . We now prove that

ν1(x,
t

Mα
) ≤ 1− α ⇒ ν2(T (x), t) ≤ 1− α.

ν1(x,
t

Mα
) ≤ 1− α

⇒ 2‖ x ‖2

t2(1− α)2 + ‖ x ‖2
≤ 1− α

⇒ 1− 2‖ x ‖2

t2(1− α)2 + ‖ x ‖2
≥ 1− (1− α) = α
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⇒ t2(1− α)2 − ‖ x ‖2

t2(1− α)2 + ‖ x ‖2
≥ α

⇒ t2(1− α)3 ≥ (1 + α)‖ x ‖2

⇒‖ x ‖≤ t(1− α)
√

1− α√
1 + α

⇒ t+ ‖ x ‖≤ t
(1− α)

√
1− α +

√
1 + α√

1 + α

⇒ t

t+ ‖ x ‖
≥

√
1 + α

(1− α)
√

1− α +
√

1 + α

⇒ 1− t

t+ ‖ x ‖
≤ 1−

√
1 + α

(1− α)
√

1− α +
√

1 + α

⇒ ‖ x ‖
t+ ‖ x ‖

≤ (1− α)
√

1− α

(1− α)
√

1− α +
√

1 + α

Now
(1− α)

√
1− α

(1− α)
√

1− α +
√

1 + α
≤ 1− α ⇔

√
1− α ≤ (1− α)

√
1− α +

√
1 + α

⇔ α
√

1− α ≤
√

1 + α

⇔ 1 + α + α3 ≥ α2

which is true for all α ∈ (0, 1).
Hence

ν1(x,
t

Mα
) ≤ 1− α ⇒ ν2(T (x), t) ≤ 1− α.

Thus T is weakly fuzzy anti-bounded on V .
Now for t > ‖x‖, x 6= θ we have

ν2(T (x), t) ≤ ν1(x,
t

M
) ⇔ ‖x‖

t + ‖x‖
≤ 2M‖x‖2

t2 + M‖x‖2

⇔ t2‖x‖+ M‖x‖3 ≤ 2tM‖x‖2 + 2M‖x‖3

⇔
(
2t‖x‖2 + ‖x‖3

)
M ≥ t2‖x‖

M →∞ as t →∞
Hence T is not strongly fuzzy anti-bounded on V .

Definition 4.7. A linear operator T : (U,A∗) → (V,B∗) is said to be uniformly
fuzzy anti-bounded if and only if there exist M > 0 such that

‖T (x)‖∗α ≥ M ‖x‖∗α , α ∈ (0, 1)

where {‖·‖∗α : α ∈ (0, 1)} is ascending family of fuzzy α-norms.

Theorem 4.8. Let T : (U,A∗) → (V,B∗) be a linear operator and (U,A∗) and
(V,B∗) satisfies (vi), (vii) and (viii). Then T is strongly fuzzy anti-bounded if
and only if it is uniformly fuzzy anti-bounded with respect to fuzzy α-norms,
α ∈ (0, 1).
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Proof. Let {‖·‖∗α : α ∈ (0, 1)} be ascending family of α-norms. First suppose
that T is strongly fuzzy anti-bounded. Then there exist M > 0 such that
∀ x ∈ U and ∀ s ∈ R,

νV (T (x), t) ≤ νU (x,
s

M
)i.e., νV (T (x), t) ≤ νU (Mx, s)

‖Mx‖∗α > t ⇒ ∧{s : ν(Mx, s) ≤ 1− α} > t.

⇒ ∃s0 > t such that ν(Mx, s0) ≤ 1− α

⇒ ∃s0 > t such that ν(T (x), s0) ≤ 1− α

⇒ ‖T (x)‖∗α ≥ s0 > t

Hence ‖T (x)‖∗α ≥ ‖Mx‖∗α = M ‖x‖∗α .
Thus T is uniformly fuzzy anti-bounded.
Conversely, suppose that there exist M > 0 such that ∀ x ∈ U and ∀ α ∈
(0, 1)

‖T (x)‖∗α ≥ M ‖x‖∗α
Let p > νU (Mx, s) ⇒ p > ∧{α ∈ (0, 1) : ‖Mx‖∗α ≤ s}
⇒ there exist α0 ∈ (0, 1) such that p > α0 and ‖Mx‖∗α ≤ s
⇒ ‖T (x)‖∗α ≤ s
⇒ νV (T (x), s) ≤ 1− α0 < p.

Hence, νV (T (x), s) ≤ νU (Mx, s) = νU (x, s
M ).

Thus T is strongly fuzzy anti-bounded.

Theorem 4.9. Let T : (U,A∗) → (V,B∗) be a linear operator. Then,
(i) T is strongly fuzzy anti-continuous on U if T is strongly fuzzy anti-
continuous at a point x0 ∈ U.
(ii) T is strongly fuzzy anti-continuous if and only if T is strongly fuzzy anti-
bounded.

Proof. (i) since, T is strongly fuzzy anti-continuous at x0 ∈ U , for each ε > 0
there exists δ > 0 such that

νV (T (x)− T (x0), ε) ≤ νU (x− x0, δ)

Taking y ∈ U and replacing xbyx + x0 − y, we get,
νV (T (x)− T (x0), ε) ≤ νU (x− x0, δ)
⇒ νV (T (x + x0 − y)− T (x0), ε) ≤ νU (x + x0 − y − x0, δ)
⇒ νV (T (x) + T (x0)− T (y)− T (x0), ε) ≤ νU (x− y, δ)
⇒ νV (T (x)− T (y), ε) ≤ νU (x− y, δ)
Since, y ∈ U is arbitrary, T is strongly fuzzy anti-continuous on U .
(ii)First we suppose that T is strongly fuzzy anti-bounded. Thus there exist
a positive real number M such that for all x ∈ U and for all ε ∈ R+,

νV (T (x), ε) ≤ νU (x,
ε

M
)

i.e., νV (T (x)− T (θ), ε) ≤ νU (x− θ,
ε

M
)

i.e, νV (T (x)− T (θ), ε) ≤ νU (x− θ, δ)
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where δ = ε
M .

Thus T is strongly fuzzy anti-continuous at θ and hence T is strongly fuzzy
anti-continuous on U .
Conversely, suppose that T is strongly fuzzy anti-continuous on U . Using
fuzzy anti-continuity of T at x = θ for ε = 1 there exist δ > 0 such that for
all x ∈ U ,

νV (T (x)− T (θ), 1) ≤ νU (x− θ, δ).
If x 6= θand t > 0. Putting x = ut
νV (T (x), t) = νV (uT (u), t) = νV (T (u), 1) ≤ νU (u, δ) = νU (x

t , δ) = νU (x, t
M ),

where M = 1
δ . So, νV (T (x), t) ≤ νU (x, t

M ).
If x 6= θ and t ≤ 0 then νV (T (x), t) = 1 = νU (x, t

M ).
If x = θ and t ∈ R, then T (θU ) = θV and

νV (θV , t) = νU (θU ,
t

M
) = 0, if t > 0.

νV (θV , t) = νU (θU ,
t

M
) = 1, if t ≤ 1.

Hence T is strongly fuzzy anti-bounded.

Theorem 4.10. Let T : (U,A∗) → (V,B∗) be a linear operator. Then,
(i) T is weakly fuzzy anti-continuous on U if T is weakly fuzzy anti-continuous
at a point x0 ∈ U.
(ii) T is weakly fuzzy anti-continuous if and only if T is weakly fuzzy anti-
bounded.

Proof. (i) Since, T is weakly fuzzy anti-continuous at x0 in U , for ε > 0 and
α ∈ (0, 1) there exist δ = δ(α, ε) > 0 such that ∀ x ∈ U

νU (x− x0, δ) ≤ 1− α ⇒ νV (T (x)− T (x0), ε) ≤ 1− α.

Taking y ∈ U and replacing x by x + x0 − y we get,

νU (x + x0 − y − x0, δ) ≤ 1− α ⇒ νV (T (x + x0 − y)− T (x0), ε) ≤ 1− α

i.e., νU (x− y, δ) ≤ 1− α ⇒ νV (T (x) + T (x0)− T (y)− T (x0), ε) ≤ 1− α

i.e., νU (x− y, δ) ≤ 1− α ⇒ νV (T (x)− T (y), ε) ≤ 1− α

Since, y(∈ U) is arbitrary it follows that T is weakly fuzzy anti-continuous
on U.

(ii) First we suppose that T is fuzzy anti-bounded. Thus for any α ∈
(0, 1) there exist Mα > 0 such that ∀ t ∈ R and ∀ x ∈ U we have

νU (x,
t

M
) ≤ 1− α ⇒ νV (T (x), t) ≤ 1− α

Therefore,

νU (x− θ,
t

M
) ≤ 1− α ⇒ νV (T (x)− T (θ), t) ≤ 1− α

i.e., νU (x− θ,
ε

Mα
) ≤ 1− α ⇒ νV (T (x)− T (θ), ε) ≤ 1− α

i.e., νU (x− θ, δ) ≤ 1− α ⇒ νV (T (x)− T (θ), ε) ≤ 1− α
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where δ = ε
Mα

Thus, T is weakly fuzzy anti-continuous at x0 and hence weakly fuzzy anti-
continuous on U .
Conversely, suppose that T is weakly fuzzy anti-continuous on U . Using con-
tinuity of T at θ and taking ε = 1 we have for all α ∈ (0, 1) there exists
δ(α, 1) > 0 such that for all x ∈ U,

νU (x− θ, δ) ≤ 1− α ⇒ νV (T (x)− T (θ), 1) ≤ 1− α

i.e., νU (x, δ) ≤ 1− α ⇒ νV (T (x), 1) ≤ 1− α.

If x 6= θ and t > 0. Putting x = u
t we have,

νU (
u

t
, δ) ≤ 1− α ⇒ νV (T (

u

t
), 1) ≤ 1− α

i.e., νU (u, tδ) ≤ 1− α ⇒ νV (T (u), t) ≤ 1− α

i.e., νU (u,
t

Mα
) ≤ 1− α ⇒ νV (T (

u

t
), 1) ≤ 1− α

where Mα = 1
δ(α,1) If x 6= θ and t ≤ 0, νU (x, t

Mα
) = νV (T (x), t) = 1 for any

Mα > 0.
If x = θ then for Mα > 0,

νU (x,
t

Mα
) = νV (T (x), t) = 0, ift > 0

νU (x,
t

Mα
) = νV (T (x), t) = 1, ift ≤ 0

Hence, T is weakly fuzzy anti-bounded.

Theorem 4.11. Let T : (U,A∗) → (V,B∗) be a linear operator and (U,A∗) and
(V,B∗) satisfies (vi), (vii) and (viii). Then T is weakly fuzzy anti-bounded if
and only if T is fuzzy anti-bounded with respect to α-norms.

Proof. First we suppose that T is weakly fuzzy anti-bounded. Then for all
α ∈ (0, 1) there exist Mα > 0 such that ∀ x ∈ U, t ∈ R we have

νU (x,
t

Mα
) ≤ 1− α ⇒ νV (T (x), t) ≤ 1− α

Hence we get, νU (Mαx, t) ≤ 1− α ⇒ νV (T (x), t) ≤ 1− α
i.e.,∧{β ∈ (0, 1) : ‖Mαx‖∗β ≤ t} ≤ 1 − α ⇒ ∧{β ∈ (0, 1) : ‖T (x)‖∗β ≤ t} ≤
1− α
Now we show that

∧{β ∈ (0, 1) : ‖Mαx‖∗β ≤ t} ≤ 1− α ⇔ ‖Mαx‖∗α ≤ t

If x = θ then the relation is obvious.
Suppose x 6= θ.
Now, if

∧{β ∈ (0, 1) : ‖Mαx‖∗β ≤ t} < 1− αthen ‖Mαx‖∗α ≤ t (4.1)
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If ∧{β ∈ (0, 1) : ‖Mαx‖∗β ≤ t} = 1−α then there exists a decreasing sequence
{αn}n in (0, 1) such that αn → α and ‖Mαx‖∗α ≤ t Then by Theorem 3.7 we
have

‖Mαx‖∗α ≤ t (4.2)
From (4.1) and (4.2) we get

∧{β ∈ (0, 1) : ‖Mαx‖∗β ≤ t} ≤ 1− α ⇒ ‖Mαx‖∗α ≤ t (4.3)

Next we suppose that ‖Mαx‖∗α ≤ t.
If ‖Mαx‖∗α < t then νU (Mαx, t) ≤ 1− α. i.e.,

∧{β ∈ (0, 1) : ‖Mαx‖∗β ≤ t} ≤ 1− α (4.4)

If ‖Mαx‖∗α = t i.e.,∧{s : νU (Mαx, s) ≤ 1 − α} = t then there exist an
increasing sequence {sn}n in R+ such that sn → t and

νU (Mαx, sn) ≤ 1− α ⇒ lim
n→∞

νU (Mαx, sn) ≤ 1− α

⇒ νU (Mαx, lim
n→∞

sn) ≤ 1− α

⇒ νU (Mαx, t) ≤ 1− α

⇒ ∧{β ∈ (0, 1) : ‖Mαx‖∗β ≤ t} ≤ 1− α

Hence from (4.4) it follows that

‖Mαx‖∗α ≤ t ⇒ ∧{β ∈ (0, 1) : ‖Mαx‖∗β ≤ t} ≤ 1− α (4.5)

From (4.3) and (4.5) we have

∧{β ∈ (0, 1) : ‖Mαx‖∗β ≤ t} ≤ 1− α ⇔ ‖Mαx‖∗α ≤ t (4.6)

In the similar way we can show that

∧{β ∈ (0, 1) : ‖T (x)‖∗β ≤ t} ≤ 1− α ⇔ ‖T (x)‖∗α ≤ t (4.7)

From (4.6) and (4.7) we have νU (Mαx, t) ≤ 1− α ⇒ νV (T (x), t) ≤ 1− α
Then

‖Mαx‖∗α ≤ t ⇒ ‖T (x)‖∗α ≤ t

This implies that
‖T (x)‖∗α ≥ ‖Mαx‖∗α

Conversely, suppose that ∀ α ∈ (0, 1),∃Mα > 0 such that ∀ xInU,

‖T (x)‖∗α ≥ ‖Mαx‖∗α
Then for x 6= θand ∀ t > 0,

‖Mαx‖∗α ≤ t ⇒ ‖T (x)‖∗α ≤ t

i.e.,

∧{s : νU (Mαx, s) ≤ 1− α} ≤ t ⇒ ∧{s : νV (T (x), s) ≤ 1− α} ≤ t

In the similar way as above we can show that

∧{s : νU (Mαx, s) ≤ 1− α} ≤ t ⇔ νU (Mαx, t) ≤ 1− α

and
∧{s : νU (T (x), s) ≤ 1− α} ≤ t ⇔ νU (T (x)x, t) ≤ 1− α
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Thus we have

νU (x,
t

Mα
) ≤ 1− α ⇒ νV (T (x), t) ≤ 1− α, ∀ x ∈ U

If x 6= θ, t ≤ 0 and if x = θ, t > 0 then the above relation is obvious. Hence
the proof.

Theorem 4.12. Let T : (U,A∗) → (V,B∗) be a linear operator and (U,A∗)
and (V,B∗) satisfies (vi), (vii) and (viii). If U is finite dimensional then T
is weakly fuzzy anti-bounded.

Proof. Since, (U,A∗) and (V,B∗) satisfies (vi) and (viii) we may suppose that
{‖·‖∗α : α ∈ (0, 1)} is ascending family of fuzzy α-anti-norms.
Since T is of finite dimension, T : (U,A∗) → (V,B∗) is bounded linear oper-
ator for each α ∈ (0, 1). Thus by Theorem 4.11 it follows that T is weakly
fuzzy anti-bounded.

References

[1] Bag, T., Samanta, S.K., Finite Dimensional Fuzzy Normed Linear Spaces, The
Journal of Fuzzy Mathematics, 11(2003), 687-705.

[2] Bag, T., Samanta, S.K., Fuzzy bounded linear operators, Fuzzy Sets and Sys-
tems, 151(2005), 513-547.

[3] Bag, T., Samanta, S.K., A comparative study of fuzzy norms on a linear space,
Fuzzy Sets and Systems, 159(2008), 670-684.

[4] Cheng, S.C., Mordeson, J.N., Fuzzy Linear Operators and Fuzzy Normed Linear
Spaces, Bull. Cal. Math. Soc., 86(1994), 429-436.

[5] Dinda, B., Samanta, T.K., Jebril, I.H., Fuzzy Anti-norm and Fuzzy α-anti-
convergence, (Comunicated).

[6] Dinda, B., Samanta, T.K., Intuitionistic Fuzzy Continuity and Uniform Con-
vergence, Int. J. Open Problems Compt. Math., 3(2010), no. 1, 8-26.

[7] Felbin, C., The completion of fuzzy normed linear space, Journal of Mathemat-
ical Analysis and Application, 174(1993), no. 2, 428-440.

[8] Jebril, I.H., Samanta, T.K., Fuzzy anti-normed linear space, Journal of Math-
ematics and Technology, (2010), 66-77.

[9] Katsaras, A.K., Fuzzy topological vector space, Fuzzy Sets and Systems,
12(1984), 143-154.

[10] Kramosil, O., Michalek J., Fuzzy metric and statisticalmetric spaces, Kyber-
netica, 11(1975), 326-334.

[11] Samanta, T.K., Jebril, I.H., Finite dimentional intuitionistic fuzzy normed lin-
ear space, Int. J. Open Problems Compt. Math., 2(4)(2009), 574-591.

[12] Schweizer, B., Sklar, A., Statistical metric space, Pacific Journal of Mathhe-
matics, 10(1960), 314-334.

[13] Zadeh, L.A., Fuzzy sets, Information and Control, 8(1965), 338-353.



Fuzzy anti-bounded linear operators 137

Bivas Dinda
Department of Mathematics
Mahishamuri Ramkrishna Vidyapith
West Bengal, India
e-mail: bvsdinda@gmail.com

T.K. Samanta
Department of Mathematics
Uluberia College, West Bengal, India
e-mail: mumpu−tapas5@yahoo.co.in

Iqbal H. Jebril
Department of Mathematics
Faculty of Science
Taibah University
Kingdom of Saudi Arabia
e-mail: iqbal501@hotmail.com
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Abstract. In this paper we consider some second order differential equa-
tions in a finite time interval. We give some conditions which ensure
that the non-trivial solutions of these differential equations have a finite
number of transverse zeroes.
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1. Introduction

The following second order non-autonomous and non-linear differential equa-
tion was considered in [1]:

(Lu)(t) := −(p(t)u′(t))′ + q(t)u(t) = f(t, u(t)), t ∈ (a, b). (1.1)

Here (a, b) ⊆ R, f is a non-linear continuous function, not necessarily Lips-
chitz continuous function in u, f(t, 0) ≡ 0, p, q ∈ C1[a, b] and p(t) > 0 for all
t ∈ [a, b].

Some sufficient conditions on the non-linearity of f were given which
ensure that non-trivial solutions of the second order differential equations of
the form (1.1) have a finite number of transverse zeroes (u(0) = u′(0) = 0)
in a given finite time interval (a, b).

The solution of the equation (1.1) isn’t unique when the function f is
non-Lipschitz. For example the differential equation

−u′′ = 24
√
|u|, t ∈ R, (1.2)

This paper was presented at the International Conference on Nonlinear Operators,
Differential Equations and Applications, July 5-8, 2011, Cluj-Napoca, Romania.
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has at least two solutions, u1 ≡ 0 and u2 given by

u2(t) =
{

0, t ≤ 0
−4t4, t > 0 . (1.3)

Hence there exist non-unique, non-zero solutions possessing a non-transverse
zero and, in particular, infinitely many zeroes on any open time interval
containing t = 0.

In fact, Zeidler in [5] proved that there exist ordinary differential equa-
tions which have uncountable many solutions satisfying the conditions of
transversality: u(0) = u′(0) = 0.

Laister and Beardmore in [1] give only locally conditions on function f ,
near u = 0, and independent of the sign of q which ensure that non-trivial
solutions of (1.1) have a finite number of transverse zeroes in a finite time
interval ([1], Theorem 2.1).

Let S a finite subset of [a, b]. and we denote by [a, b]S = [a, b] \ S.
For the case when the equation (1.1) is written in the form

(Lu)(t) := −p(t)u′′(t) + r(t)u′(t) + q(t)u(t) = f(t, u(t)), t ∈ (a, b), (1.4)

the condition p ∈ C1[a, b] can be replaced by p ∈ C1[a, b]S , and the situation
described above remains true.

For example, with S = {0}, the differential equation

−(sgn t + 3)u′′(t) = 144
√
|u(t)|, t ∈ RS , (1.5)

has at least two solutions, u1 ≡ 0 and u3 given by

u3(t) =

 −36(t + 2)4, t < −2
0, − 2 ≤ t < 0
−4t4, t > 0

. (1.6)

Hence there exist non-unique, non-zero solutions possessing a non-transverse
zero and, in particular, infinitely many zeroes on any open interval included
in (−2, 0).

2. Main results

We consider a second order differential equation of the form:

F (t, u, u′, u′′) = 0, t ∈ (a, b) ⊆ R. (2.1)
For the convenience of the reader, following I.A. Rus ([3]), we present

the proofs of the next two results:

Theorem 2.1. We suppose that the following conditions are satisfied:
1o the function F is homogeneous with respect to variables u, u′, u′′;
2o for all t0 ∈ (a, b), u′0, u

′′
0 ∈ R there exists a unique solution of the

equation (2.1) such that u′(t0) = u′0, u′′(t0) = u′′0 .
Then, if t1 and t2 are two successive zeroes of u′1, where u1 is a solution

of the equation (2.1), every other solution u2 of the equation (2.1), for which
u′2(t1) 6= 0, u′2(t2) 6= 0, has in (t1, t2) a unique zero.
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Proof. We suppose that u′2(t) 6= 0 for all t ∈ [t1, t2]. It is not a restriction to
assume that

u′1(t) > 0 for t ∈ (t1, t2) and
u′2(t) > 0 for t ∈ [t1, t2].

Then by Tonelli’s Lemma (see [2]) it results that there exist λ > 0 and
t0 ∈ (t1, t2) such that

u′2(t0) = λu′1(t0) and
u′′2(t0) = λu′′1(t0).

From the conditions 1o, 2o we get that u2(t) ≡ λu1(t), i.e. a contradic-
tion, which proves the theorem. �

Theorem 2.2. We suppose that:
1o the function F is homogeneous with respect to variables u, u′, u′′;
2o for all t0 ∈ (a, b), u0, u

′
0 ∈ R there exists a unique solution of the

equation (2.1) such that u(t0) = u0, u′(t0) = u′0;
3o the equation in t

F (t, γ2, γ, 1) = 0
hasn’t any solution in the interval (a, b), for all γ ∈ R∗.

Then for every solution u of the equation (2.1) the zeroes of u and u′

separate each other on the interval [a, b].

Proof. It is sufficient to prove that, if t1, t2 are two successive zeroes of u′,
then u has one zero in the interval (t1, t2).

We suppose that u(t) 6= 0, for all t ∈ [t1, t2]. By Tonelli’s Lemma there
exist λ ∈ R∗ and t0 ∈ (t1, t2) such that

u(t0) = λu′(t0) and u′(t0) = λu′′(t0).

We obtain that

u′(t0) =
1
λ

u(t0) and u′′(t0) =
1
λ2

u(t0).

Then, from the equation (2.1), we have that

F (t0, u(t0), u′(t0), u′′(t0)) = 0

or
F (t0, u(t0),

1
λ

u(t0),
1
λ2

u(t0)) = 0.

Because u(t0) 6= 0 and λ 6= 0, by using the condition 1o, we obtain that

F (t0, λ2, λ, 1) = 0

i.e. a contradiction with the condition 3o, which proves the theorem. �

Corollary 2.3. We suppose that the conditions of Theorem 2.1. are satisfied.
If t1 and t2 are two successive transverse zeroes of u1, where u1 is a solution
of the equation (2.1), then every other solution u2 of the equation (2.1), for
which u′2(t1) 6= 0, u′2(t2) 6= 0, has in (t1, t2) a unique zero.
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Remark 2.4. In the equation (1.1) we suppose that
1o the function f is homogeneous in u
2o for all t0 ∈ (a, b), u′0, u

′′
0 ∈ R there exists a unique solution of the

equation (1.1) such that u′(t0) = u′0, u′′(t0) = u′′0 .
Then, if t1 and t2 are two successive zeroes of u1, where u1 is a solution

of the equation (1.1), every other solution u2 of the equation (1.1), for which
u′2(t1) 6= 0, u′2(t2) 6= 0, has in (t1, t2) a unique zero.

Remark 2.5. In the equation (1.1) we suppose that
1o f is homogeneous in u;
2o for all t0 ∈ (a, b), u0, u

′
0 ∈ R there exists a unique solution of the

equation (1.1) such that u(t0) = u0, u′(t0) = u′0;
3o the equation in t

p(t) + p′(t)γ − q(t)γ2 + f(t, γ2) = 0

hasn’t any solution in the interval (a, b), for all γ ∈ R∗.
Then for every solution u of the equation (1.1) the zeroes of u and u′

separate each other on the interval [a, b].

Theorem 2.6. We suppose that:
1o the function F is homogeneous with respect to variables u, u′, u′′;
2o there exists a solution of the equation (2.1) that has a transverse zero

in (a, b),
3o the equation in t

F (t, γ2, γ, 1) = 0
hasn’t any solution in the interval (a, b), for all γ ∈ R∗.

Then for every solution u of the equation (2.1) the non-transverse zeroes
of u and u′ separate each other on the interval [a, b].

Proof. Let u be the solution of the equation (2.1) that has a transverse zero
t∗ ∈ (a, b), i.e. u(t∗) = u′(t∗) = 0. It is sufficient to prove that if t1, t2 are two
successive zeroes of u′, which aren’t transverse zeroes for u, then u has one
zero in the interval (t1, t2).

We suppose that u(t) 6= 0, for all t ∈ [t1, t2]. By Tonelli’s Lemma there
exist λ ∈ R∗ and t0 ∈ (t1, t2) such that

u(t0) = λu′(t0) and u′(t0) = λu′′(t0).

We obtain that

u′(t0) =
1
λ

u(t0) and u′′(t0) =
1
λ2

u(t0).

Then, from the equation (2.1), we have that

F (t0, u(t0), u′(t0), u′′(t0)) = 0

or
F (t0, u(t0),

1
λ

u(t0),
1
λ2

u(t0)) = 0.

Because u(t0) 6= 0 and λ 6= 0, by using the condition 1o, we obtain that

F (t0, λ2, λ, 1) = 0
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i.e. a contradiction with the condition 3o, which proves the theorem. �

Let us consider the following second order non-autonomous differential
equation

(Lu)(t) := −(p(t)u′(t))′ + q(t)u(t) = 0, t ∈ (a, b), (2.2)
where the p and q are such that

p, q ∈ C1[a, b], p(t) > 0, t ∈ [a, b]. (2.3)

It is well know the following result:

Theorem 2.7. We suppose that the condition (2.3) holds. If u is any solution
of (2.2) satisfying u(t0) = u′(t0) = 0, for some t0 ∈ [a, b], then u ≡ 0 on
[a, b].

Corollary 2.8. Let the hypotheses of Theorem 2.7 hold. If u is any non-trivial
solution of (2.2), then u has a finite number of zeroes in [a, b].

Proof. Suppose that u has an infinite number of zeroes tn ∈ [a, b], n ∈ N.
Then by Bolzano-Weierstrass theorem and the continuity of u the exists a
subsequence tnj

such that tnj
→ t0 as j → ∞ and u(t0) = 0 for some

t0 ∈ [a, b]. By applying Rolle’s theorem to u on [t0, tnj ] (or [tnj , t0]) and
letting j →∞ shows that u′(t0) = 0. Hence u ≡ 0 on [a, b] by Theorem 2.7,
as required. �

Remark 2.9. In the conditions of Theorem 2.7 any non-trivial solution of the
equation (2.2) hasn’t multiple zeroes.

Theorem 2.10. Consider the following problem

(Lu)(t) := −(p(t)u′(t))′ + q(t)u(t) = f(t, u(t)), t ∈ (a, b) (2.4)

u(t0) = u′(t0) = 0. (2.5)
If there exists Lf > 0 such that

|f(t, u)− f(t, v)| ≤ Lf |u− v|, t ∈ [a, b], and u, v ∈ R, (2.6)

then there exists a unique solution of the problem (2.4)+(2.5).

Proof. The equation (2.4) with the conditions (2.5), u(t0) = u′(t0) = 0, is
equivalent with the following fixed point equation:

u = A(u), (2.7)

where u ∈ C2[a, b] and the operator A : (C2[a, b], ||.||τ ) → (C2[a, b], ||.||τ ) is
defined by

(A(u))(t) =
∫ t

t0

1
p(r)

(∫ r

t0

[q(s)u(s)− f(s, u(s))] ds

)
dr. (2.8)

Here
||u||τ = max

t∈[a,b]
|u(t)|e−τ |t−a|, τ > 0.

We have
|(A(u))(t)− (A(v))(t)| =
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=
∣∣∣∣∫ t

t0

1
p(r)

(∫ r

t0

[q(s)(u(s)− v(s))− f(s, u(s)) + f(s, v(s))] ds

)
dr

∣∣∣∣ ≤
≤

∣∣∣∣∫ t

t0

1
p(r)

∣∣∣∣(∫ r

t0

|q(s)| |u(s)− v(s)|e−τ |s−t0|eτ |s−t0|ds

)∣∣∣∣ dr

∣∣∣∣ ≤
≤

∣∣∣∣∫ t

t0

1
p(r)

∣∣∣∣(∫ r

t0

Lf |u(s)− v(s)|e−τ |s−t0|eτ |s−t0|ds

)∣∣∣∣ dr

∣∣∣∣ ≤
≤ Mp(Mq + Lf )||u− v||τ

∣∣∣∣∫ t

t0

∣∣∣∣∫ r

t0

eτ |s−t0|ds

∣∣∣∣ dr

∣∣∣∣ ,

where Mp = maxt∈[a,b]
1

p(t) and Mq = maxt∈[a,b] |q(t)|.
But ∣∣∣∣∫ r

t0

eτ |s−t0|ds

∣∣∣∣ ≤ 1
τ

eτ |r−t0|,

and so, ∣∣∣∣∫ t

t0

∣∣∣∣∫ r

t0

eτ |s−t0|ds

∣∣∣∣ dr

∣∣∣∣ ≤ ∣∣∣∣∫ r

t0

1
τ

eτ |r−t0|dr

∣∣∣∣ ≤ 1
τ2

eτ |t−t0|.

If follows that

|(A(u))(t)− (A(v))(t)|e−τ |t−t0| ≤ Mp(Mq + Lf )
τ2

||u− v||τ , for all t ∈ [a, b].

Consequently

||A(u)−A(v)||τ ≤
Mp(Mq + Lf )

τ2
||u− v||τ for all u, v ∈ C2[a, b].

By choosing τ large enough we have that the operator A is a contraction. By
using Contraction mapping principle we obtain that the equation (2.4) has,
in C2[a, b], a unique solution satisfying the conditions u(t0) = u′(t0) = 0. �

Corollary 2.11. In the conditions of Theorem 2.10, if f(t, 0) = 0 for all
t ∈ [a, b] then any non-trivial solution u ∈ C2[a, b] of the equation (2.4)
hasn’t transverse zeroes.

Proof. Suppose that u is a non-trivial solution of the equation (2.4) that
have a transverse zero t0 ∈ [a, b], i.e. u(t0) = u′(t0) = 0. From Theorem
2.10 the equation (2.4) with the conditions (2.5) has a unique solution. But,
because f(t, 0) = 0, the function u(t) = 0, t ∈ [a, b], is a solution of the
problem (2.4)+(2.5). This is a contradiction with the fact that u is a non-
trivial solution of the equation (2.4). �

Remark 2.12. There exist equations of the form (2.4), with f(t, 0) 6= 0, that
have solutions with transverse zeroes and with zeroes with a degree of mul-
tiplicity greater than 2. See Example 2.13.
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Example 2.13. Let us consider the equation (1.1) where

p(t) = t2 + 1, q(t) = 20, f(t, u) = 11t2 +
√
|u|, t ∈ R.

We have that all the conditions: f is a non-linear continuous function, not
necessarily Lipschitz continuous function in u,p, q ∈ C1[a, b] and p(t) > 0 for
all t ∈ [a, b] are satisfied, except the condition f(t, 0) ≡ 0. A solution u of this
equation given by u(t) = −t4 has a transverse zero t0 = 0, which has degree
of multiplicity equal to 4.
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semiflows in Banach spaces
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Abstract. In this paper we define the notion of (h, k)–trichotomy for
skew-evolution semiflows and we emphasize connections between various
other concepts of trichotomy on infinite dimensional spaces, as uniform
exponential trichotomy, exponential trichotomy and Barreira-Valls ex-
ponential trichotomy. The approach is motivated by various examples.
Some characterizations for the newly introduced concept are also pro-
vided.
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1. Preliminaries

As the dynamical systems that are modelling processes issued from engineer-
ing, economics or physics are extremely complex, of great interest is to study
the solutions of differential equations by means of associated skew-evolution
semiflows, introduced in [10]. They are appropriate to study the asymptotic
properties of the solutions for evolution equations of the form{

u̇(t) = A(t)u(t), t > t0 ≥ 0
u(t0) = u0,

where A : R → B(V ) is an operator, DomA(t) ⊂ V , u0 ∈ DomA(t0). The
case of stability for skew-evolution semiflows is emphasized in [16] and the
study of dichotomy for evolution equations is given in [9], where we generalize
some concepts given in [1], as well as in [15].

This paper was presented at the International Conference on Nonlinear Operators,
Differential Equations and Applications, July 5-8, 2011, Cluj-Napoca, Romania.
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The exponential dichotomy for evolution equations is one of the domains
of the stability theory with an impressive development due to its role in ap-
proaching several types of differential equations (see [2], [3], [4], [5], [7] and
[8]). Hence, the techniques that describe the stability and instability in Ba-
nach spaces have been improved to characterize the dichotomy and its natural
generalization, the trichotomy, studied for the case of linear differential equa-
tions in the finite dimensional setting in [12]. In fact, the trichotomy supposes
the continuous splitting of the state space, at any moment, into three sub-
spaces: the stable one, the instable one and the central manifold. The study of
the trichotomy for evolution operators is given in [11]. Some concepts for the
stability, instability, dichotomy and trichotomy of skew-evolution semiflows
are studied in [14].

In this paper, beside other types of trichotomy, as uniform exponential
trichotomy, Barreira-Valls exponential trichotomy, exponential trichotomy,
we define, exemplify and characterize the concept of (h, k)–trichotomy for
skew-evolution semiflows, as a generalization of the (h, k)–dichotomy given
in [6] for evolution operators and in [13] for skew-evolution semiflows. Con-
nections between the trichotomy classes are also emphasized.

2. Notations. Definitions. Examples

Let us denote by X a metric space, by V a Banach space and by B(V ) the
space of all bounded linear operators from V into itself. We consider the sets
∆ =

{
(t, t0) ∈ R2

+, t ≥ t0
}

and T =
{
(t, s, t0) ∈ R3

+, (t, s), (s, t0) ∈ ∆
}
. Let

I be the identity operator on V . We denote Y = X × V and Yx = {x} × V ,
where x ∈ X. Let us define the set E of all mappings f : R+ → [1,∞) for
which there exists a constant α ∈ R+ such that f(t) = eαt, ∀t ≥ 0.

Definition 2.1. A mapping ϕ : ∆ × X → X is called evolution semiflow on
X if following relations hold:

(s1) ϕ(t, t, x) = x, ∀(t, x) ∈ R+ ×X;
(s2) ϕ(t, s, ϕ(s, t0, x)) = ϕ(t, t0, x),∀(t, s, t0) ∈ T, x ∈ X.

Definition 2.2. A mapping Φ : ∆×X → B(V ) is called evolution cocycle over
an evolution semiflow ϕ if:

(c1) Φ(t, t, x) = I, ∀(t, x) ∈ R+ ×X;
(c2) Φ(t, s, ϕ(s, t0, x))Φ(s, t0, x) = Φ(t, t0, x),∀(t, s, t0) ∈ T, x ∈ X.

Definition 2.3. The mapping C : ∆× Y → Y defined by the relation

C(t, s, x, v) = (ϕ(t, s, x),Φ(t, s, x)v),

where Φ is an evolution cocycle over an evolution semiflow ϕ, is called skew-
evolution semiflow on Y .

Example 2.4. Let C = C(R, R) be the metric space of all continuous functions
x : R → R, with the topology of uniform convergence on compact subsets of
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R. C is metrizable relative to the metric

d(x, y) =
∞∑

n=1

1
2n

dn(x, y)
1 + dn(x, y)

, where dn(x, y) = sup
t∈[−n,n]

|x(t)− y(t)|.

Let f : R+ → (0,∞) be a decreasing function. We denote by X the closure
in C of the set {ft, t ∈ R+}, where ft(τ) = f(t + τ), ∀τ ∈ R+. We obtain
that (X, d) is a metric space and that the mapping

ϕ : ∆×X → X, ϕ(t, s, x)(τ) = xt−s(τ) = x(t− s + τ)

is an evolution semiflow on X. Let V = R. The mapping Φ : ∆×X → B(R)
given by

Φ(t, s, x)v = e
∫ t

s
x(τ−s)dτv

is an evolution cocycle. Hence, C = (ϕ, Φ) is a skew-evolution semiflow on Y .

Two classic asymptotic properties for evolution cocycles are given, as in
[14], by the next

Definition 2.5. A evolution cocycle Φ is said to have:
(i) uniform exponential growth if there exist some constants M ≥ 1 and

ω > 0 such that:

‖Φ(t, t0, x)v‖ ≤ Meω(t−s) ‖Φ(s, t0, x)v‖ , (2.1)

for all (t, s, t0) ∈ T and all (x, v) ∈ Y .
(ii) uniform exponential decay if there exist some constants M ≥ 1 and

ω > 0 such that:

‖Φ(s, t0, x)v‖ ≤ Meω(t−s) ‖Φ(t, t0, x)v‖ , (2.2)

for all (t, s, t0) ∈ T and all (x, v) ∈ Y .

3. Concepts of trichotomy

Definition 3.1. A continuous mapping P : Y → Y defined by

P (x, v) = (x, P (x)v), ∀(x, v) ∈ Y, (3.1)

where P (x) is a linear projection on Yx, is called projector on Y .

Remark 3.2. The mapping P (x) : Yx → Yx is linear and bounded and satisfies
the relation P (x)P (x) = P 2(x) = P (x) for all x ∈ X.

Definition 3.3. A projector P on Y is called invariant relative to a skew-
evolution semiflow C = (ϕ, Φ) if following relation holds:

P (ϕ(t, s, x))Φ(t, s, x) = Φ(t, s, x)P (x), (3.2)

for all (t, s) ∈ ∆ and all x ∈ X.
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Definition 3.4. Three projectors {Pk}k∈{1,2,3} are said to be compatible with
a skew-evolution semiflow C = (ϕ, Φ) if:

(t1) each of the projectors Pk, k ∈ {1, 2, 3} is invariant on Y ;
(t2) ∀x ∈ X, the projections P1(x), P2(x) and P3(x) verify the relations

P1(x) + P2(x) + P3(x) = I and Pi(x)Pj(x) = 0, ∀i, j ∈ {1, 2, 3}, i 6= j.

In what follows we will denote Ck(t, s, x, v) = (ϕ(t, s, x),Φk(t, s, x)v),
(t, t0, x, v) ∈ ∆ × Y , ∀k ∈ {1, 2, 3}, where Φk(t, t0, x) = Φ(t, t0, x)Pk(x). Let
us remind the definitions for various classes of trichotomy, as in [14] and [17].

Definition 3.5. A skew-evolution semiflow C = (ϕ, Φ) is called uniformly
exponentially trichotomic if there exist some constants N ≥ 1, ν > 0 and
three projectors {Pk}k∈{1,2,3} compatible with C such that:

(uet1)
eν(t−s) ‖Φ1(t, t0, x)v‖ ≤ N ‖Φ1(s, t0, x)v‖ ; (3.3)

(uet2)
eν(t−s) ‖Φ2(s, t0, x)v‖ ≤ N ‖Φ2(t, t0, x)v‖ ; (3.4)

(uet3)
‖Φ3(s, t0, x)v‖ ≤ Neν(t−s) ‖Φ3(t, t0, x)v‖ ≤

≤ N2e2ν(t−s) ‖Φ3(s, t0, x)v‖ , (3.5)
for all (t, s, t0) ∈ T and all (x, v) ∈ Y.

Remark 3.6. The constants N and ν are called trichotomic characteristics
and P1, P2, P3 associated trichotomic projectors.

Definition 3.7. A skew-evolution semiflow C = (ϕ, Φ) is called exponentially
trichotomic if there exist a mapping N : R+ → [1,∞), a constant ν > 0 and
three projectors {Pk}k∈{1,2,3} compatible with C such that:

(et1)
eν(t−s) ‖Φ1(t, t0, x)v‖ ≤ N(s) ‖Φ1(s, t0, x)v‖ ; (3.6)

(et2)
eν(t−s) ‖Φ2(s, t0, x)v‖ ≤ N(t) ‖Φ2(t, t0, x)v‖ ; (3.7)

(et3)
‖Φ3(s, t0, x)v‖ ≤ N(t)eν(t−s) ‖Φ3(t, t0, x)v‖ ≤

≤ N(t)N(s)e2ν(t−s) ‖Φ3(s, t0, x)v‖ , (3.8)
for all (t, s, t0) ∈ T and all (x, v) ∈ Y.

Definition 3.8. A skew-evolution semiflow C = (ϕ, Φ) is called Barreira-Valls
exponentially trichotomic if there exist some constants N ≥ 1, α, β, µ, ρ > 0
and three projectors {Pk}k∈{1,2,3} compatible with C such that:

(BV et1)

eα(t−s) ‖Φ1(t, t0, x)v‖ ≤ Neβs ‖Φ1(s, t0, x)v‖ ; (3.9)

(BV et2)

‖Φ2(s, t0, x)v‖ ≤ Ne−αteβs ‖Φ2(t, t0, x)v‖ ; (3.10)
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(BV et3)

‖Φ3(t, t0, x)v‖ ≤ Neµte−ρs ‖Φ3(s, t0, x)v‖ ≤
≤ N2e2µte−2ρs ‖Φ3(t, t0, x)v‖ , (3.11)

for all (t, s, t0) ∈ T and all (x, v) ∈ Y .

Further, let us introduce a more general concept of trichotomy for skew-
evolution semiflows, given by the next

Definition 3.9. A skew-evolution semiflow C = (ϕ, Φ) is (h, k)–trichotomic if
there exist a constant N ≥ 1, two continuous mappings h, k : R+ → R∗+ and
three projectors families {Pk}k∈{1,2,3} compatible with C such that:

(t1)
h(t− s) ‖Φ1(t, t0, x)v‖ ≤ Nk(s) ‖Φ1(s, t0, x)v‖ ; (3.12)

(t2)
h(t− s) ‖Φ2(s, t0, x)v‖ ≤ Nk(t) ‖Φ2(t, t0, x)v‖ ; (3.13)

(t3)
‖Φ3(t, t0, x)v‖ ≤ Nk(s)h(t− s) ‖Φ3(s, t0, x)v‖ ; (3.14)

‖Φ3(s, t0, x)v‖ ≤ Nk(t)h(t− s) ‖Φ3(t, t0, x)v‖ ; (3.15)
for all (t, s, t0) ∈ T and all (x, v) ∈ Y.

The concept of (h, k)–trichotomy generalizes the notions of uniform ex-
ponential trichotomy, exponential trichotomy and Barreira-Valls exponential
trichotomy, as shown in

Remark 3.10. 1) If h ∈ E and k is constant in Definition 3.9, then C is
uniformly exponentially trichotomic;

2) If h ∈ E then C is exponentially trichotomic;
3) If h, k ∈ E then C is Barreira-Valls exponentially trichotomic.

In the next particular cases, other (h, k)–asymptotic properties for skew-
evolution semiflows are emphasized.

Remark 3.11. (i) For P2 = P3 = 0 we obtain in Definition 3.9 the property
of (h, k)–exponential stability;

(ii) For P1 = P3 = 0 in Definition 3.9 the property of (h, k)–exponential
instability is obtained;

(iii) For P3 = 0 we obtain in Definition 3.9 the property of (h, k)–
exponential dichotomy. On the other hand, for P3 = 0, in Definition 3.5,
Definition 3.7 and Definition 3.8 the properties of uniform exponential di-
chotomy, exponential dichotomy, respectively Barreira-Valls exponential di-
chotomy are obtained (see [13]).

We have following connections between the previously defined classes of
trichotomy, given by

Remark 3.12. A uniformly exponentially trichotomic skew-evolution semi-
flow is Barreira-Valls exponentially trichotomic, which also implies that it is
exponentially trichotomic.
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The converse statements are not always true, as shown in the next
examples.

Example 3.13. Let f : R+ → (0,∞) be a decreasing function with the prop-
erty that there exists lim

t→∞
f(t) = l > 0. We will consider λ > f(0). We define

the metric space (X, d) and the evolution semiflow as in Example 2.4.
Let us consider V = R3 with the norm ‖v‖ = |v1| + |v2| + |v3|, where

v = (v1, v2, v3) ∈ V . The mapping Φ : ∆×X → B(V ), defined by

Φ(t, s, x)v =

=
(

et sin t−2t

es sin s−2s
e−

∫ t
s

x(τ−s)dτv1,
e3t−2t cos t

e3s−2s cos s
e
∫ t

s
x(τ−s)dτv2,e

(t−s)x(0)−
∫ t

s
x(τ−s)dτv3

)
is an evolution cocycle over the evolution semiflow ϕ. We consider the pro-
jectors P1, P2, P3 : Y → Y , P1(x, v) = (v1, 0, 0), P2(x, v) = (0, v2, 0) and
P3(x, v) = (0, 0, v3), where x ∈ X and v = (v1, v2, v3) ∈ V , compatible with
the skew-evolution semiflow C = (ϕ, Φ).

We obtain

|Φ1(t, s, x)v| = et sin t−s sin s+2s−2te−
∫ t

s
x(τ−s)dτ |v1| ≤

≤ e−t+3se−l(t−s)|v1| = e−(1+l)te(3+l)s|v1|,
for all (t, s, x, v) ∈ ∆× Y and

|Φ2(t, s, x)v| = e3t−3s−2t cos t+2s cos s+
∫ t

s
x(τ−s)dτ |v2| ≥

≥ et−sel(t−s)|v2| = e(1+l)te−(1+l)s|v2|,
for all (t, s, x, v) ∈ ∆× Y .

We also have, for all (t, s, x, v) ∈ ∆× Y ,

|Φ3(t, s, x)v| ≤ e[λ−x(0)]te−[λ−x(0)]s|v3|
and

|Φ3(t, s, x)v| ≥ e[l−x(0)]te−[l−x(0)]s|v3|.
Hence, the skew-evolution semiflow C = (ϕ, Φ) is Barreira-Valls exponentially
trichotomic with the characteristics

N = 1, α = β = 3 + l, µ = ρ = min{λ− x(0), x(0)− l}.
Let us suppose now that C = (ϕ, Φ) is uniformly exponentially tri-

chotomic. According to Definition 3.5, there exist N ≥ 1 and ν > 0 such
that

et sin t−s sin s+2s−2te−
∫ t

s
x(τ−s)dτ |v1| ≤ Ne−ν(t−s)|v1|, ∀t ≥ s ≥ 0

and If we consider t = 2nπ + π
2 and s = 2nπ, n ∈ N, we have

e2nπ−π
2 ≤ Ne−ν π

2 e

2nπ+ π
2∫

2nπ

x(τ−2nπ)dτ
≤ Ne(−ν+λ) π

2 ,

which, for n →∞, leads to a contradiction.
Hence, we obtain that C = (ϕ, Φ) is not uniformly exponentially tri-

chotomic.
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Example 3.14. We consider the metric space (X, d), the Banach space V , the
projectors P1, P2, P3 and the evolution semiflow ϕ defined as in Example
2.4. Let g : R+ → [1,∞) be a continuous function with

g(n) = en·22n

and g

(
n +

1
22n

)
= e4, for all n ∈ N.

The mapping Φ : ∆×X → B(V ), defined by

Φ(t, s, x)v =

=
(

g(s)
g(t)

e−(t−s)−
∫ t

s
x(τ−s)dτv1,

g(s)
g(t)

et−s+
∫ t

s
x(τ−s)dτv2, e

−(t−s)x(0)+
∫ t

s
x(τ)dτv3

)
is an evolution cocycle over the evolution semiflow ϕ.

We have that,

e(1+l)(t−s) ‖Φ1(t, s, x)v‖ ≤ g(s) ‖v1‖

and
e(1+l)(t−s) ‖v2‖ ≤ g(s)e(1+l)(t−s) ‖v2‖ ≤ g(t) ‖Φ2(t, s, x)v‖ ,

for all (t, s, x, v) ∈ ∆× Y . We also have

|Φ3(t, s, x)v| ≤ ex(0)(t−s)|v3|

and
|Φ3(t, s, x)v| ≥ e−x(0)(t−s)|v3|,

for all (t, s, x, v) ∈ ∆×Y . Thus, C = (ϕ, Φ) is exponentially trichotomic with

ν = max{1 + l, λ} and N(t) = sup
s∈[0,t]

g(s).

If we suppose that C is Barreira-Valls exponentially trichotomic, then
there exist N ≥ 1, α > 0 and β ≥ 0 such that

g(s)eαt ≤ Ng(t)eβs+t−s+
∫ t

s
x(τ−s)dτ ,

for all (t, s, x) ∈ ∆×X.

From here, for t = n +
1

22n
and s = n, it follows that

en(22n+α−β) ≤ 81Ne
1−α+x(0)

22n ,

which, for n →∞, leads to a contradiction.

4. Main results

Let C : ∆×Y → Y , C(t, s, x, v) = (Φ(t, s, x)v, ϕ(t, s, x)) be a skew-evolution
semiflow on Y . Some characterizations for the concept of (h, k)–trichotomy
are obtained. Therefore, let us suppose that h : R+ → R∗+ is a nondecreasing
function such that

h(u + v) ≤ h(u)h(v), u, v ∈ R+. (χ)
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Theorem 4.1. Let C = (ϕ, Φ) be skew-evolution semiflow such that there ex-
ist three projectors {Pk}k∈{1,2,3} compatible with C such that Φ1 has uniform
exponential growth and Φ2 has uniform exponential decay. If there exist a con-
stant K ≥ 1 and two mappings h, k : R+ → R∗+, where h satisfies condition
(χ), such that:

(i) ∫ t

s

h(τ − s) ‖Φ1(τ, t0, x)v‖ dτ ≤ Kk(s) ‖Φ1(s, t0, x)v‖ ; (4.1)

(ii) ∫ t

s

h(t− τ) ‖Φ2(τ, t0, x)v‖ dτ ≤ Kk(t) ‖Φ2(t, t0, x)v‖ ; (4.2)

(iii) ∫ t

s

1
h(τ − s)

‖Φ3(τ, t0, x)v‖ dτ ≤ Kk(s) ‖Φ3(s, t0, x)v‖ ; (4.3)

∫ t

s

1
h(t− τ)

‖Φ3(τ, t0, x)v‖ dτ ≤ Kk(t) ‖Φ3(s, t0, x)v‖ , (4.4)

for all (t, s, t0) ∈ T and all (x, v) ∈ Y , then C is (h, k)–trichotomic.

Proof. Let us suppose that (i) holds. As a first step, we consider s ∈ [t−1, t].
We obtain

h(t− s) ‖Φ1(t, t0, x)v‖ =
∫ t

t−1

h(t− s) ‖Φ1(t, t0, x)v‖ dτ ≤

≤
∫ t

t−1

h(t− τ)h(τ − s) ‖Φ1(t, τ, ϕ(τ, t0, x))Φ1(s, t0, x)v‖ dτ ≤

≤ Meωh(1)
∫ t

s

h(τ − s) ‖Φ1(τ, t0, x)v‖ dτ ≤ KMeωh(1)k(s) ‖Φ1(s, t0, x)v‖ ,

for all (x, v) ∈ Y , where M and ω are given by Definition 2.5, as Φ1 has
uniform exponential growth.

As a second step, if t ∈ [s, s + 1), we have

h(t− s) ‖Φ1(t, t0, x)v‖ ≤ Meωh(1) ‖Φ1(s, t0, x)v‖ ,

for all (x, v) ∈ Y . Hence, relation (3.12) is obtained, for N = Meωh(1)(K+1).
Now, as Φ2 has uniform exponential decay, an equivalent definition (see

[14]) assures the existence of a nondecreasing function g : [0,∞) → [1,∞)
with the property lim

t→∞
g(t) = ∞ such that

‖Φ(s, t0, x)v‖ ≤ g(t− s) ‖Φ(t, t0, x)v‖ ,

for all (t, s, t0) ∈ T and all (x, v) ∈ Y . Let us denote D =
∫ 1

0
g(τ)dτ .

If (ii) holds, we obtain

Dh(t− s) ‖Φ(s, t0, x)v‖ =
∫ 1

0

h(t− s)g(τ) ‖Φ(s, t0, x)v‖ dτ ≤



(h, k)–trichotomy for skew-evolution semiflows 155

≤
∫ 1

0

h(t− τ)h(τ − s)g(τ) ‖Φ(s, t0, x)v‖ dτ ≤

≤ h(t)
∫ 1

0

h(τ)g(τ) ‖Φ(s, t0, x)v‖ dτ =

=
∫ s+1

s

h(u− t0)g(u− s) ‖Φ(s, t0, x)v‖ du ≤

≤
∫ t

0

h(u− s) ‖Φ2(u, t0, x)v‖ du ≤ Kk(t) ‖Φ2(t, t0, x)v‖ ,

for all t ≥ s + 1 > s ≥ 0 and all (x, v) ∈ Y .
On the other hand, for t ∈ [s, s + 1) we obtain for all (x, v) ∈ Y

‖Φ2(t, t0, x)v‖ ≥ g(t− s) ‖Φ(s, t0, x)v‖ ≥ g(1) ‖Φ(s, t0, x)(x)v‖ .

We obtain thus relation (3.13).
A similar proof, based on the property (χ) of function h, shows that the

inequalities from (iii) imply relations (3.14).
Hence, according to Definition 3.9, C is (h, k)–trichotomic. �

Remark 4.2. Relation (4.1) defines the (h, k)–integral stability, while relation
(4.1) defines the (h, k)–integral instability for skew-evolution semiflow, similar
to the notions defined in [17].

In the below mentioned particular cases, we obtain, as in [14], charac-
terizations for other classes of trichotomy.

Corollary 4.3. In the hypothesis of Theorem 4.1,
(i) if h, k ∈ E and are given by t 7→ eαt respectively t 7→ Meαt, M ≥ 1,

the skew-evolution semiflow C is uniformly exponentially trichotomic;
(ii) if h ∈ E, the skew-evolution semiflow C is exponentially trichotomic;
(iii) if h, k ∈ E and are given by t 7→ eαt respectively t 7→ Meβt, M ≥ 1

and β > α, the skew-evolution semiflow C is Barreira-Valls exponentially
trichotomic.
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of a functional-integral equation

Viorica Mureşan

Abstract. In this paper we give existence, uniqueness, data dependence
and comparison theorems for the solutions of a functional-integral equa-
tion of the same type as that considered by L. Olszowy [6]. We apply
some results from Picard and weakly Picard operators’ theory (see I.A.
Rus, [7]).
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1. Introduction

The fixed point theory has a lot of applications in the field of functional-
differential equations (see for example [1]-[6], [8]). In the paper [6] has been
given theorems on the existence and asymptotic characterization of the solu-
tions of the following problem:

y′(t) = f(t, y(H(t)), y′(h(t))), t ∈ [0,∞) (1.1)

y(0) = 0. (1.2)
Technique linking measures of noncompactness with the Tichonov’ fixed

point principle in suitable Fréchet space was used.
As it was shown in [6], the problem (1.1)+(1.2) is equivalent with the

following functional- integral equation:

x(t) = f(t,
∫ H(t)

0

x(s)ds, x(h(t))), t ∈ [0,∞) (1.3)

The aim of this paper is to give existence, uniqueness, data dependence
and comparison theorems for the solutions of a functional-integral equation

This paper was presented at the International Conference on Nonlinear Operators,
Differential Equations and Applications, July 5-8, 2011, Cluj-Napoca, Romania.
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of the same type as that considered in [6]. We apply some results from Picard
and weakly Picard operators’ theory (see [7] and [8]).

2. Weakly Picard operators

Here, first we present some notions and results from the weakly Picard ope-
rators’ theory.

Let (X, d) be a metric space and A : X −→ X an operator.
We denote by A0 := 1X , A1 := A, ..., An+1 := A◦An, n ∈ N, the iterate

operators of the operator A. Also:

P (X) := {Y ⊂ X / Y 6= ∅},

I(A) := {Y ∈ P (X) / A(Y ) ⊂ Y },
the family of all nonempty invariant subsets of A,

FA = {x ∈ X/A(x) = x},

the fixed point set of the operator A.

Following Rus I.A. [7] and [8], we have:

Definition 2.1. The operator A is a Picard operator if there exists x∗ ∈ X
such that

1) FA = {x∗};
2) the successive approximation sequence (An(x0))n∈N converges to x∗,

for all x0 ∈ X.

Definition 2.2. A is a weakly Picard operator if the sequence (An(x0))n∈N
converges for all x0 ∈ X and the limit (which generally depends on x0) is a
fixed point of A.

Definition 2.3. For an weakly Picard operator A : X → X we define the
operator A∞ as follows:

A∞ : X → X, A∞(x) := lim
n→∞

An(x), for all x ∈ X.

Remark 2.4. A∞(X) = FA.

We have

Theorem 2.5. (Data dependence theorem)Let (X, d)be a complete metric
space and A,B : X −→ X two operators. We suppose that:

(i) A is an α-contraction and let FA = {x∗A};
(ii) FB 6= ∅ and let x∗B ∈ FB;
(iii) there exists δ > 0, such that d(A(x), B(x)) ≤ δ, for all x ∈ X.

Then

d(x∗A, x∗B) ≤ δ

1− α
.
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Theorem 2.6. (Characterization theorem) Let (X, d) be a metric space and
A : X → X an operator. The operator A is a weakly Picard operator if and
only if there exists a partition of X, X = ∪λ∈ΛXλ,such that:

(i) Xλ ∈ I(A);
(ii) A|Xλ

: Xλ → Xλ is a Picard operator, for all λ ∈ Λ.

Lemma 2.7. Let (X,≤) be an ordered metric space and A : X → X an
operator. We suppose that:

(i) A is a weakly Picard operator;
(ii) A is increasing.
Then the operator A∞ is increasing.

Lemma 2.8. (Abstract Gronwall lemma) Let (X,≤) be an ordered metric
space and A : X → X an operator. We suppose that:

(i) A is a Picard operator;
(ii) A is increasing.
If we denote by x∗A the unique fixed point of A, then:
(a) x ≤ A(x) implies x ≤ x∗A;
(b) x ≥ A(x) implies x ≥ x∗A.

Lemma 2.9. (Abstract comparison lemma) Let (X,≤) be an ordered metric
space and the operators A,B, C : X → X be such that:

(i) A ≤ B ≤ C;
(ii) the operators A,B,C are weakly Picard operators;
(iii) the operator B is increasing.
Then x ≤ y ≤ z implies A∞(x) ≤ B∞(y) ≤ C∞(z).

3. Existence, uniqueness and data dependence results

Let us consider the following functional-integral equation:

x(t) = α + f(t,
∫ g(t)

0

x(s)ds, x(h(t))), t ∈ [0, T ] (3.1)

under the following assumptions:
(A1) f ∈ C([0, T ]× R2);
(A2) g, h ∈ C([0, T ], [0, T ]) and g(t) ≤ t, h(t) ≤ t, for all t ∈ [0, T ];
(A3) α ∈ R and f(0, 0, α) = 0;
(A4) there exists k1 > 0 and 0 < k2 < 1, such that

| f(t, u1, v1)− f(t, u2, v2)| ≤ k1 |u1 − u2| + k2 |v1 − v2| ,

for all t ∈ [0, T ] and all ui, vi ∈ R, i = 1, 2.

We have

Theorem 3.1. If all the conditions (A1)− (A4)are satisfied, then the equation
(3.1) has in C[0, T ] a unique solution.
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Proof. On C[0, T ], we consider a Bielecki norm || · ||τ , defined by

||x||τ = max
t∈[0,T ]

|x(t)| e−τt,

where τ > 0, and the operator

A : (C[0, T ], || · ||τ ) → (C[0, T ], || · ||τ ),

defined by

A(x)(t) := α + f(t,
∫ g(t)

0

x(s)ds, x(h(t))), t ∈ [0, T ].

So, we have a fixed point equation:

x = A(x).

Let x, z ∈ C[0, T ] be. We obtain

|A(x)(t)−A(z)(t)| =

= |f(t,
∫ g(t)

0

x(s)ds, x(h(t)))− f(t,
∫ g(t)

0

z(s)ds, z(h(t)))| ≤

≤ k1|
∫ g(t)

0

(x(s)− z(s))ds|+ k2|x(h(t))− z(h(t))| ≤

≤ k1

∫ g(t)

0

|x(s)− z(s)|e−τseτsds + k2|x(h(t))− z(h(t))|e−τh(t)eτh(t) ≤

≤ (k1

∫ g(t)

0

eτsds + k2e
τh(t))||x− z||τ ≤

≤ (k1

∫ t

0

eτsds + k2e
τt)||x− z||τ ≤

≤ (
k1

τ
+ k2)eτt||x− z||τ ,

for all t ∈ [0, T ].
So,

|A(x)(t)−A(z)(t)|e−τt ≤ (
k1

τ
+ k2)||x− z||τ ,

for all t ∈ [0, T ].
It follows that

||A(x)−A(z)||τ ≤ (
k1

τ
+ k2)||x− z||τ ,

for all x, z ∈ C[0, T ].
We choose τ large enough, such that k1

τ +k2 < 1. By applying Contrac-
tion mapping principle, we obtain that A is a Picard operator. �
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Now, together with (3.1), we consider the following equation:

x(t) = α + F (t,
∫ g(t)

0

x(s)ds, x(h(t))), t ∈ [0, T ], (3.2)

where F ∈ C([0, T ]× R2) and α, g, h are the same as in (3.1).
We have

Theorem 3.2. We suppose that:
(i) the conditions (A1)−(A4) are satisfied and x∗ ∈ C[0, T ] is the unique

solution of the equation (3.1);
(ii) the equation (3.2) has solutions in C[0, T ] and z∗ ∈ C[0, T ] is a

solution of (3.2);
(iii) there exists η > 0 such that

|f(t, u, v)− F (t, u, v)| ≤ η, for all t ∈ [0, T ] and all u, v ∈ R.

Then
||x∗ − z∗||τ ≤

η

1− (k1
τ + k2)

,

where τ is large enough such that k1
τ + k2 < 1.

Proof. Consider

AF : (C[0, T ], || · ||τ ) → (C[0, T ], || · ||τ ),

AF (x)(t) := α + F (t,
∫ g(t)

0

x(s)ds, x(h(t))), t ∈ [0, T ],

the corresponding operator of (3.2).
We have

|A(x)(t)−AF (x)(t)| ≤ η,

for all t ∈ [0, T ], and consequently

||A(x)−AF (x)||τ ≤ η,

for all x ∈ C[0, T ]. �

Now, we apply Data dependence theorem (Theorem 2.5).

Theorem 3.3. We suppose that:
(i) the conditions (A1) − (A4) are satisfied and x∗ ∈ C[0, T ] is the

unique solution of the equation (3.1);
(ii) ui, vi ∈ R, i = 1, 2 and u1 ≤ u2, v1 ≤ v2 implies f(t, u1, v1) ≤

f(t, u2, v2), for all t ∈ [0, T ].
Then

x ≤ A(x) implies x ≤ x∗

and
x ≥ A(x) implies x ≥ x∗.

Proof. The operator A is a Picard operator and A is increasing. So, we apply
Abstract Gronwall lemma (Lemma 2.8). �
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4. Comparison results

Consider the following functional-integral equation:

x(t) = x(0) + f(t,
∫ g(t)

0

x(s)ds, x(h(t))), t ∈ [0, T ]. (4.1)

The corresponding operator,

Af : (C[0, T ], || · ||τ ) → (C[0, T ], || · ||τ ),

Af (x)(t) := x(0) + f(t,
∫ g(t)

0

x(s) ds, x(h(t))), t ∈ [0, T ],

is a continuous operator but it isn’t a contraction.
We denote

Sf = {α ∈ R/f(0, 0, α) = 0} and Xα := {x ∈ C[0, T ]/x(0) = α}.
Then

∪α∈Sf
Xα is a partition of C[0, T ]

and Xα is an invariant subset of Af if and only if α ∈ Sf .
We have

Theorem 4.1. We suppose that:
(i) the conditions (A1)− (A4) are satisfied for (4.1);
(ii) Sf 6= ∅.
Then

Af |∪α∈Sf
Xα : ∪α∈Sf

Xα → ∪α∈Sf
Xα

is a weakly Picard operator and card FAf
= cardSf .

Proof. By using the result of Theorem 3.1, we have that

Af |Xα
: Xα → Xα is a Picard operator, for all α ∈ Sf .

So, we apply Characterization theorem of the weakly Picard operators
(Theorem 2.6). �

Remark 4.2. If the conditions (A1)− (A4) are satisfied and Sf = {α∗}, then
the equation (4.1) has in C[0, T ] a unique solution.

We have

Theorem 4.3. We suppose that:
(i) all the conditions of Theorem 4.1 are satisfied;
(ii) ui, vi ∈ R, i = 1, 2 and u1 ≤ u2, v1 ≤ v2 implies f(t, u1, v1) ≤

f(t, u2, v2), for all t ∈ [0, T ].
Let x∗ be a solution of the equation (4.1) and x∗∗ a solution of the

following inequality:

x(t) ≤ x(0) + f(t,
∫ g(t)

0

x(s)ds, x(h(t))), t ∈ [0, T ].

Then
x∗∗(0) ≤ x∗(0) implies x∗∗ ≤ x∗.
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Proof. We remark that

x∗ = Af (x∗) and x∗∗ ≤ Af (x∗∗).

From Lemma 2.7 and the condition (ii) we have that the operator A∞f
is increasing. If β ∈ R then we consider β̃ ∈ C[0, T ] defined by β̃(t) = β, for
all t ∈ [0, T ]. By using the previous considerations and because the operator
A∞f is increasing, we obtain:

x∗∗ ≤ A∞f (x∗∗(0)) = A∞f (x̃∗∗(0)) ≤ A∞f (x̃∗(0) ) = x∗.

�

Now, we consider the following functional-integral equations:

x(t) = x(0) + fi(t,
∫ g(t)

0

x(s)ds, x(h(t))), t ∈ [0, T ], (4.2)

i = 1, 3 , where g, h are the same in all three equations.
We have

Theorem 4.4. We suppose that:
(i) the corresponding conditions of Theorem 4.1 are satisfied for all

equations (4.2);
(ii) f2(t, ·, ·) : R2 → R is increasing for all t ∈ [0, T ];
(iii) f1 ≤ f2 ≤ f3.
Let x∗i be a solution of the corresponding equation (4.2), i = 1, 3. Then

x∗1(0) ≤ x∗2(0) ≤ x∗3(0) implies x∗1 ≤ x∗2 ≤ x∗3.

Proof. First we remark that the operators Afi
, i = 1, 3 are weakly Picard ope-

rators (Theorem 4.1). From (ii) we have that the operator Af2 is increasing.
From the condition (iii) we have that Af1 ≤ Af2 ≤ Af3 . On the other hand,
x∗i = A∞fi

(x̃∗i (0)), i = 1, 3. Now, the proof follows from Abstract comparison
lemma (Lemma 2.9). �
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[4] Mureşan, V., Differential equations with affine modification of the argument,
Transilvania Press, Cluj-Napoca, 1997 (in Romanian).
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1. Introduction

Firstly we will present the definition of a cone.

Definition 1.1. Let X be a normed linear space. A nonempty closed, convex
set P ⊂ X is called a cone if it satisfies the following two conditions:

(i) x ∈ P, λ ≥ 0 implies λx ∈ P ;
(ii) x ∈ P,−x ∈ P implies x = 0.

After the well known paper of Legget and Williams(see [6]), many au-
thors have given generalizations of the following Krasnoselskii’s fixed point
theorem:

Theorem 1.2. (Krasnoselskii) Let (X, | . |) be a normed linear space, K ⊂ X a
cone and ” ≺ ” the order relation induced by K. Let be r,R ∈ R+, 0 < r < R,
Kr,R := {u ∈ K : r ≤| u |≤ R} and let N : Kr,R → K be a completely
continuous map. Assume that one of the following conditions is satisfied:

(i) | Nu |≥| u | if | u |= r and | Nu |≤| u | if | u |= R
(ii) | Nu |≤| u | if | u |= r and | Nu |≥| u | if | u |= R.
Then N has a fixed point u∗ in K with r ≤| u∗ |≤ R.

For example, in [8], the author gives the following result. Before to
state it, we introduce a few notations. We shall consider two wedges K1,K2

of X and the corresponding wedge K := K1 × K2 of X2 := X × X. For

This paper was presented at the International Conference on Nonlinear Operators,
Differential Equations and Applications, July 5-8, 2011, Cluj-Napoca, Romania.
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r,R ∈ R2
+, r = (r1, r2), R = (R1, R2), we write 0 < r < R if 0 < r1 < R1

and 0 < r2 < R2, and we use the notations:

(Ki)riRi
:= {u ∈ Ki : ri ≤| u |≤ Ri} (i = 1, 2)

KrR := {u ∈ K : ri ≤| ui |≤ Ri for i = 1, 2}.

Clearly, KrR = (K1)r1R1
× (K2)r2R2

.

Theorem 1.3. ([8]) Let (X, | . |) be a normed linear space; K1,K2 ⊂ X two
wedges; K := K1 × K2; αi, βi > 0 with αi 6= βi for i = 1, 2, and let ri =
min{αi, βi}, Ri = max{αi, βi} for i = 1, 2. Assume that N : KrR → K,
N = (N1, N2), is a compact map and there exist hi ∈ Ki \ {0}, i = 1, 2 such
that for each i ∈ {1, 2} the following condition is satisfied in KrR :

Niu 6= λui for | ui |= αi and λ > 1;

Niu+ µhi 6= ui for | ui |= βi and µ > 0.

Then N has a fixed point u = (u1, u2) in K with ri ≤| ui |≤ Ri for i = 1, 2.

Also, in [9], the author gives the following result (Here (E, | . |) is a
normed linear space and ‖ . ‖ is another norm on E, C ⊂ E is a nonempty
convex, not necessarily closed set with 0 /∈ C and λC ⊂ C for all λ > 0),
assuming that there exist constants c1, c2 > 0 such that the norms | . | and
‖ . ‖ are topologically equivalent, which is

c1 | x |≤‖ x ‖≤ c2 | x | for all x ∈ C.

Also assume that ‖ . ‖ is increasing with respect to C , that is ‖ x+y ‖>‖ x ‖
for all x, y ∈ C.

Theorem 1.4. ([9]) Assume 0 < c2ρ < R, ‖ . ‖ is increasing with respect to
C, and the map N : D = {x ∈ C :‖ x ‖≤ R} → C is compact. In addition
assume that the following conditions are satisfied:

(H1) ‖ N(x) ‖≥‖ x ‖ for all x ∈ C with | x |= ρ,

(H2) | N(x) |<| x | for all x ∈ C with ‖ x ‖= R.

Then N has at least one fixed point x ∈ C with ρ ≤| x | and ‖ x ‖< R.

For other generalizations and applications of Krasnoselskii’s fixed point
theorem in cone the reader may see the papers [7] and [1]-[4].

In this paper we are interested to give some new abstract results and
we use conditions of type

ϕ(u) ≥ ϕ(Nu) if | u |= r

instead of condition

| u |≥| Nu | if | u |= r

which is assumed in Krasnoselskii’s fixed point theorem in cone.
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2. The main results

Throughout this paper we consider (X, | . |) be a normed linear space,
K ⊂ X a positive cone, ”�” the order relation induced by K and ”≺” the
strict order relation induced by K.

Theorem 2.1. Let be Kr,R = {x ∈ K : r ≤| x |≤ R}, where r,R ∈ R+,
r < R. We assume that N : Kr,R → K is a completely continuous operator
and ϕ : K → R+,ψ : K → R. Also, assume that the following conditions are
satisfied:

(i.1)

 ϕ(0) = 0 and there exists h ∈ K − {0} such that
ϕ(λh) > 0, for all λ ∈ (0, 1],
ϕ(x+ y) ≥ ϕ (x) + ϕ (y) for all x, y ∈ K,

(i.2) ψ (αx) > ψ (x) for all α > 1 and for all x ∈ K with | x |= R,

(i.3)
{
ϕ(u) ≤ ϕ (Nu) if | u |= r
ψ (u) ≥ ψ (Nu) if | u |= R.

Then N has a fixed point in Kr,R

Proof. Let N∗ : K → K be given by

N∗(u) =


h, if u = 0,
(1− |u|

r )h+ |u|
r N( r

|u|u), if 0 <| u |< r,

Nu, if r ≤| u |≤ R,
N( R

|u|u), if | u |≥ R.

N is completely continuous, so N∗ is completely continuous too. From our
hypothesis we have that N∗(K) ⊂ K is a convex and relatively compact set,
so from Schauder’ s fixed point theorem it follows that there exists u∗ ∈ K
with N∗ (u∗) = u∗. We have to consider three cases.

Case 1. Suppose that u∗ = 0. We have 0 = N∗ (0) = h, a contradiction
with h ∈ K \ {0}.

Case 2. Suppose that 0 <| u∗ |< r. We obtain(
1− | u∗ |

r

)
h+

| u∗ |
r

N

(
r

| u∗ |
u∗

)
= u∗,(

r

| u∗ |
− 1

)
h+N(

r

| u∗ |
u∗) =

r

| u∗ |
u∗.

Let λ := r
|u∗| − 1 and u0 := r

|u∗|u
∗. Since | u∗ |< r we have that r

|u∗| > 1, so
λ > 0. Also, | u0 |=| r

|u∗|u
∗ |= r

|u∗| | u
∗ |= r, so | u0 |= r. We obtain

λh+N(u0) = u0 (2.1)

For λ > 0, from (i1) we obtain that

ϕ(N(u0) + λh) ≥ ϕ(N(u0)) + ϕ(λh) > ϕ(N(u0)).

Then, from (2.1) we obtain ϕ (u0) > ϕ (N(u0)), a contradiction with (i3).
Case 3. Suppose that | u∗ |> R. We have N( R

|u∗|u
∗) = u∗. Let u1 :=

R
|u∗|u

∗ and β := |u∗|
R > 1. We have | u1 |= R and N(u1) = u∗ = u1

|u∗|
R ,
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so N(u1) = βu1. From (i.2) we obtain ψ(N (u1)) = ψ (βu1) > ψ (u1), a
contradiction with (i.3). So r ≤| u∗ |≤ R and the conclusion follows. �

Remark 2.2. (1) If X := C[0, 1], η > 0, I ⊂ [0, 1], I 6= [0, 1], ‖ x ‖:= max
t∈[0,1]

x(t)

and K := {x ∈ C[0, 1] : x ≥ 0 on [0, 1], x(t) ≥ η ‖ x ‖ for all t ∈ I} is a cone,
a functional that satisfies (i1) is

ϕ(x) := min
t∈I

x(t).

Indeed, ϕ(0) = 0,there exists h ∈ K − {0} such that ϕ(λh) > 0, for all
λ ∈ (0, 1] and

ϕ(x+ y) = min
t∈I

[x(t) + y(t)] ≥ min
t∈I

x(t) + min
t∈I

y(t) = ϕ(x) + ϕ(y).

(2) The norm is an example of functional that satisfies (i2).

Theorem 2.3. Let Kr,R = {x ∈ K : r ≤| x |≤ R}, where r,R ∈ R+, r < R.
We assume that N : Kr,R → K is a completely continuous operator and
ϕ,ψ : K → R. Also, we assume that the following conditions are satisfied:

(ii.1) ϕ is strictly decreasing,
(ii.2) ψ (αx) < ψ (x) for all α > 1 and for all x ∈ K with | x |= R,

(ii.3)
{
ϕ (u) ≥ ϕ (Nu) if | u |= r,
ψ (u) ≤ ψ (Nu) if | u |= R.

Then N has a fixed point in Kr,R.

Proof. Let h � 0 and N∗ : K → K,

N∗(u) =


h, if u = 0
(1− |u|

r )h+ |u|
r N( r

|u|u), if 0 <| u |< r

Nu, if r ≤| u |≤ R
N( R

|u|u), if | u |≥ R.

Since N∗ is completely continuous, we have, like in Theorem 2.1, that there
exists u∗ ∈ K so that N∗(u∗) = u∗. We consider three cases.

Case 1. If u∗ = 0 we obtain 0 = N∗(0) = h , a contradiction with h � 0.
Case 2. If 0 <| u∗ |< r. We obtain (2.1) with λ > 0 and | u0 |= r, like

in Theorem 2.1. From λh � 0, we have that

N (u0) + λh � N (u0) ,

so, from (ii.1), we have that

ϕ (N (u0) + λh) < ϕ (N (u0))

and from (2.1) we obtain

ϕ (u0) < ϕ (N (u0)) for | u0 |= r,

a contradiction with (ii.3).
Case 3. If | u∗ |> R, we have that

N

(
R

| u∗ |
u∗

)
= u∗,
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so

N

(
R

| u∗ |
u∗

)
=

(
R

| u∗ |
u∗

)
| u∗ |
R

.

Let be u1 := R
|u∗|u

∗, so | u1 |= R and let be β := |u∗|
R > 1. We obtain

N(u1) = βu1, so
ψ (N(u1)) = ψ (βu1) (2.2)

From (ii.2) we obtain
ψ (βu1) < ψ (u1)

and from (2.2) we have

ψ (N(u1)) < ψ (u1) for | u1 |= R,

a contradiction with (ii.3). So r ≤| u∗ |≤ R and the conclusion follows. �

Remark 2.4. ψ(x) := 1
|x|+1 is an example of functional that satisfies (ii.2).

Indeed, for α > 1 and | x |= R, we have that

ψ(αx) =
1

α | x | +1
<

1
| x | +1

= ψ(x).

Also, if | . | is strictly increasing, i.e., x < y implies | x |<| y |, then ϕ(x) :=
1

|x|+1 is strictly decreasing, so it satisfies (ii.1).

Theorem 2.5. Let Kr,R := {x ∈ K : r ≤| x |≤ R}, where r,R ∈ R+, r < R.
We assume that N : Kr,R → K is a completely continuous operator and
ϕ,ψ : K → R+. Also, we assume that the following conditions are satisfied:

(iii.1)
{
ϕ(αx) = αϕ(x), for all α > 0 and for all x ∈ K,
ϕ(αx) > ϕ(x), for all α > 1 and for all x ∈ K with | x |= R,

(iii.2)


ψ(0) = 0 and there exists h ∈ K \ {0} such that
ψ(λh) > 0 for all λ ∈ (0, 1],
ψ(αx) = αψ(x) for all α > 0 and for all x ∈ K,
ψ(x+ y) ≥ ψ(x) + ψ(y) for all x, y ∈ K,

(iii.3) {
ϕ(u) ≥ ϕ(Nu) if | u |= r,
ψ(u) ≤ ψ(Nu) if | u |= R.

Then N has a fixed point in Kr,R.

Proof. Define N∗ : Kr,R → K by

N∗(u) := (
R

| u |
+

r

| u |
− 1)−1N((

R

| u |
+

r

| u |
− 1)u).

Since N is completely continuous, it follows that N∗ is completely continuous
too. Let

α :=
R

| u |
+

r

| u |
− 1

and
u0 := αu.

We have now,
αN∗(u) = N(αu).
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If | u |= r, then

α =
R

r
and | u0 |=| αu |=

R

r
r = R.

So, from (iii.2),

ψ(N(u0)) = ψ(N(αu)) = ψ(αN∗(u)) = αψ(N∗(u)) (2.3)

and from (iii.3),

ψ(N(u0)) ≥ ψ(u0) = ψ(αu) = αψ(u). (2.4)

From (2.3) and (2.4) we obtain that

ψ(N∗(u) ≥ ψ(u) if | u |= r. (2.5)

If | u |= R, then

α =
r

R
and | u0 |=| αu |=

r

R
R = r.

Using (iii.3) we obtain that

ϕ(αu) = ϕ(u0) ≥ ϕ(N(u0)) = ϕ(N(αu)) = ϕ(αN∗(u)) (2.6)

and from (iii.1),

ϕ(αu) = αϕ(u) and ϕ(αN∗(u)) = αϕ(N∗(u)). (2.7)

From (2.6) and (2.7) we deduce that

ϕ(u) ≥ ϕ(N∗(u)) if | u |= R. (2.8)

So, (2.5) and (2.8) imply that ϕ, ψ and N∗ satisfy all the conditions of
Theorem 2.1 (with ϕ and ψ changing their places and N∗ instead of N). So
N∗ has a fixed point u∗ in Kr,R. It follows that

N∗(u∗) = u∗, with r ≤| u∗ |≤ R,

so
1
α
N(αu∗) = u∗.

Making the notation u1 := αu∗, where α = R
|u∗| + r

|u∗| − 1 , we obtain

N(u1) = u1 (2.9)

and
| u1 |= α | u∗ |= R+ r− | u∗ | .

Since

R+ r− | u∗ |≥ r, for r ≤| u∗ |≤ R,

R+ r− | u∗ |≤ R, for r ≤| u∗ |≤ R,

we have that
r ≤| u1 |≤ R, that is u1 ∈ Kr,R. (2.10)

From (2.9) and (2.10) the conclusion follows. �
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Addendum to ”A multiplicity result for
nonlocal problems involving nonlinearities
with bounded primitive”

Biagio Ricceri

In this addendum, I wish to point out two changes that I expected to
do over the galley proofs of [1] which, to the contrary, never reached me.

Namely, in Theorem 1.6, accordingly to Proposition 1.4, the definition
of θ̂ has to be changed as follows:

θ̂ = inf
x∈J−1(] infX J,supX J[\{0})

ψ(x)− η(x)
ϕ(J(x))

.

When ϕ can be extended by continuity to [−oscXJ, oscXJ ], then no change
is needed. That is to say, the equality

inf
x∈J−1(] infX J,supX J[\{0})

ψ(x)− η(x)
ϕ(J(x))

= inf
x∈J−1(R\{0})

ψ(x)− η(x)
ϕ(J(x))

holds.
In this connection, no change is needed in Theorem 1.7 (where ϕ(t) =

et − t − 1), while in the definition of θ∗ in Theorem 1.3, the condition∫
Ω
F (x, u(x))dx 6= 0 has to be changed in∫

Ω

F (x, u(x))dx ∈]αf , βf [\{0} .

Finally, in (1.6), the inequality

inf
x∈X

(ψ(x)− µ(eJ(x) − 1)) < 0

has to be replaced by

inf
x∈X\J−1(0)

(ψ(x)− µ(eJ(x) − 1)) < 0
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Biagio Ricceri
Department of Mathematics
University of Catania
Viale A. Doria 6
95125 Catania, Italy
e-mail: ricceri@dmi.unict.it
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Book reviews

Nonlinear analysis and optimization, Proceedings of the conference held in
celebration of Alex Ioffe’s 70th and Simeon Reich’s 60th birthdays at the
Technion, Haifa, June 18–24, 2008. Edited by Arie Leizarowitz, Boris S.
Mordukhovich, Itai Shafrir and Alexander J. Zaslavski, Israel Mathemati-
cal Conference Proceedings. American Mathematical Society, Providence, RI;
Bar-Ilan University, Ramat Gan, 2010.

I: Nonlinear Analysis, Contemporary Mathematics, vol. 513, 263 pp.,
ISBN-10: 0-8218-4834-8, ISBN-13: 978-0-8218-4834-0.

II: Optimization, Contemporary Mathematics, vol. 514, xx+290 pp.,
ISBN-10: 0-8218-4835-6, ISBN-13: 978-0-8218-4835-7.

A Conference on Nonlinear Analysis and Optimization took place on
June 18–24, 2008, at the Technion - Israel Institute of Technology, Haifa, Is-
rael. Continuing the tradition of several previous conferences on related top-
ics, the present one was dedicated to the celebration of Alex Ioffe’s 70th and
Simeon Reich’s 60th birthdays. Alex Ioffe is known for his important contri-
butions to nonlinear analysis, optimization and variational analysis (over 130
publications) as well as for his book (written jointly with V. M. Tikhomirov)
”Theory of Extremal Problems” , Moscow 1974 (in Russian), translated in
English and German in 1979. Simeon Reich has published more than 300 re-
search papers and two monographs into various areas of mathematics, related
to nonlinear analysis and optimization. Taking into account the actuality of
the topics as well as the prominence of the two celebrated personalities, the
conference attracted a lot of eminent mathematicians from all over the world
– more than 70 from 18 countries.

The present volumes collect the written and expanded versions of the
contributions of some participants, as well as the contributions of some in-
vited speakers who were unable to attend the conference. The contributions
are divided into two volumes - I. Nonlinear Analysis, and II. Optimization,
although it is difficult to trace a clear demarcation line between these two
fields, taking into account their strong interdependence, a fact that can be
seen by an examination of the titles in the volumes.

The first volume contains 14 contributed papers on various topics from
nonlinear analysis such as fixed point theory (T. Domı́nguez Benavides
and S. Phothi, W. Kaczor, T. Kuczumow, and M. Michalska, K. Goebel
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and B. Sims), nonexpansive mappings, monotone operators and Kirszbraun-
Valentine extensions (H. H. Bauschke and X. Wang), nonexpansive operators
and convex feasibility problems (A. Cegielski), iterative methods and algo-
rithms for finding fixed points (T. Ibaraki, W. Takahashi, L. Leuştean, G.
López, V. Martin-Márquez, and H.-K. Xu), random products of orthogonal
projections (R. E. Bruck), Mosco stability for the generalized proximal map-
ping (D. Butnariu, E. Resmeriţa, and S. Sabach), control for Navier-Stokes
equations (V. Barbu), Neumann problem for p-Laplacian (S. Aizicovici, N. S.
Papageorgiou and V. Staicu). A paper on biology – an amphibian juvenile-
adult model – by A. S. Ackleh, K. Deng and Q. Huang, is also included.

The second volume, on optimization, is concerned with several impor-
tant topics of great interest in the current research in the area, such as reg-
ularity and calmness in nonsmooth analysis ( A. Giannessi, A. Moldovan, L.
Pellegrini and J.-P. Penot), quadratic optimal control (J. F. Bonnans, N. P.
Osmolovskii, and V. Y. Glizer), transportation problems (J.-P. Aubin and S.
Martin, G. Buttazzo and G. Carlier), subdifferential calculus (R. Baier and
E. Farkhi, J. M. Borwein and S. Sciffer), constrained minimization problems
(A. Zaslavski), isoperimetric problems in the calculus of variations (R. A. C.
Ferreira and A. C. Torres), Kaldorian business fluctuations (T. Maruyama),
time scales (D. Mozyrska and E. Pawluszewicz), Morse indexes for piecewise
linear functions (D. Pallaschke and R. Urbanski).

Containing articles on leading themes of current research in nonlinear
analysis and optimization, written by prominent researchers in these two ar-
eas, these two volumes bring the readers, advanced graduate students and
researchers alike, to the frontline of research in important fields of mathe-
matics. Undoubtedly, they must be on the desk of every one working in these
areas.

S. Cobzaş

Jiři Matoušek, Thirty-three Miniatures. Mathematical and Algorithmic
Applications of Linear Algebra, Student Mathematical Library, Volume 53,
American Mathematical Society, Providence, Rhode Island, 2010, x+182 pp;
ISBN-13: 978-0-8218-4977-4, ISBN-10: 0-8218-4977-8

This booklet contains a collection of succinct and clever applications
of linear algebra to combinatorics, graph theory, geometry and algorithms.
In this case, gem or jewel is a good synonym for miniature. Each miniature
(chapter, lecture) is dense, concise, carefully polished and written in an at-
tractive style. A motivation of the term is the complete exposition of the
result, the length from two to ten pages, and the independence (with few
exceptions) from all other chapters. Although Matoušek says in preface that
nothing is original, the way of structuring, the selection of topics and the
presentation is fully original. Each lecture has a short paragraph ”Sources”,
containing annotated bibliographical references.

The text requires only a good undergraduate background in linear al-
gebra and some knowledge in graph theory and geometry.
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Among the topics treated, we mention (enumeration reflects the prefer-
ences of the reviewer) Fibonacci numbers, error-correcting codes, probabilis-
tic checking of matrix multiplication, tiling a rectangle by squares, counting
spanning trees, fast associativity testing, set pairs via exterior products. All
topics, both the simple and more advanced, refer to beautiful results and
have elegant proofs.

The impact of this book will be two-fold: first, provides the instructors
and the students enroled to a linear algebra course with a rich set of examples;
second, makes people interested in combinatorics and computer science aware
of the existence of linear algebra tools and their strength.

Intended audience: undergraduates, graduate students and research
mathematicians interested in combinatorics, graph theory, theoretical com-
puter science and computational geometry, as well as lecturers who want to
liven their courses.

Radu Tr̂ımbiţaş

Elias M. Stein and Rami Shakarchi, Functional analysis. Introduction to fur-
ther topics in analysis. Princeton Lectures in Analysis 4, Princeton University
Press, Princeton, NJ, 2011. xviii+423 pp. ISBN: 978-0-691-11387-6.

This is the last of a four volume treatise on analysis published with
Princeton University Press between 2003 and 2011 as the series Princeton
Lectures in Analysis. The previous volumes, I. Fourier analysis. An introduc-
tion (2003), II. Complex analysis, (2003), III. Real analysis. Measure theory,
integration, and Hilbert spaces (2005), got an enthusiastic reception from the
mathematical community.

The aim of the treatise is to present some cornerstone results of analysis,
with emphasis on their historical evolution and the interdependence existing
between various parts. I think this is best illustrated by the authors in the
preface:

Our goal is to present the various sub-areas of analysis not as
separate disciplines, but rather as highly interconnected. It is our
view that seeing these relations and their resulting synergies will
motivate the reader to attain a better understanding of the subject
as a whole. With this outcome in mind, we have concentrated on
the main ideas and theorems that have shaped the field (sometimes
sacrificing a more systematic approach), and we have been sensitive
to the historical order in which the logic of the subject developed.
In the same order of ideas, this last volume, on functional analysis,

could be viewed as an illustration of the famous saying of Einar Hille that
”a functional analyst is an analyst, first and foremost, and not a degenerate
species of a topologist”. In the first chapter, Ch. 1. Lp spaces and Banach
spaces, the basic of Banach spaces (Hahn-Banach theorem, duality, separation
by hyperplanes) are exposed in parallel with the corresponding properties of
Lp spaces - completeness and dual spaces. In the Appendix the duals of C(X),



178 Book reviews

the space of all continuous functions on a compact metric space X, and of
Cb(X), the space of all bounded continuous functions on an arbitrary metric
space X, are described.

The study of Lp spaces is continued in the second chapter, 2. Lp spaces
in harmonic analysis, with Riesz interpolation theorem, the Lp theory of
Hilbert transform, the Hardy spaces H1

r and the space BMO. Chapter 3.
Distributions: Generalized functions, contains the basic properties of distri-
butions, some important examples, as, for instance, the principal value of 1/x
and its relation with the Hilbert transform, and applications to fundamental
solutions of partial differential equations.

In Chapter 4. Applications of the Baire category theorem, one shows
that some classes of singular functions as, e.g., continuous nowhere differen-
tiable functions, continuous functions with divergent Fourier, are of second
Baire category in the corresponding spaces (i.e., they form large subsets). The
open mapping and the closed graph theorems are proved with application to
Grothendieck’s theorem on closed subspaces of Lp.

The basic of probability theory are presented in Ch. 5. Rudiments of
probability theory, continued in Ch. 6. An introduction to Brownian motion,
with stopping time, Markov property and applications to Dirichlet problem.
Some basic results on analytic functions of several complex variables are con-
sidered in Chapter 7, A glimpse into several complex variables, while in the
last chapter, 8. Oscillatory integrals and Fourier analysis, the presentation of
this important area of harmonic analysis is based on the properties of the av-
eraging operators, with applications to dispersion equation, Radon transform
and to the counting of lattice points.

Each chapter ends with a consistent set of exercises (some of them with
hints) related to and completing the main text. Other ones, more challenging,
called Problems, are also included.

By completing this ambitious project, the authors, renowned specialists
in harmonic analysis, have done a great service to the mathematical com-
munity. Undoubtedly that the volumes will become a standard reference for
those interested in analysis understand in a large sense, but also for engineers
or physicists needing tools from harmonic analysis in their research.

S. Cobzaş

Henri Anciaux, Minimal submanifolds in pseudo-Riemannian geometry,
xv+167 pp., World-Scientific, London-Singapore-Beijing 2011, ISBN: 13 978-
981-4291-24-8 and 10 981-4291-24-2.

Since the discovery by Lagrange in 1755 of the differential equation
satisfied by a minimal surface in the Euclidean space (the catenoid in R3),
the theory of minimal surfaces attracted the attention of many mathemati-
cians, with successive generalizations, from the Euclidean space to Riemann-
ian manifolds. After the introduction of pseudo-Riemannian manifolds as
model of the space-time in the relativity theory, it became clear that this is
the most general framework to treat this problem. The present book is the
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first devoted to a systematic exposition of the theory of minimal submanifolds
in pseudo-Riemannian manifolds.

A pseudo-Riemannian manifold is a differentiable manifold M equipped
with a smooth bilinear 2-form g, called the metric, which is non-degenerate
in the following sense: ∀Y ∈ TxM, g(X, Y ) = 0 ⇒ X = O, for every vector
X in the tangent space TxM and every x ∈ M. The pseudo-Riemannian
space of relativity theory, called the Minkowski space and denoted by R4

1,
is the space R4 equipped with the metric 〈·, ·〉1 = −dx2

1 + dx2
2 + dx2

3 + dx2
4.

Taking an orthonormal basis (e1, . . . , em) in the tangent space TxM it turns
out that p of these vectors are negative (i.e. g(ei, ei) < 0) and m − p are
positive (i.e. g(ei, ei) > 0), and the number p does not depend on the point
x. The pair (p, m−p) is called the signature of the pseudo-Riemannian space
M (the Minkowski space has signature (1,3)). The basic results on pseudo-
Riemannian manifolds, with emphasis on submanifolds and variation formu-
lae for the volume functional, are developed in the first chapter of the book.
The second one is devoted to the case of surfaces, meaning two-dimensional
submanifolds, in pseudo-Euclidean space, including a variety of examples
and the classification of ruled minimal surfaces, the first global result of the
book. This discussion is continued in the third chapter, Equivariant minimal
hypersurfaces, meaning submanifolds of codimension one, with the study of
space forms which are the pseudo-Riemannian analogs of the Riemann round
sphere.

Chapter 4, Pseudo-Kähler manifolds, is devoted to a special class
of pseudo-Riemannian manifolds of even dimension, namely the pseudo-
Kähler manifolds, which in the positive case yield the Kähler manifolds. The
most natural example of a pseudo-Kähler manifold – the complex pseudo-
Riemannian space forms – is presented and one proves that the tangent bun-
dle of a pseudo-Kähler manifold admits a pseudo-Kähler structure.

In the fifth chapter, Complex and Lagrangian submanifolds in pseudo-
Kähler manifolds, one describes several families of minimal submanifolds in
pseudo-Kähler manifolds. The main question addressed in the last chapter
of the book, 6, Minimizing properties of minimal submanifolds, is whether
or not a minimal submanifold, which, by definition, is a critical point of the
volume, is actually an extremum of the volume functional. After describing
several submanifolds satisfying this requirement, one shows that a necessary
condition is that the induced metric of both tangent and normal bundle be
definite.

Previously pseudo-Riemannian manifolds were treated only in books
directed to physical applications, the present one being the first devoted to
an exposition of the basic results on pseudo-Riemannian manifolds and of
their minimal submanifolds. Exposing in a clear, live and accessible style
(the prerequisites are only familiarity with differentiable manifolds) the book
will be of great help to young mathematicians and physicists interested in
this topic. It can be used also as a base text for advanced graduate courses.

Cornel Pintea
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