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Andrea-Éva Molnár, A nonsmooth sublinear elliptic problem in RN with
perturbations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

Saad Aggoun, Non-isomorphic contact structures on the torus T 3 . . . . . . . . . . . . . 69
Ayhan Esi, Strongly almost summable sequence spaces in 2-normed spaces

defined by ideal convergence and an Orlicz function . . . . . . . . . . . . . . . . . . . . . . . . 75
Gancho T. Tachev, On the Conjecture of Cao, Gonska and Kacsó . . . . . . . . . . . . 83
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N -structures applied to associative-I-ideals
in IS-algebras

Ali H. Handam

Abstract. In this paper the notion of N -I-ideals and N -associative I-ideals in
IS-algebra is introduced, as well as some of their properties are investigated.
The relations between N -I-ideals and N -associative I-ideals are discussed. A
characterization of N -associative I-ideals is provided.
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1. Introduction

Imai and Iséki [1] in 1966 introduced the notion of a BCK-algebra. In the same
year, Iséki [2] introduced BCI-algebras as a super class of the class of BCK-algebras.
In 1993, Jun et al. [3] introduced a new class of algebras related to BCI-algebras
and semigroups, called a BCI-semigroup/BCI-monoid/BCI-group. In 1998, for the
convenience of study, Jun et al. [8] renamed the BCI-semigroup (respectively, BCI-
monoid and BCI-group) as the IS-algebra (respectively, IM-algebra and IG-algebra)
and studied further properties of these algebras (see [7]).

A (crisp) set A in a universe X can be defined in the form of its characteristic
function µA : X → {0, 1} yielding the value 1 for elements belonging to the set A and
the value 0 for elements excluded from the set A. So far most of the generalization of
the crisp set have been conducted on the unit interval [0, 1] and they are consistent
with the asymmetry observation. In other words, the generalization of the crisp set
to fuzzy sets relied on spreading positive information that fit the crisp point {1} into
the interval [0, 1]. Because no negative meaning of information is suggested, we now
feel a need to deal with negative information. To do so, we also feel a need to supply
mathematical tool. To attain such object, Jun et al. [5] introduced a new function
which is called negative-valued function, and constructed N -structures. They applied
N -structures to BCK/BCI-algebras, and discussed N -subalgebras and N -ideals in
BCK/BCI-algebras. Jun et al. [6] considered closed ideals in BCH-algebras based on
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N -structures. Jun et al. [4] introduced the notion of a (created) N -ideal of subtraction
algebras, and investigated several characterizations of N -ideals.

In this paper, we introduced the notion of N -I-ideals and N -associative I-ideals
in IS-algebras, and studied several related properties.

2. Basic results on IS-algebras

The following necessary elementary aspects of IS-algebras will be used through-
out this paper.

By a BCI-algebra we mean an algebra (X, ∗, 0) of type (2, 0) satisfying the fol-
lowing axioms: for every x, y, z ∈ X [2],
(I) ((x ∗ y) ∗ (x ∗ z)) ∗ (z ∗ y) = 0,
(II) (x ∗ (x ∗ y)) ∗ y = 0,
(III) x ∗ x = 0,
(IV ) x ∗ y = 0 and y ∗ x = 0 imply x = y.
A BCI-algebra X satisfying 0 ≤ x for all x ∈ X is called a BCK-algebra. In any
BCI-algebra X one can define a partial order “�” by putting x � y if and only if
x ∗ y = 0.
A BCI-algebra X has the following properties for any x, y, z ∈ X [2]:
(A1) x ∗ 0 = x,
(A2) (x ∗ y) ∗ z = (x ∗ z) ∗ y,
(A3) x � y implies that (x ∗ z) � (y ∗ z) and (z ∗ y) � (z ∗ x),
(A4) (x ∗ z) ∗ (y ∗ z) � x ∗ y,
(A5) x ∗ (x ∗ (x ∗ y)) = x ∗ y,
(A6) 0 ∗ (x ∗ y) = (0 ∗ x) ∗ (0 ∗ y),
(A7) 0 ∗ (0 ∗ ((x ∗ z) ∗ (y ∗ z))) = (0 ∗ y) ∗ (0 ∗ x).

A non-empty subset I of a BCI-algebra X is called an ideal of X if (S1): 0 ∈ I,
(S2): x ∗ y ∈ I and y ∈ I imply that x ∈ I. A non-empty subset I of X is called a
associative ideal of X if it satisfies (S1) and (S3): ((x ∗ y) ∗ z) ∈ I, (y ∗ z) ∈ I imply
that x ∈ I.

Definition 2.1. [8]. An IS-algebra is a non-empty set X with two binary operations
“∗” and “·” and constant 0 satisfying the axioms

(B1) (X, ∗, 0) is a BCI-algebra,
(B2) (X, ·) is a semigroup,
(B3) the operation “·” is distributive (on both sides) over the operation “∗”, that is,

x · (y ∗ z) = (x · y) ∗ (x · z) and (x ∗ y) · z = (x · z) ∗ (y · z) for all x, y, z ∈ X.

Note that, the IS-algebra is a generalization of the ring (see [8]).

Proposition 2.2. [3]. Let X be an IS-algebra. Then we have

(1) 0 · x = x · 0 = 0,
(2) x � y implies that x · z � y · z and z · x � z · y, for all x, y, z ∈ X.
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Definition 2.3. [8]. A non-empty subset A of an IS-algebra X is called a left (resp.
right) I-ideal of X if
(1) x · a ∈ A (resp. a · x ∈ A) whenever x ∈ X and a ∈ A,

(2) for any x, y ∈ X, x ∗ y ∈ A and y ∈ A imply that x ∈ A.
Both a left and right I-ideal is called I-ideal.

Definition 2.4. [9]. A non-empty subset A of an IS-algebra X is called a left (resp.
right) associative I-ideal of X if
(1) x · a ∈ A (resp. a · x ∈ A) whenever x ∈ X and a ∈ A,
(2) for any x, y, z ∈ X, (x ∗ y) ∗ z ∈ A and y ∗ z ∈ A imply that x ∈ A.

3. N -associative I-ideals

Denote by F(X, [−1, 0]) the collection of functions from a set X to [−1, 0]. We
say that, an element of F(X, [−1, 0]) is a negative-valued function from X to [−1, 0]
(briefly, N -function on X). By an N -structure we mean an ordered pair (X, ξ), where
ξ is an N -function on X. In what follows, let X be an IS-algebra and ξ an N -function
on X unless otherwise specified.

Definition 3.1. Let X be an IS-algebra. An N -structure (X, ξ) is called a left N -I-ideal
(resp. a right N -I-ideal) of X if
(C1) (ξ(xy) ≤ ξ(y)) (resp. ξ(xy) ≤ ξ(x)) for all x, y ∈ X;
(C2) ξ(x) ≤ max {ξ(x ∗ y), ξ(y)} for all x, y ∈ X.

An N -structure (X, ξ) is called an N -I-ideal of X if it is both a left N -I-ideal
and a right N -I-ideal of X.

Definition 3.2. Let X be an IS-algebra. An N -structure (X, ξ) is called a left N -
associative I-ideal (resp. a right N -associative I-ideal) of X if it satisfies (C1) and
(C3) ξ(x) ≤ max {ξ((x ∗ y) ∗ z), ξ(y ∗ z)} for all x, y, z ∈ X.

An N -structure (X, ξ) is called an N -associative I-ideal of X if it is both a left
N -associative I-ideal and a right N -associative I-ideal of X.

Example 3.3. Consider an IS-algebra X = {0, a, b, c} with Cayley tables as follows:

∗ 0 a b c
0 0 0 b b
a a 0 c b
b b b 0 0
c c b a 0

· 0 a b c
0 0 0 0 0
a 0 a 0 a
b 0 0 b b
c 0 a b c

(1) Let (X, ξ) be an N -structure in which ξ is given by

ξ =
(

0 a b c
t0 t1 t0 t1

)
, where t0 < t1 in [−1, 0].

Then (X, ξ) is an N -I-ideal of X.
(2) Let (X, ζ) be an N -structure in which ζ is given by

ζ =
(

0 a b c
t0 t0 t1 t1

)
, where t0 < t1 in [−1, 0].
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Then (X, ζ) is an N -associative I-ideal of X.

Proposition 3.4. Every left (resp. right) N -associative I-ideal (X, ξ) satisfies the fol-
lowing inequality:

(∀x ∈ X) (ξ(0) ≤ ξ(x)) (3.1)

Theorem 3.5. Every left (resp. right) N -associative I-ideal is a left (resp. right) N -
I-ideal.

Proof. Let (X, ξ) be a left (resp. right) N -associative I-ideal of X. Then, ξ(xy) ≤ ξ(y)
(resp. ξ(xy) ≤ ξ(x)) for all x, y ∈ X. Now, let z = 0 in (C3), we have ξ(x) ≤
max {ξ((x ∗ y) ∗ 0), ξ(y ∗ 0)} for all x, y ∈ X. So, ξ(x) ≤ max {ξ((x ∗ y)), ξ(y)} .
Therefore, (X, ξ) is a left (resp. right) N -I-ideal of X. �

The next example shows that the converse of Theorem 3.5 is not always true.

Example 3.6. Consider the N -I-ideal (X, ξ) given in Example 3.3. By routine calcu-
lations, it is easy to check that (X, ξ) is not an N -associative I-ideal of X.

Proposition 3.7. Every left (resp. right) N -associative I-ideal (X, ξ) satisfies the fol-
lowing inequality:

(∀x, y ∈ X) (ξ(x) ≤ ξ((x ∗ y) ∗ y)) (3.2)

Proof. Let (X, ξ) be a left (resp. right) N -associative I-ideal of X. If we let z := y
in (C3), then we have ξ(x) ≤ max {ξ((x ∗ y) ∗ y), ξ(y ∗ y)} for all x, y ∈ X. Using 3.1
and (III), it follows that, ξ(x) ≤ ξ((x ∗ y) ∗ y) for all x, y ∈ X. �

Proposition 3.8. If (X, ξ) is a left (resp. right) N -associative I-ideal of X, then

(∀x, y ∈ X) (x � y ⇒ ξ(x) ≤ ξ(y)) (3.3)

Proof. Let x, y ∈ X be such that x � y. If we let z := 0 in (C3), then we have
ξ(x) ≤ max {ξ((x ∗ y) ∗ 0), ξ(y ∗ 0)} for all x, y ∈ X. Since, x � y implies x ∗ y = 0,
ξ(x) ≤ max {ξ(0 ∗ 0), ξ(y ∗ 0)} . It follows from axiom (III) and (A1) that ξ(x) ≤
ξ(y). �

Proposition 3.9. Let (X, ξ) be a left (resp. right) N - I-ideal of X. Then, x ∗ y � z
implies ξ(x) ≤ max {ξ(z), ξ(y)} for all x, y, z ∈ X.

Theorem 3.10. Let (X, ξ) be a left (resp. right) N -associative I-ideal of X. Then, for
any x, y, z ∈ X,

(i) x ∗ y � z implies ξ(x) ≤ ξ(y ∗ z).
(ii) ξ(x) ≤ ξ(0 ∗ x).
(iii) ξ((x · y) ∗ (x · z)) ≤ ξ(y ∗ z) (resp. ξ((x · z) ∗ (y · z)) ≤ ξ(x ∗ y)).
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Proof. (i) Suppose that (X, ξ) is a left (resp. right) N -associative I-ideal of X, by
(C3) we have ξ(x) ≤ max {ξ((x ∗ y) ∗ w), ξ(y ∗ w)} for all x, y, w ∈ X. Since, x∗y � z
implies (x ∗ y) ∗ w � z ∗ w, by (3.3), it follows that ξ((x ∗ y) ∗ w) ≤ ξ(z ∗ w).
Hence, ξ(x) ≤ max {(ξ(z ∗ w), ξ(y ∗ w)} . If we let w = z, then we have, ξ(x) ≤
max {(ξ(0), ξ(y ∗ z)} = ξ(y ∗ z).
(ii) Let z = x ∗ y in (C3), then

ξ(x) ≤ max {ξ(0), ξ(y ∗ (x ∗ y)} = ξ(y ∗ (x ∗ y) (3.4)
If we let y = 0 in (3.4), then we obtain also

ξ(x) ≤ ξ(0 ∗ (x ∗ 0))
= ξ(0 ∗ x) by (A1)

(iii) It follows directly from (B3) and (C1). �

Definition 3.11. [5]. Let (X, ξ) and (X, ζ) be two N -structures.

(1) The union, ξ ∪ ζ of ξ and ζ is defined by (ξ ∪ ζ)(x) = max {ξ(x), ζ(x)} for all
x ∈ X.
(2) The intersection, ξ ∩ ζ of ξ and ζ is defined by (ξ ∩ ζ)(x) = min {ξ(x), ζ(x)} for
all x ∈ X.

Obviously, (X, ξ ∪ ζ) and (X, ξ ∩ ζ) are N -structures which are called the union
and the intersection of (X, ξ) and (X, ζ), respectively.

Proposition 3.12. If (X, ξ) and (X, ζ) are left (resp. right) N -associative I-ideals of
X, then the union (X, ξ ∪ ζ) is a left (resp. right) N -associative I-ideal of X.

Now, we give an example to show that the intersection of two N -I-ideals may
not be an N -I-ideal.

Example 3.13. Consider the two N -I-ideals (X, ξ) and (X, ζ) given in Example 3.3.
The intersection ξ ∩ ζ is given by

ξ ∩ ζ =
(

0 a b c
t0 t0 t0 t1

)
, where t0 < t1 in [−1, 0].

ξ∩ζ is not an N -I-ideal of X, since (ξ∩ζ)(c) = t1 
 max {(ξ ∩ ζ)(c ∗ b), (ξ ∩ ζ)(b)} =
t0.

For any N -function ξ on X and t ∈ [−1, 0), define the set C(ξ, t) as
C(ξ, t) = {x ∈ X | ξ(x) ≤ t} .

Theorem 3.14. An N -structure (X, ξ) is a left (resp. right) N -associative I-ideal of
X if and only if every non-empty set C(ξ, t) is a left (resp. right) associative I-ideal
of X for all t ∈ [−1, 0).

Proof. Assume that (X, ξ) is a left (resp. right) N -associative I-ideal of X and let t ∈
[−1, 0) be such that C(ξ, t) 6= ∅. Let x ∈ X and a ∈ C(ξ, t). Then, ξ(a) ≤ t. It follows
from (C1) that ξ(x·a) ≤ ξ(a) ≤ t (resp. ξ(a·x) ≤ ξ(a) ≤ t). Hence, x·a ∈ C(ξ, t) (resp.
a ·x ∈ C(ξ, t)). Now, let (x∗y)∗z ∈ C(ξ, t) and (y ∗z) ∈ C(ξ, t). Then, ξ((x∗y)∗z) ≤ t
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and ξ(y∗z) ≤ t. Using (C3) we obtain, ξ(x) ≤ max {ξ((x ∗ y) ∗ z), ξ(y ∗ z)} ≤ t. Thus
x ∈ C(ξ, t). Therefore, C(ξ, t) is a left (resp. right) associative I-ideal of X for all
t ∈ [−1, 0).
Conversely, suppose that every non-empty set C(ξ, t) is a left (resp. right) associative
I-ideal of X for all t ∈ [−1, 0). If there are a, b ∈ X such that ξ(a · b) > ξ(b) (resp.
ξ(a·b) > ξ(a)), then, ξ(a·b) > t0 ≥ ξ(b) (resp. ξ(a·b) > t0 ≥ ξ(a)) for some t0 ∈ [−1, 0).
Hence, b ∈ C(ξ, t0) (resp. a ∈ C(ξ, t0)) and a · b /∈ C(ξ, t0). This is a contradiction.
Thus, ξ(x · y) ≤ ξ(y) (resp. ξ(x · y) ≤ ξ(x)) for all x, y ∈ X. Now, assume that there
exist a, b, c ∈ X such that ξ(a) > max {ξ((a ∗ b) ∗ c), ξ(b ∗ c)} . Then, ξ(a) > t1 ≥
max {ξ((a ∗ b) ∗ c), ξ(b ∗ c)} for some t1 ∈ [−1, 0). Hence, (a ∗ b) ∗ c, b ∗ c ∈ C(ξ, t1)
and a /∈ C(ξ, t1), which is a contradiction. Therefore, (X, ξ) is a left (resp. right)
N -associative I-ideal of X. �

Theorem 3.15. Let A be a left (resp. right) associative I-ideal of X and let (X, ξ) be
an N -structure in X defined by

ξ(x) =
{

t0 if x ∈ A
t1 otherwise ,

where t0 < t1 in [−1, 0]. Then, the N -structure (X, ξ) is a left (resp. right) N -
associative I-ideal of X.

Proof. It follows directly from Theorem 3.14. �

For any N -structure (X, ξ) and any element w ∈ X, consider the set
Dw := {x ∈ X | ξ(x) ≤ ξ(w)} .

Then, Dw is non-empty subset of X.

Theorem 3.16. If an N -structure (X, ξ) is a left (resp. right) N -associative I-ideal
of X, then Dw is a left (resp. right) associative I-ideal of X for all w ∈ X.

Proof. Let a ∈ Dw and x ∈ X. Then, ξ(a) ≤ ξ(w). By (C1) it follows that ξ(x · a) ≤
ξ(a) ≤ ξ(w) (resp. ξ(a·x) ≤ ξ(a) ≤ ξ(w)). Hence x·a ∈ Dw (resp. a·x ∈ Dw). Now, let
x, y, z ∈ X be such that (x∗y)∗z ∈ Dw and y∗z ∈ Dw. Then, ξ((x∗y)∗z) ≤ ξ(w) and
ξ(y ∗ z) ≤ ξ(w). By (C3) it follows that ξ(x) ≤ max {ξ((x ∗ y) ∗ z), ξ(y ∗ z)} ≤ ξ(w).
Hence, x ∈ Dw. Therefore, Dw is a left (resp. right) associative I-ideal of X for all
w ∈ X. �
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On skew group algebras and symmetric algebras
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Abstract. We identify and define a class of algebras which we call inv-symm
algebras and prove that are principally symmetric. Two important examples are
given, and we prove that the skew group algebra associated to these algebras
remains inv-symm.
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1. Inv-symm algebras

Following [2] we recall the concept of an inverse semigroup and we use basic
results without comments. A semigroup (S, ·) is inverse if for any s ∈ S there is a
unique ŝ (named inverse) such that s · ŝ ·s = s and ŝ ·s · ŝ = ŝ. By [2, 1.1, Theorem 3], if
(S, ·) is inverse then all idempotents of S commutes and we have ̂̂s = s and ŝ · t = t̂ · ŝ
for any s ∈ S. We denote usually by k a commutative ring and by A a k-algebra. If
B is a subset of A with 0 /∈ B, we denote by B] the set B ∪{0} and by Idemp(B) the
set of all idempotents of B. The following definition is suggested by the ideas from
[3] and by methods used to prove that the group algebra is a symmetric algebra.

Definition 1.1. A k-algebra A is inv-symm if there is a finite k-basis B such that:
(1) (B], ·) is an inverse semigroup.
(2) For t, s ∈ B we have t · s 6= 0 if and only if s · ŝ = t̂ · t.

Example 1.2. If A = kG is the group algebra over a finite group G then the finite set
B = G is a k-basis which satisfies conditions from Definition 1.1. We have in this case
ŝ = s−1, t · s 6= 0 and s · ŝ = t̂ · t for any t, s ∈ B.

Example 1.3. If A = Endk(M), where M is a kG-lattice (that is a finitely generated,
free k-module with a G-stable finite basis X), then B = {bx,y | x, y ∈ X} with
bx,y : M → M, bx,y(z) = x if z = y, and bx,y(z) = 0 if z 6= y, satisfies the conditions
from 1.1. It requires some computation to verify that bx,y ◦ bx1,y1 = 0 if y 6= x1, and
bx,y ◦ bx1,y1 = bx,y1 if y = x1. We have that bx,y ∈ Idemp(B) if and only if x = y.
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Remark 1.4. Moreover the above two examples are also G-algebras with G-stable
basis. This suggest that we can define a class of symmetric G-algebras and to analyze
the skew group algebra in this case.

Lemma 1.5. Let A be an inv-symm k-algebra with basis B satisfying Definition 1.1
and t, s ∈ B. The following statements are true:

a) For 0 ∈ B] we have 0̂ = 0 and s ∈ B if and only if ŝ ∈ B.
b) For all s ∈ B we have s · ŝ ∈ Idemp(B) and ŝ · s ∈ Idemp(B). Particularly

Idemp(B) 6= ∅.
c) If t · s 6= 0 and t · s ∈ Idemp(B) then t = ŝ.

Proof. a) For 0 is easy to check. Let s ∈ B, then there is a unique ŝ ∈ B] with the
properties of the inverse element. Suppose that ŝ = 0 then ̂̂s = 0̂, which gives
s = 0, a contradiction.

b) For s ∈ B we have ŝ ∈ B] such that s · ŝ · s = s and ŝ · s · ŝ = ŝ. Now s · ŝ ∈ B
(since if s · ŝ = 0 ⇒ s = 0 /∈ B) and (s · ŝ) · (s · ŝ) = (s · ŝ · s) · ŝ = s · ŝ.

c) Suppose that t · s 6= 0 and t · s ∈ Idemp(B). Then s · ŝ = t̂ · t and t · s · t · s = t · s.
We multiply the last relation with ŝ on the right and obtain

t · s · t · s · ŝ = t · s · ŝ ⇒ t · s · t · t̂ · t = t · t̂ · t ⇒ t · s · t = t.

Similarly we obtain s · t · s = t, thus t = ŝ.
�

From [1] we recall the definition of a symmetric algebra. A k-algebra A is called
symmetric if it is finitely generated and projective as k-module and there is τ : A → k
a central form (that is k-linear map with τ(a · a′) = τ(a′ · a) for all a, a′ ∈ A), which
induces an isomorphism of A−A-bimodules

τ̂ : A → A∗, τ̂(a)(b) = τ(a · b),
where a, b ∈ A and A∗ is the k-dual. τ is called symmetric form of A and A is
principally symmetric if τ is onto.

Theorem 1.6. If A is an inv-symm k-algebra then A is principally symmetric. In
particular it is symmetric.

Proof. By Definition 1.1 A is a finitely generated k-module and free, thus projective.
We define the following k-linear form on the basis B

τB : A → k, τB(s) =
{

1k, s ∈ Idemp(B)
0, s /∈ Idemp(B)

From Lemma 1.5, b) it follows that τB is not the zero map and τB is a k-linear form.
We prove that it is a central form, that is τB(s · t) = τB(t · s) where t, s ∈ B, by
considering the cases:

- If t · s 6= 0 and t · s ∈ Idemp(B), by Lemma 1.5, c) it follows that ŝ = t and
then

τB(s · ŝ) = 1k = τB(ŝ · s).
- If t · s 6= 0 and t · s ∈ B \ Idemp(B) then τB(t · s) = 0. Now, if s · t 6= 0 and

s · t ∈ Idemp(B) by Lemma 1.5, c) we get that s = t̂, which is a contradiction with
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τB(t · s) = 0. So we have two possibilities: s · t = 0, or s · t 6= 0 and s · t /∈ Idemp(B).
In both subcases τB(s · t) = 0.

- If t · s = 0 then τB(t · s) = 0, and the same analyze to the second case gives us
equality.

τB induces the following A − A-bimodule homomorphism τ̂B : A → A∗ defined
by

τ̂B(t)(s) = τB(t · s)
for any t, s ∈ B.

First we prove that τ̂B is injective. Let t1, t2 ∈ B such that τB(t1 · s) = τB(t2 · s)
for any s ∈ B. We choose s = t̂1 and obtain that τB(t2 · t̂1) = 1k. It follows that

t2 · t̂1 6= 0 and t2 · t̂1 ∈ Idemp(B). By Lemma 1.5, c) we obtain that t2 = ̂̂t1 = t1.
For surjectivity let λ ∈ A∗ and define a =

∑
t∈B λ(t) · t̂ ∈ A. Then for s ∈ B

τ̂B(a)(s) =
∑
t∈B

λ(t)τB(t̂ · s).

Since τB(t̂ · s) = 1k if and only if s = t we obtain that

τ̂B(a)(s) = λ(s) · τB(ŝ · s) = λ(s).

This concludes the proof. �

2. Skew group algebras

In this section we will investigate the skew group algebra associated to a G-
algebra which is an inv-symm algebra, where G is a finite group. The Remark 1.4 is
the starting point of the next definition.

Definition 2.1. A G-algebra A is called G-inv-symm if it is inv-symm, with the basis
B (from Definition 1.1) G-stable.

It is easy to show, using Theorem 1.6, that any G-inv-symm algebra is G-
permutation and principally symmetric. If A is a G-algebra we denote the action
of an g ∈ G on a ∈ A by ga.

Theorem 2.2. Let G be a finite group and A a G-algebra. If A is G-inv-symm then
the skew group algebra, denoted A ? G, is inv-symm. In particular it is principally
symmetric.

Proof. We remind the definition of a skew group algebra. The skew group algebra
A ? G is the free A-module of basis

{a ? g | a ∈ A, g ∈ G},
where a ? g is a notation and the product is given by

(a ? g)(b ? h) = a · gb ? gh.

Since B is the k-basis of A it is easy to check that the set

B ? G = {s ? g | s ∈ B, g ∈ G}
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is a k-basis of the skew group algebra. Moreover it is a finite semigroup with zero,
with the product defined above, since B is G-stable. Next we verify the conditions
from Definition 1.1:

(1). We prove that the inverse of s ? g ∈ B ? G is the element

ŝ ? g = g−1
ŝ ? g−1 ∈ B ? G.

We have

(s ? g)(g−1
ŝ ? g−1)(s ? g) = (s · ŝ ? 1G)(s ? g) = s · ŝ · 1Gs ? g = s ? g.

Similarly we prove the other statement. Suppose now that there is t ? h ∈ B ? G such
that (s ? g)(t ? h)(s ? g) = s ? g. Then we have that

(s · gt ? gh)(s ? g) = s ? g ⇒ s · gt · ghs ? ghg = s ? g.

We have that h = g−1 and t = g−1
ŝ, thus it is unique.

(2). Let s?g, t ?h ∈ B ?G. We have that (t ?h)(s?g) 6= 0 if and only if t ·hs 6= 0.
We also have that

(s ? g)(g−1
ŝ ? g−1) = ( h−1

t̂ ? h−1)(t ? h) ⇔ s · ŝ ? g =h−1
t̂ ·h

−1
t ? 1G ⇔

s · ŝ = h−1
(t̂ · t) ⇔ hs ·h ŝ = t̂ · t.

But since A is G-inv-symm the last condition is equivalent to t · hs 6= 0, by Definition
1.1, statement(2). �
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1. Introduction

Fractional differential equations have gained considerable importance due to
their application in various sciences, such as physics, mechanics, chemistry, engineer-
ing, etc. One can see the monographs of Diethelm [2], Miller and Ross [3], Kilbas et al.
[4], Lakshmikantham et al. [5], Podlubny [6]. In survey, Agarwal et al. [7, 8] establish
sufficient conditions for the existence and uniqueness of solutions for various classes
of initial and boundary value problem for fractional differential equations and inclu-
sions involving the Caputo derivative in finite and involving the Riemann-Liouville
derivative in infinite dimensional spaces. Very recently, a lot of papers have been
devoted to fractional differential equations and optimal controls in Banach spaces
[9, 10, 11, 12, 13, 14, 15, 16].

In this paper, we reconsider the following Cauchy problem for nonautonomous
fractional differential equations{

cDqu(t) = A(t)u(t) + f(t, u(t)), t ∈ J = [0, T ], T > 0,
u(0) = u0,

(1.1)

in a Banach space X, where cDq is the Caputo fractional derivative of order q ∈ (0, 1),
{A (t) , t ∈ J} is a family of linear bounded operators in X, the function t → A(t) is
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continuous in the uniform operator topology, f : J ×X → X is Lebesgue measurable
with respect to t and satisfies some assumptions that will be specified later.

A pioneering work on the existence of solutions for this kind of Cauchy problems
has been studied by Balachandran and Park [9] in the case of f : J × X → X is
continuous and satisfies uniformly Lipschitz condition. In the present paper, we revisit
this interesting problem and introduce a definition for solution of the system (1.1) in
the Carathéodory sense and establish the existence and uniqueness of solutions for
the system (1.1) under some weak conditions.

To prove our main results, we apply the classical fixed point theory including
Krasnoselskii’s fixed point theorem and Banach contraction principle via fractional
calculus and Hölder inequality. Compared with the results appeared in [9], there are
at least two differences: (i) assumptions on f are more general and easy to check;
(ii) a definition for solution in the Carathéodory sense is established; (iii) two new
existence results of solution in the Carathéodory sense are given.

2. Preliminaries

In this section, we introduce notations, definitions, and preliminary facts.
Throughout this paper, (X, ‖ · ‖) will be a Banach spaces. Let C(J,X) be the Banach
space of all continuous functions from J into X with the norm ‖u‖C := sup{‖u(t)‖ :
t ∈ J} for u ∈ C(J,X).

Let us recall the following known definitions. For more details see [4].

Definition 2.1. The fractional integral of order γ with the lower limit zero for a func-
tion f is defined as

Iγf(t) =
1

Γ(γ)

∫ t

0

f(s)
(t− s)1−γ

ds, t > 0, γ > 0,

provided the right side is point-wise defined on [0,∞), where Γ(·) is the gamma func-
tion.

Definition 2.2. The Riemann-Liouville derivative of order γ with the lower limit zero
for a function f : [0,∞) → R can be written as

LDγf(t) =
1

Γ(n− γ)
dn

dtn

∫ t

0

f(s)
(t− s)γ+1−n

ds, t > 0, n− 1 < γ < n.

Definition 2.3. The Caputo derivative of order γ for a function f : [0,∞) → R can
be written as

cDγf(t) = LDγ

(
f(t)−

n−1∑
k=0

tk

k!
f (k)(0)

)
, t > 0, n− 1 < γ < n.

Remark 2.4. (i) If f(t) ∈ Cn[0,∞), then

cDγf(t) =
1

Γ(n− γ)

∫ t

0

f (n)(s)
(t− s)γ+1−n

ds = In−γf (n)(t), t > 0, n− 1 < γ < n.

(ii) The Caputo derivative of a constant is equal to zero.



On the existence of solutions for a class of fractional differential equations 17

(iii) If f is an abstract function with values in X, then integrals which appear
in Definitions 2.1 and 2.2 are taken in Bochner’s sense.

For measurable functions m : J → R, define the norm

‖m‖Lp(J) =


(∫

J

|m(t)|pdt

) 1
p

, 1 ≤ p < ∞,

inf
µ(J̄)=0

{ sup
t∈J−J̄

|m(t)|}, p = ∞,

where µ(J̄) is the Lebesgue measure on J̄ . Let Lp(J,R) be the Banach space of all
Lebesgue measurable functions m : J → R with ‖m‖Lp(J) < ∞.

Lemma 2.5. (Lemma 2.1, [17]) For all β > 0 and ϑ > −1,∫ t

0

(t− s)β−1sϑds = C(β, ϑ)tβ+ϑ

where C(β, ϑ) = Γ(β)Γ(ϑ+1)
Γ(β+ϑ+1) .

Theorem 2.6. (Krasnoselskii fixed point theorem) Let B be a closed convex and
nonempty subsets of X. Suppose that L and N are in general nonlinear operators
which map B into X such that
(i) Lx +N y ∈ B whenever x, y ∈ B;
(ii) L is a contraction mapping;
(iii) N is compact and continuous.
Then there exists a z ∈ B such that z = Lz +N z.

3. Main results

In this section, we discuss the existence of solution for the system (1.1) by means
of fixed point theorems.

We make the following assumptions:
[H1]: For any u ∈ X, f(t, u) is Lebesgue measurable with respect to t on J .
[H2]: For any t ∈ J , f(t, u) is continuous with respect to u on X.
[H3]: There exist a q1 ∈ (0, q) and a function h(t) ∈ L

1
q1 (J,R+) := L

1
q1 (J), such

that ‖f(t, u)‖ ≤ h(t), for arbitrary (t, u) ∈ J ×X.
[H4]: For every t ∈ J , the set K =

{
(t− s)q−1f(s, u(s)) : u ∈ C(J,X), s ∈ [0, t]

}
is relatively compact.

Now, let us introduce the definition of a solution of the system (1.1).

Definition 3.1. A function u ∈ C(J,X) is called a solution of the system (1.1) on J if
(i) the function u(t) is absolutely continuous on J ,
(ii) u(0) = u0, and
(iii) u satisfies the equation in the system (1.1).

For brevity, let

H = ‖h‖
L

1
q1 (J)

, ‖A(t)‖ ≤ M, β =
q − 1
1− q1

∈ (−1, 0).
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By Definition 2.1–2.3, using the same method in Theorem 3.2 of [1], we obtain
the following lemma immediately.

Lemma 3.2. Let the hypothesis [H1]–[H3] hold. A function u ∈ C(J,X) is a solution
of the fractional integral equation

u(t) = u0 +
1

Γ(q)

∫ t

0

(t− s)q−1A(s)u(s)ds +
1

Γ(q)

∫ t

0

(t− s)q−1f(s, u(s))ds, (3.1)

if and only if u is a solution of the system (1.1).

Now, we are ready to present and prove our main results.

Theorem 3.3. Assume that [H1]–[H4] hold. If the following condition

ΩM,T,q =
MT q

Γ(q + 1)
< 1 (3.2)

holds, then the system (1.1) has at least one solution.

Proof. Choose

r ≥
HT (1+β)(1−q1)

Γ(q)(1+β)1−q1 + M‖u0‖T q

Γ(q+1)

1− MT q

Γ(q+1)

, (3.3)

and define the set

Cr = {u ∈ C(J,X) : ‖u− u0‖ ≤ r}.

By Lemma 3.2, the system (1.1) is equivalent to the following fractional integral
equation

u(t) = u0 +
1

Γ(q)

∫ t

0

(t− s)q−1A(s)u(s)ds +
1

Γ(q)

∫ t

0

(t− s)q−1f(s, u(s))ds.

Now we define two operators P and Q on Cr as follows:

(Pu)(t) =
1

Γ(q)

∫ t

0

(t− s)q−1f(s, u(s))ds,

and

(Qu)(t) = u0 +
1

Γ(q)

∫ t

0

(t− s)q−1A(s)u(s)ds.

Therefore, the existence of a solution of the system (1.1) is equivalent to that the
operator P + Q has a fixed point on Cr. The proof is divided into three steps.

Step 1: For all u, v ∈ Cr, Pu + Qv ∈ Cr.
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For every pair u, v ∈ Cr and any δ > 0, by using Hölder inequality, we get

‖(Pu + Qv)(t + δ)− (Pu + Qv)(t)‖

≤ 1
Γ(q)

∫ t

0

[(t− s)q−1 − (t + δ − s)q−1]h(s)ds

+
1

Γ(q)

∫ t+δ

t

(t + δ − s)q−1h(s)ds

+
1

Γ(q)

∫ t

0

[(t− s)q−1 − (t + δ − s)q−1]M‖v(s)‖ds

+
1

Γ(q)

∫ t+δ

t

(t + δ − s)q−1M‖v(s)‖ds

≤ 1
Γ(q)

(∫ t

0

[(t− s)q−1 − (t + δ − s)q−1]
1

1−q1 ds

)1−q1 (∫ t

0

(h(s))
1

q1 ds

)q1

+
1

Γ(q)

(∫ t+δ

t

[(t + δ − s)q−1]
1

1−q1 ds

)1−q1
(∫ t+δ

t

(h(s))
1

q1 ds

)q1

+
M(‖u0‖+ r)

Γ(q)

∫ t

0

(t− s)q−1 − (t + δ − s)q−1ds

+
M(‖u0‖+ r)

Γ(q)

∫ t+δ

t

(t + δ − s)q−1ds

≤ H

Γ(q)

(∫ t

0

(t− s)β − (t + δ − s)βds

)1−q1

+
H

Γ(q)

(∫ t+δ

t

(t + δ − s)βds

)1−q1

+
M(‖u0‖+ r)

Γ(q)

∫ t

0

(t− s)q−1 − (t + δ − s)q−1ds

+
M(‖u0‖+ r)

Γ(q)

∫ t+δ

t

(t + δ − s)q−1ds

≤ H

Γ(q)(1 + β)1−q1

(
t1+β − (t + δ)1+β + δ1+β

)1−q1

+
H

Γ(q)(1 + β)1−q1
δ(1+β)(1−q1)

+
M(‖u0‖+ r)

Γ(q + 1)
(tq − (t + δ)q + δq) +

M(‖u0‖+ r)
Γ(q + 1)

δq

≤ 2H

Γ(q)(1 + β)1−q1
δ(1+β)(1−q1) +

2M(‖u0‖+ r)
Γ(q + 1)

δq.

As δ → 0, the right-hand side of the above inequality tends to zero.
Therefore Pu + Qv ∈ C(J,X).
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Moreover, for all t ∈ J , we get

‖(Pu)(t) + (Qv)(t)− u0‖

≤ H

Γ(q)

(∫ t

0

(t− s)βds

)1−q1

+
M(‖u0‖+ r)

Γ(q)

∫ t

0

(t− s)q−1ds

≤ HT (1+β)(1−q1)

Γ(q)(1 + β)1−q1
+

M(‖u0‖+ r)T q

Γ(q + 1)

≤
[

HT (1+β)(1−q1)

Γ(q)(1 + β)1−q1
+

M‖u0‖T q

Γ(q + 1)

]
+

MT q

Γ(q + 1)
r

≤ r,

which implies that Pu + Qv ∈ Cr.
Step 2: Q is a contraction operator.
For arbitrary u, v ∈ Cr, we have

‖Qu−Qv‖ ≤ M

Γ(q)

(∫ t

0

(t− s)q−1ds

)
‖u− v‖C

≤ MT q

Γ(q + 1)
‖u− v‖C ,

which implies that

‖Qu−Qv‖C ≤ ΩM,T,q‖u− v‖C .

From the condition (3.2), we know that Q is a contraction operator.
Step 3: We show that P is a complete continuous operator.
For that, let {un} be a sequence of Cr such that un → u in Cr. Then,

f(s, un(s)) → f(s, u(s)) as n →∞ due to the hypotheses [H2].
Now, for all t ∈ J , we have

‖(Pun)(t)− (Pu)(t)‖ ≤ 1
Γ(q)

∫ t

0

(t− s)q−1‖f(s, un(s))− f(s, u(s))‖ds.

On the one other hand using [H3], we get for each t ∈ J ,

‖f(s, un(s))− f(s, u(s))‖ ≤ 2h(s) ∈ L
1

q1 (J).

On the other hand, using the fact that the functions s → 2h(s)(t− s)q−1 is integrable
on J , by means of the Lebesgue Dominated Convergence Theorem yields∫ t

0

(t− s)q−1‖f(s, un(s))− f(s, u(s))‖ds → 0.

Thus, Pun → Pu as n →∞ which implies that P is continuous.
Let {un} be a sequence on Cr then

(Pun)(t) =
1

Γ(q)

∫ t

0

(t− s)q−1f(s, un(s))ds,
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for all t ∈ J , using Hölder inequality, we have

‖(Pun)(t)‖ ≤ 1
Γ(q)

∫ t

0

(t− s)q−1h(s)ds

≤ HT (1+β)(1−q1)

Γ(q)(1 + β)1−q1
.

This yields that the sequence {Pun} is uniformly bounded.
Now, we need to prove that {Pun} be equicontinuous.
For 0 ≤ t1 < t2 ≤ T , we get

‖(Pun)(t2)− (Pun)(t1)‖

≤ 1
Γ(q)

∫ t1

0

[(t1 − s)q−1 − (t2 − s)q−1]h(s)ds

+
1

Γ(q)

∫ t2

t1

(t2 − s)q−1h(s)ds

≤ 1
Γ(q)

(∫ t1

0

[(t1 − s)q−1 − (t2 − s)q−1]
1

1−q1 ds

)1−q1 (∫ t1

0

(h(s))
1

q1 ds

)q1

+
1

Γ(q)

(∫ t2

t1

[(t2 − s)q−1]
1

1−q1 ds

)1−q1 (∫ t2

t1

(h(s))
1

q1 ds

)q1

≤ H

Γ(q)

(∫ t1

0

(t1 − s)β − (t2 − s)βds

)1−q1

+
H

Γ(q)

(∫ t2

t1

(t2 − s)βds

)1−q1

≤ H

Γ(q)(1 + β)1−q1

(
t1+β
1 − t1+β

2 + (t2 − t1)1+β
)1−q1

+
H

Γ(q)(1 + β)1−q1
(t2 − t1)(1+β)(1−q1)

≤ 2H

Γ(q)(1 + β)1−q1
(t2 − t1)(1+β)(1−q1).

As t2 → t1, the right-hand side of the above inequality tends to zero. Therefore {Pun}
is equicontinuous.

In view of the condition [H4] and Mazur Lemma, we know that convK is com-
pact.

For any t∗ ∈ J ,

(Pun)(t∗) =
1

Γ(q)
lim

k→∞

k∑
i=1

t∗

k
(t∗ − it∗

k
)q−1f(

it∗

k
, un(

it∗

k
))

=
t∗

Γ(q)
ζn,
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where

ζn = lim
k→∞

k∑
i=1

1
k

(t∗ − it∗

k
)q−1f(

it∗

k
, un(

it∗

k
)).

Since convK is convex and compact, we know that ζn ∈ convK. Hence, for any t∗ ∈ J ,
the set {Pun} (n = 1, 2, · · · ) is relatively compact. From Ascoli-Arzela theorem every
{Pun(t)} contains a uniformly convergent subsequence {Punk

(t)} (k = 1, 2, · · · ) on
J . Thus, the set {Pu : u ∈ Cr} is relatively compact.

Therefore, the continuity of P and relatively compactness of the set {Pu : u ∈
Cr} implies that P is a completely continuous operator. By Krasnoselskii’s fixed point
theorem, we get that P +Q has a fixed point in Cr. Then system (1.1) has a solution
on t ∈ J , and this completes the proof. �

Now we assume the following hypotheses:
[H5]: There exist a q2 ∈ [0, q) and a real-valued function µ(t) ∈ L

1
q2 (J) such that

‖f(t, u)− f(t, v)‖ ≤ µ(t)‖u− v‖, for all u, v ∈ X, t ∈ J.

[H6]: Let

ΦK,M,T,q,q2 =
KT (1+β′)(1−q2)

Γ(q)(1 + β′)1−q2
+

MT q

Γ(q + 1)
< 1

where K = ‖µ‖
L

1
q2 (J)

, β′ = q−1
1−q2

∈ (−1, 0).

Theorem 3.4. Assume that [H1]–[H3], [H5]–[H6] hold. Then the system (1.1) has a
unique solution.

Proof. We define a operator F by

(Fu)(t) = u0 +
1

Γ(q)

∫ t

0

(t− s)q−1A(s)u(s)ds +
1

Γ(q)

∫ t

0

(t− s)q−1f(s, u(s))ds.

Therefore, the existence of a solution of the system (1.1) is equivalent to that the
operator F has a fixed point in Cr, where r is given in (3.3).

We can show that F (Cr) ⊆ Cr. In fact, for any u, v ∈ Cr, by using Hölder
inequality we get

‖(Fu)(t)− (Fv)(t)‖ ≤ K‖u− v‖C

Γ(q)

(∫ t

0

(t− s)β′ds

)1−q2

+
M

Γ(q)

(∫ t

0

(t− s)q−1ds

)
‖u− v‖C

≤

[
KT (1+β′)(1−q2)

Γ(q)(1 + β′)1−q2
+

MT q

Γ(q + 1)

]
‖u− v‖C .

Hence,
‖Fu− Fv‖C ≤ ΦK,M,T,q,q2‖u− v‖C .

In view of [H6], by applying the Banach contraction mapping principle we know that
the operator F has a unique fixed point in Cr. Therefore, the system (1.1) has a
unique solution. The proof is completed. �
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Some properties of certain class of multivalent
analytic functions
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Abstract. In this paper we introduce a certain general class Φβ
p (a, c, A, B) (β ≥ 0,

a > 0, c > 0, −1 ≤ B < A ≤ 1, p ∈ N = {1, 2, ...}) of multivalent analytic
functions in the open unit disc U = {z : |z| < 1} involving the linear operator
Lp(a, c). The aim of the present paper is to investigate various properties and
characteristics of this class by using the techniques of Briot-Bouquet differential
subordination. Also we obtain coefficient estimates and maximization theorem
concerning the coefficients.

Mathematics Subject Classification (2010): 30C45.

Keywords: Analytic, multivalent, differential subordination.

1. Introduction

Let A(p) denote the class of functions of the form:

f(z) = zp +
∞∑

k=1

ap+kz
p+k (p ∈ N = {1, 2, ....}), (1.1)

which are analytic and p-valent in the open unit disc U = {z : |z| < 1}. Let Ω denotes
the class of bounded analytic functions w(0) = 0 and |w(z)| ≤ |z| for z ∈ U . If f and
g are analytic in U , we say that f subordinate to g, written symbolically as follows:

f ≺ g (z ∈ U) or f(z) ≺ g(z),

if there exists a Schwarz function w, which (by definition) is analytic in U with
w(0) = 0 and |w(z)| < 1 (z ∈ U) such that f(z) = g(w(z)) (z ∈ U). In particular, if
the function g(z) is univalent in U , then we have the following equivalence (cf., e.g.,
[5], [18]; see also [19, p. 4]):

f(z) ≺ g(z) ⇔ f(0) = g(0) and f(U) ⊂ g(U).
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For functions f(z) ∈ A(p), given by (1.1), and g(z) ∈ A(p) given by

g(z) = zp +
∞∑

k=1

bp+kz
p+k (p ∈ N), (1.2)

then the Hadamard product (or convolution) of f(z) and g(z) is defined by

(f ∗ g)(z) = zp +
∞∑

k=1

ap+kbp+kz
p+k = (g ∗ f)(z) . (1.3)

We now define the function ϕp(a, c; z) by

ϕp(a, c; z) = zp +
∞∑

k=1

(a)k

(c)k
zp+k

(
z ∈ U ; a ∈ R; c ∈ R\Z−0 : Z−0 = {0,−1,−2, ...}

)
,

(1.4)
where (λ)ν denoted the Pochhammer symbol defined (for λ, ν ∈ C and in terms of
the Gamma function) by

(λ)ν =
Γ(λ+ ν)

Γ(λ)
=

{
1 (ν = 0;λ ∈ C\{0}),
λ(λ+ 1)...(λ+ n− 1) (ν ∈ N ;λ ∈ C).

(1.5)

With the aid of the function ϕp(a, c; z) defined by (1.4), we consider a function
ϕ+

p (a, c; z) given by the following convolution:

ϕp(a, c; z) ∗ ϕ+
p (a, c; z) =

zp

(1− z)λ+p
(λ > −p ; z ∈ U), (1.6)

which yields the following family of linear operator Iλ
p (a, c):

Iλ
p (a, c)f(z) = ϕ+

p (a, c; z) ∗ f(z) (a, c ∈ R\Z−0 ;λ > −p; z ∈ U) . (1.7)

For a function f(z) ∈ A(p), given by (1.1), it is easily seen from (1.6) that

Iλ
p (a, c)f(z) = zp +

∞∑
k=1

(c)k(λ+ p)k

(a)k(1)k
ap+kz

p+k (z ∈ U) . (1.8)

It is readily verified from the definition (1.8) that

z
(
Iλ
p (a, c)f(z)

)′
= (a− 1)Iλ

p (a− 1, c)f(z) + (p+ 1− a)Iλ
p (a, c)f(z) . (1.9)

The operator Iλ
p (a, c) was recently introduced by Cho et al. [6].

We observe also that:
(i) I1

p(p+ 1, 1)f(z) = f(z) and I1
p(p, 1)f(z) = zf

′
(z)

p ;
(ii) In

p (a, a)f(z) = Dn+p−1f(z) (n > −p), whereDn+p−1f(z) is the (n+p−1)−th
order Ruscheweyh derivative of a function f(z) ∈ A(p) (see Kumar and Shukla [15]);

(iii) Iδ
p(δ+p+1, 1)f(z) = Fδ,p(f)(z) (δ > −p), where Fδ,p(f)(z) is the generalized

Bernardi-Livingston operator (see [7]), defined by

Fδ,p(f)(z) =
δ + p

zδ

z∫
0

tδ−1f(t)dt = zp +
∞∑

k=1

(
δ + p

δ + p+ k

)
ap+kz

p+k(δ > −p; p ∈ N);

(1.10)
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(iv) I1
p(n + p, 1)f(z) = In,pf(z) (n > −p), where the operator In,p is the

(n+ p− 1)− th Noor operator, considered by Liu and Noor [16];
(v) I1

p(p+ 1− µ, 1)f(z) = Ω(µ,p)
z f(z)(−∞ < µ < p+ 1), where Ω(µ,p)

z

(−∞ < µ < p+ 1) is the extended fractional differential integral operator (see [26]),
defined by

Ω(µ,p)
z f(z) = zp +

∞∑
k=1

Γ(k + p+ 1)Γ(p+ 1− µ)
Γ(p+ 1)Γ(k + p+ 1− µ)

ap+kz
p+k

=
Γ(p+ 1− µ)

Γ(p+ 1)
zµDµ

z f(z) (−∞ < µ < p+ 1; z ∈ U), (1.11)

where Dµ
z f(z) is, respectively, the fractional integral of f(z) of order −µ when −∞ <

µ < 0 and the fractional derivative of f(z) of order µ when 0 ≤ µ < p + 1 (see, for
details [23], [25] and [26]). The fractional differential operator Ω(µ,p)

z with 0 ≤ µ < 1
was investigated by Srivastava and Aouf [29].

Making use of the operator Iλ
p (a, c), we now introduce a subclass of A(p) as

follows:

Definition 1.1. A function f(z) ∈ A(p) is said to be in the class Φβ
p (λ, a, c, A,B)

(β > 0, a, c ∈ R\Z−0 , a > 1; λ > −p, p ∈ N, −1 ≤ B < A ≤ 1) if and only if it
satisfies

(1− β)
Iλ
p (a, c)f(z)

zp
+ β

Iλ
p (a− 1, c)f(z)

zp
≺ 1 +Az

1 +Bz
(z ∈ U). (1.12)

By specializing the parameters β, λ, a, c, A and B, we obtain the following sub-
classes of analytic functions studied by various authors:

(i) Φ1
p(1, p+ 1, 1, 1, 1

M − 1) = Sp(M) (M > 1
2 ) (Sohi [28]);

(ii) Φ1
p(1, p+1, 1, β[B+(A−B)(p−α)], βB) = Sp(α, β,A,B), 0 ≤ α < p, p ∈ N ,

0 < β ≤ 1 (see Aouf [2]);
(iii) Φ1

p(1, p + 1, 1, [B + (A − B)(p − α)], B) = Sp(A,B, α), 0 ≤ α < p, p ∈ N
(see Aouf and Chen [4]);

(iv) Φ1
1(1, 2, 1, 1,

1
M − 1) = R(M) (M > 1

2 ) (see Goel [9]);
(v) Φ1

1(1, 2, 1, 2αβ − 1, 2β − 1) = R1(α, β) (0 ≤ α < 1, 0 < β ≤ 1) (see Mogra
[20]);

(vi) Φ1
1(1, 2, 1, (1 − 2α)β,−β) = R(α, β) (0 ≤ α < 1, 0 < β ≤ 1) (see Juneja

and Mogra [12]);
(vii) Φ1

p(1, 2, 1, (1 − 2α)β,−β) = Sp(α, β) (0 ≤ α < 1, 0 < β ≤ 1) (see Owa
[24]);

(viii) Φ1
1(n+1, a, a−1, A,B) = Vn(A,B) (n ∈ N0 = N ∪{0}) (see Kumar [14]);

(ix) Φ1
1(n+1, a, a−1, [B+(A−B)(1−α)], B) = Vn(A,B, α) (n ∈ N0, 0 ≤ α < 1)

(see Aouf [3]);
(x) Φβ

p (λ, a, c, 1, 1
M − 1) = Φβ

p [λ, a, c,M ] (M > 1
2 ), where Φβ

p [λ, a, c,M ] denotes
the class of functions f(z) ∈ A(p) satisfying the condition:
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∣∣∣∣∣
[
(1− β)

Iλ
p (a, c)f(z)

zp
+ β

Iλ
p (a− 1, c)f(z)

zp

]
−M

∣∣∣∣∣ < M (M >
1
2
; z ∈ U) ;

(xi) Φ1
p(1, p + 1 − µ, 1, 1, 1

M − 1) = Φp[µ,M ] (M > 1
2 ,−∞ < µ < p), where

Φp[µ,M ] denotes the class of functions f(z) ∈ A(p) satisfying the condition:∣∣∣∣∣Ω(µ,1+p)
z f(z)

zp
−M

∣∣∣∣∣ < M (M >
1
2
;−∞ < µ < p; z ∈ U) .

2. Preliminaries

To establish our main results, we shall need the following lemmas.

Lemma 2.1. [11] Let h be a convex (univalent) in U with h(0) = 1 and let the function
ϕ given by

ϕ(z) = 1 + d1z + d2z
2 + ..., (2.1)

is analytic in U . If

ϕ(z) +
1
γ
zϕ

′
(z) ≺ h(z) (z ∈ U), (2.2)

where γ 6= 0 and Re(γ) ≥ 0, then

ϕ(z) ≺ ψ(z) =
γ

zγ

z∫
0

tγ−1h(t)dt ≺ h(z) (z ∈ U),

and ψ is the best dominant of (2.2).

Lemma 2.2. [27] Let Φ(z) be analytic in U with

Φ(0) = 1 and Re {Φ(z)} > 1
2

(z ∈ U) .

Then, for any F (z) analytic in U , the set (Φ ∗ F )(U) is contained in the convex hull
of F (U), i.e., (Φ ∗ F )U ⊂ co F (U).

For complex numbers a, b and c(c 6= 0,−1,−2, ...), the Gaussian hypergeometric
function is defined by

2F1(a, b; c; z) = 1 +
a.b

c

z

1!
+
a(a+ 1)b(b+ 1)

c(c+ 1)
z2

2!
+ ..., z ∈ U . (2.3)

We note that the above series converges absolutely for z ∈ U and hence represents an
analytic function in U (see, for details, [30, Chapter 14]).

Each of the identities (asserted by Lemmas below) is well-known (cf., e.g., [30,
Chapter 14]).
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Lemma 2.3. [30] For complex numbers a, b and c (c 6= 0,−1,−2, ...), the next equalities
hold:

1∫
0

tb−1(1− t)c−b−1(1− tz)−adt =
Γ(b)Γ(c− b)

Γ(c) 2F1(a, b; c; z), (2.4)

(Re(c) > Re(b) > 0),

2F1(a, b; c; z) = (1− z)−a
2F1(a, c− b; c;

z

z − 1
); (2.5)

and
(b+ 1) 2F1(1, b; b+ 1; z) = (b+ 1) + bz 2F1(1, b+ 1; b+ 2; z) . (2.6)

Lemma 2.4. [13] Let w(z) =
∞∑

k=1

dkz
k ∈ Ω, if ν is any complex number, then

∣∣d2 − νd2
1

∣∣ ≤ max {1, |ν|} . (2.7)

Equality may be attained with the functions w(z) = z2 and w(z) = z.

3. Main results

Unless otherwise mentioned, we assume throughout of this paper that β > 0,
a, c ∈ R\Z−0 , λ > −p, p ∈ N and −1 ≤ B < A ≤ 1.

Theorem 3.1. Let the function f defined by (1.1) be in the class Φβ
p (λ, a, c, A,B).

Then
Iλ
p (a, c)f(z)

zp
≺ Q(z) ≺ 1 +Az

1 +Bz
(z ∈ U), (3.1)

where the function Q(z) given by

Q(z) =


A

B
+ (1− A

B
)(1 +Bz)−1

2F1(1, 1,
a− 1
β

+ 1,
Bz

Bz + 1
) , B 6= 0,

1 +
a− 1

a− 1 + β
Az , B = 0,

is the best dominant of (3.1). Furthermore,

Re

{
Iλ
p (a, c)f(z)

zp

}
> η(β, a,A,B) (z ∈ U), (3.2)

where

η(β, a,A,B) =


A

B
+ (1− A

B
)(1−B)−1

2F1(1, 1,
a− 1
β

+ 1,
B

B − 1
) , B 6= 0,

1− a− 1
a− 1 + β

A , B = 0.

The estimate in (3.2) is the best possible.
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Proof. Consider the function ϕ(z) defined by

ϕ(z) =
Iλ
p (a, c)f(z)

zp
(z ∈ U) . (3.3)

Then ϕ(z) is of the form (2.1) and is analytic in U . Differentiating (3.3) logarithmically
with respect to z and using the identity (1.9) in the resulting equation, we obtain

(1− β)
Iλ
p (a, c)f(z)

zp
+ β

Iλ
p (a− 1, c)f(z)

zp
= ϕ(z) +

zϕ
′
(z)

(a− 1)/β
≺ 1 +Az

1 +Bz
(z ∈ U).

Now, by using Lemma 2.1 for γ = a−1
β , we deduce that

Iλ
p (a, c)f(z)

zp
≺ Q(z) =

a− 1
β

z
1−a

β

z∫
0

t
a−1

β −1

(
1 +At

1 +Bt

)
dt

=


A

B
+ (1− A

B
)(1 +Bz)−1

2F1(1, 1,
a− 1
β

+ 1;
Bz

Bz + 1
) , B 6= 0,

1 +
a− 1

a− 1 + β
Az , B = 0,

by change of variables followed by use of the identities (2.4), (2.5) and (2.6) (with
a = 1, c = b+ 1, b = a−1

β ). This proves the assertion (3.1) of Theorem 3.1.
Next, in order to prove the assertion (3.2) of Theorem 3.1, it suffices to show

that
inf
|z|<1

{Re(Q(z)} = Q(−1) . (3.4)

Indeed we have, for |z| ≤ r < 1,

Re
(

1 +Az

1 +Bz

)
≥ 1−Ar

1−Br
.

Upon setting

g(s, z) =
1 +Asz

1 +Bsz
and dν(s) =

(
a− 1
β

)
s

a−1
β ds (0 ≤ s ≤ 1) ,

which is a positive measure on the closed interval [0, 1], we get

Q(z) =

1∫
0

g(s, z)dν(s) ,

so that

Re {Q(z)} ≥
1∫

0

(
1−Asr

1−Bsr

)
dv(s) = Q(−r) (|z| ≤ r < 1).

Letting r → 1− in the above inequality, we obtain the assertion (3.2) of Theorem
3.1. Finally, the estimate in (3.2) is the best possible as the function Q(z) is the best
dominant of (3.1).
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Corollary 3.2. For 0 < β2 < β1, we have

Φβ1
p (λ, a, c, A,B) ⊂ Φβ2

p (λ, a, c, A,B) .

Proof. Let f ∈ Φβ1
p (λ, a, c, A,B). Then by Theorem 3.1, we have

Iλ
p (a, c)f(z)

zp
≺ 1 +Az

1 +Bz
(z ∈ U).

Since

(1− β2)
Iλ
p (a, c)f(z)

zp
+ β2

Iλ
p (a− 1, c)f(z)

zp

=
(

1− β2

β1

)
Iλ
p (a, c)f(z)

zp
+
β2

β1

{
(1− β1)

Iλ
p (a, c)f(z)

zp
+ β1

Iλ
p (a− 1, c)f(z)

zp

}

≺ 1 +Az

1 +Bz
(z ∈ U) ,

we see that f ∈ Φβ2
p (λ, a, c, A,B). This proves Corollary 3.2.

Taking β = c = 1, a = δ + p+ 1 (δ > −p), λ = δ, A = 1− 2α
p (0 ≤ α < p) and

B = −1 in Theorem 3.1, we obtain the the following corollary.

Corollary 3.3. If f ∈ A(p) satisfies

Re
{
f(z)
zp

}
>
α

p
(0 ≤ α < p; z ∈ U) ,

then the function Fδ,p(f)(z) defined by (1.10) satisfies

Re
{
Fδ,p(f)(z)

zp

}
>
α

p
+

(
1− α

p

) [
2F1(1, 1; p+ δ + 1;

1
2
)− 1

]
(z ∈ U) .

The result is the best possible.

Remark 3.4. We note that Corollary 3.3 improves the corresponding result obtained
by Obradovic [22] for p = 1.

Taking λ = β = c = 1, a = p + 1 − µ, −∞ < µ < p, A = 1 − 2α
p (0 ≤ α < p)

B = −1 in Theorem 3.1, we obtain the following corollary.

Corollary 3.5. Let the function f(z) given by (1.1) satisfy

Re

{
Ω(1+µ,p)

z f(z)
zp

}
>
α

p
(−∞ < µ < p; 0 ≤ α < p; p ∈ N ; z ∈ U) .

Then

Re

{
Ω(µ,p)

z f(z)
zp

}
>
α

p
+

(
1− α

p

) [
2F1(1, 1; p+ 1− µ;

1
2
)− 1

]
(z ∈ U) .

The result is the best possible.

Taking µ = 0 in Corollary 3.5, we obtain the following corollary.
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Corollary 3.6. Let the function f(z) given by (1.1) satisfy

Re

{
f
′
(z)

zp−1

}
> α (0 ≤ α < p; z ∈ U) ,

Then

Re
{
f(z)
zp

}
>
α

p
+

(
1− α

p

) [
2F1(1, 1; p+ 1;

1
2
)− 1

]
(z ∈ U) .

The result is the best possible.

Remark 3.7. We note that Corollary 3.6 improves the corresponding result obtained
by Lee and Owa [17, Theorem 1] with n = 1.

Remark 3.8. If f ∈ A(p) satisfies Re
{
f
′
(z)/zp−1

}
> α (0 ≤ α < p; z ∈ U), then with

the aid of Corollaries 2 and 4, we deduce that

Re
{
Fδ,p(f)(z)

zp

}
>
α

p
+

(
1− α

p

) [(
2F1(1, 1; p+ 1;

1
2
)− 1

)

+
(

2F1(1, 1; p+ δ + 1;
1
2
)− 1

) (
2−

(
2F1(1, 1; p+ 1;

1
2
)
))]

,

which improve the result of Fukui et al. [8] for p = 1.

Corollary 3.9. Let the function f(z) given by (1.1) satisfy

Re
{
In
p (n− 1, n)f(z)

zp

}
>
α

p
(0 ≤ α < p; z ∈ U) ,

Then

Re
{
Dn+p−1f(z)

zp

}
>
α

p
+

(
1− α

p

) [
2F1(1, 1;n;

1
2
)− 1

]
(z ∈ U) .

The result is the best possible.

Theorem 3.10. Let f(z) ∈ Φ0
p(λ, a, c, A,B) and let the function Fδ,p(f)(z) defined by

(1.10). Then
Iλ
p (a, c)Fδ,p(f)(z)

zp
≺ q(z) ≺ 1 +Az

1 +Bz
, (3.5)

where the function q(z) given by

q(z) =


A

B
+ (1− A

B
)(1 +Bz)−1

2F1(1, 1, p+ δ + 1;
Bz

Bz + 1
) , B 6= 0

1 +
p+ δ

p+ δ + 1
Az , B = 0.

is the best dominant of (3.5). Furthermore,

Re

{
Iλ
p (a, c)Fδ,p(f)(z)

zp

}
> ζ∗ (z ∈ U) , (3.6)
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where

ζ∗ =


A

B
+ (1− A

B
)(1−B)−1

2F1(1, 1; p+ δ + 1;
B

B − 1
) , B 6= 0 ,

1− p+ δ

p+ δ + 1
A , B = 0 .

The estimate in (3.6) is the best possible.

Proof. From (1.10) it follows that

z
(
Iλ
p (a, c)Fδ,p(f)(z)

)′
= (δ + p)Iλ

p (a, c)f(z)− δIλ
p (a, c)Fδ,p(f)(z) . (3.7)

By setting

ϕ(z) =
Iλ
p (a, c)Fδ,p(f)(z)

zp
(z ∈ U) , (3.8)

we note that ϕ(z) is of the form (2.1) and is analytic in U . Differentiating (3.8) with
respect to z and using the identity (3.7) in the resulting equation, we get

ϕ(z) +
zϕ

′
(z)

δ + p
=
Iλ
p (a, c)f(z)

zp
≺ 1 +Az

1 +Bz
(z ∈ U) ,

which with the aid of Lemma 2.1 with γ = δ + p, yields

Iλ
p (a, c)Fδ,p(f)(z)

zp
≺ q(z) = (δ + p)z−(δ+p)

z∫
0

tδ+p−1

(
1 +At

1 +Bt

)
dt . (3.9)

Now the remaining part of Theorem 3.10 follows by employing the techniques that
we used in proving Theorem 3.1 above.

Taking A = 1 − 2α
p (0 ≤ α < p) and B = −1 in Theorem 3.10, we obtain the

following corollary.

Corollary 3.11. If f ∈ A(p) satisfies

Re

{
Iλ
p (a, c)f(z)

zp

}
>
α

p
(0 ≤ α < p; z ∈ U) ,

then

Re

{
Iλ
p (a, c)Fδ,p(f)(z)

zp

}
>
α

p
+

(
1− α

p

) {
2F1(1, 1; p+ δ + 1;

1
2
)− 1

}
(z ∈ U) .

The result is the best possible.

Taking λ = c = 1 and a = p in Corollary 3.11, we get the following corollary
which in turn improves the corresponding result of Fukui et al. [8] for p = 1.

Corollary 3.12. If f ∈ A(p) satisfies

Re

{
f
′
(z)

zp−1

}
> α (0 ≤ α < p; z ∈ U) ,
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then

Re

{
F

′

δ,p(f)(z)
zp−1

}
> α+ (p− α)

{
2F1(1, 1; p+ δ + 1;

1
2
)− 1

}
(z ∈ U) .

The result is the best possible.

Taking λ = c = 1 and a = p+ 1−µ (−∞ < µ < p+ 1, p ∈ N) in Corollary 3.11,
we obtain the following corollary.

Corollary 3.13. If f(z) ∈ A(p) satisfies

Re

{
Ω(µ,p)

z f(z)
zp

}
>
α

p
(0 ≤ α < p;−∞ < µ < p+ 1; p ∈ N ; z ∈ U) ,

then

Re

{
Ω(µ,p)

z Fδ,p(f)(z)
zp

}
>
α

p
+

(
1− α

p

) {
2F1(1, 1; p+ δ + 1;

1
2
)− 1

}
(z ∈ U) .

The result is the best possible.

Theorem 3.14. We have

f ∈ Φ0
p(a, c, A,B) ⇔ Fa−p−1(f)(z) ∈ Φ1

p(a, c, A,B)

Proof. Using the identity (3.7) and

z
(
Iλ
p (a, c)Fδ,p(f)(z)

)′
= (a− 1)Iλ

p (a− 1, c)Fδ,p(f)(z) + (p+ 1− a)Iλ
p (a, c)Fδ,p(f)(z) ,

for δ = a− p− 1, we deduce that

Iλ
p (a, c)f(z) = Iλ

p (a− 1, c)Fa−p−1(f)(z)

and the assertion of Theorem 3.14 follows by using the definition of the class
Φβ

p (a, c, A,B).

Theorem 3.15. If f , given by (1.1), belongs to the class Φβ
p (a, c, A,B), then

|ap+k| ≤
(A−B)(a− 1)k+1

(a− 1 + βk)(c)k

(1)k

(λ+ p)k
(k ≥ 1) . (3.10)

The result is sharp.

Proof. Since f ∈ Φβ
p (a, c, A,B), we have

(1− β)
Iλ
p (a, c)f(z)

zp
+ β

Iλ
p (a− 1, c)f(z)

zp
= p(z) , (3.11)

where p(z) = 1 +
∞∑

k=1

pkz
k ∈ P (A,B). Substituting the power series expansion of

Iλ
p (a, c)f(z), Iλ

p (a− 1, c)f(z) and p(z) in (3.11) and equating the coefficients of zk on
both sides of the resulting equation, we obtain

(a− 1 + βk)(λ+ k)k

(a− 1)k+1

(c)k

(1)k
ap+k = pk (k ≥ 1) . (3.12)
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Using the well-known [1] coefficient estimates

|pk| ≤ (A−B) (k ≥ 1)

in (3.12), we get the required estimate (3.10).
In order to establish the sharpness of (3.10), consider the functions fk(z) defined

by

(1− β)
Iλ
p (a, c)f(z)

zp
+ β

Iλ
p (a− 1, c)f(z)

zp
=

1 +Azk

1 +Bzk
(k ≥ 1) .

Clearly, fk(z) ∈ Φβ
p (λ, a, c, A,B) for each k ≥ 1. It is easy to see that the functions

fk(z) have the expansion

fk(z) = zp +
(A−B)(a− 1)k+1

(a− 1 + βk)(λ+ p)k

(1)k

(c)k
zp+k + ...

showing that the estimates in (3.10) are sharp.
Taking β = λ = c = A = 1, a = p+1−µ, −∞ < µ < p and B = 1

M −1 (M > 1
2 )

in Theorem 3.15, we obtain the following corollary.

Corollary 3.16. If f , given by (1.1), belongs to the class Φp[µ,M ], then

|ap+k| ≤
(

2M−1
M

)
(p− µ)k

(p+ 1)k
(k ≥ 1) .

The result is sharp.

Theorem 3.17. Let f , given by (1.1), belongs to the class Φβ
p (λ, a, c, A,B) and ζ is

any complex number. Then∣∣ap+2 − ζa2
p+1

∣∣ ≤ (A−B)(a− 1)3(1)2
(c)2(λ+ p)2(a− 1 + 2β)

max
{

1 ,∣∣∣∣B + ζ
(A−B)(a− 1)2(λ+ p+ 1)(c+ 1)(a− 1 + 2β)

2c(a+ 1)(λ+ p)(a− 1 + β)2

∣∣∣∣} . (3.13)

The result is sharp.

Proof. From (1.12), we have

(1− β)
Iλ
p (a, c)f(z)

zp
+ β

Iλ
p (a− 1, c)f(z)

zp
− 1

=

[
A−B

{
(1− β)

Iλ
p (a, c)f(z)

zp
+ β

Iλ
p (a− 1, c)f(z)

zp

}]
w(z), (3.14)

where

w(z) =
∞∑

k=1

dkz
k ∈ Ω.

Substituting the power series expansion of Iλ
p (a, c)f(z), Iλ

p (a− 1, c)f(z) and w(z) in
(3.14), and equating the coefficients of z and z2 we obtain

ap+1 =
(A−B)(a− 1)2

(a− 1 + β)(c)(λ+ p)
d1 (3.15)
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and

ap+2 =
2(A−B)(a− 1)3

(a− 1 + 2β)(c)2(λ+ p)2
(d2 −Bd2

1) . (3.16)

Using (2.7), (3.15) and (3.16), we get:∣∣ap+2 − ζa2
p+1

∣∣ =
(A−B)(a− 1)3

(c)2(λ+ p)2(a− 1 + 2β)

∣∣d2 − νd2
1

∣∣ ,
where

ν = B + ζ
(A−B)(a− 1 + 2β)(c+ 1)(λ+ p+ 1)(a− 1)2

2c(a+ 1)(a− 1 + β)2(λ+ p)

Since (2.7) is sharp, (3.13) is also sharp.
Taking β = λ = c = A = 1, a = p+1−µ (−∞ < µ < p) and B = 1

M −1 (M > 1
2 )

in Theorem 3.17, we obtain the following corollary.

Corollary 3.18. If f , given by (1.1), belongs to the class Φp[µ,M ], then

∣∣ap+2 − ζa2
p+1

∣∣ ≤ (
2M−1

M

)
(p− µ)3

(1 + p)2(p+ 2− µ)
max

{
1,

∣∣∣∣∣ 1
M

− 1 + ζ

(
2M−1

M

)
(p− µ)(p+ 2)

(p+ 1− µ)(p+ 1)

}∣∣∣∣∣ .
The result is sharp.

Theorem 3.19. Let f ∈ Φβ
p (a, c, A,B) and g ∈ A(p) with Re

(
g(z)
zp

)
> 1

2 (z ∈ U).

Then h = f ∗ g ∈ Φβ
p (a, c, A,B).

Proof. We have

(1− β)
Iλ
p (a, c)h(z)

zp
+ β

Iλ
p (a− 1, c)h(z)

zp

=

{
(1− β)

Iλ
p (a, c)f(z)

zp
+ β

Iλ
p (a− 1, c)f(z)

zp

}
∗ g(z)
zp

(z ∈ U). (3.17)

Since Re
{
g(z)
zp

}
> 1

2 (z ∈ U) and the function
1 +Az

1 +Bz
is convex (univalent) in U ,

it follows from (3.17) and Lemma 2.2 that h(z) = (f ∗ g)(z) ∈ Φβ
p (a, c, A,B). This

completes the proof of Theorem 3.19.

Corollary 3.20. Let f ∈ Φβ
p (a, c, A,B) and g(z) ∈ A(p) satisfy

Re

{
(1− µ)

g(z)
zp

+ µ
g
′
(z)

pzp−1

}
>

3− 2 2F1(1, 1; p
µ + 1; 1

2 )

2
[
2− 2F1(1, 1; p

µ + 1; 1
2 )

] , (µ > 0; z ∈ U). (3.18)

Then f ∗ g ∈ Φβ
p (a, c, A,B).
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Proof. From Theorem 3.1 (for a = p+1, c = 1, β = µ > 0,A =
2F1(1, 1; p

µ + 1; 1
2 )− 1

2− 2F1(1, 1; p
µ + 1; 1

2 )
and B = −1), condition (3.18) implies

Re
{
g(z)
zp

}
>

1
2

(z ∈ U) .

Using this, it follows from Theorem 3.19, that (f ∗ g)(z) ∈ Φβ
p (a, c, A,B).

Theorem 3.21. If each of the functions f(z) given by (1.1) and

g(z) = zp +
∞∑

k=1

bp+kz
p+k

belongs to the class Φβ
p (λ, a, c, A,B), then so does the function

h(z) = (1− β)Iλ
p (a, c)(f ∗ g)(z) + βIλ

p (a− 1, c)(f ∗ g)(z) .

Proof. Since f ∈ Φβ
p (a, c, A,B), it follows from (3.14) that∣∣∣∣∣(1− β)

Iλ
p (a, c)f(z)

zp
+ β

Iλ
p (a− 1, c)f(z)

zp
− 1

∣∣∣∣∣
<

∣∣∣∣∣A−B

{
(1− β)

Iλ
p (a, c)f(z)

zp
+ β

Iλ
p (a− 1, c)f(z)

zp

}∣∣∣∣∣ ,
which is equivalent to∣∣∣∣∣(1− β)

Iλ
p (a, c)f(z)

zp
+ β

Iλ
p (a− 1, c)f(z)

zp
− ξ

∣∣∣∣∣ < η (z ∈ U) , (3.19)

where ξ =
1−AB

1−B2
and η =

A−B

1−B2
. It is known [21] that H(z) =

∞∑
k=0

hkz
k is analytic

in U and |H(z)| ≤M , then
∞∑

k=0

|hk|2 ≤M2 . (3.20)

Applying (3.18) to (3.19), we get

(1− ξ)2 +
∞∑

k=1

{
(a− 1 + βk)(c)k(λ+ p)k

(a− 1)k+1(1)k

}2

|ap+k|2 ≤ η2 ,

that is, that
∞∑

k=1

{
(a− 1 + βk)(c)k(λ+ k)k

(a− 1)k+1(1)k

}2

|ap+k|2 ≤
(A−B)2

1−B2
. (3.21)

Similarly, we have
∞∑

k=1

{
(a− 1 + βk)(c)k(λ+ k)k

(a− 1)k+1(1)k

}2

|bp+k|2 ≤
(A−B)2

1−B2
. (3.22)



38 Mohamed Kamal Aouf, Rabha Mohamed El-Ashwah and Ekram Elsayed Ali

Now, for |z| = r < 1, by applying Cauchy-Schwarz inequality, we find that∣∣∣∣∣(1− β)
Iλ
p (a, c)h(z)

zp
+ β

Iλ
p (a− 1, c)h(z)

zp
− ξ

∣∣∣∣∣
2

=

∣∣∣∣∣(1− ξ) +
∞∑

k=1

{
(a− 1 + βk)(c)k(λ+ p)k

(a− 1)k+1(1)k

}2

ap+kbp+kz
k

∣∣∣∣∣
2

≤ (1− ξ)2 + 2(1− ξ)
∞∑

k=1

{
(a− 1 + βk)(c)k(λ+ p)k

(a− 1)k+1(1)k

}2

|ap+k| |bp+k| rk

+

∣∣∣∣∣
∞∑

k=1

{
(a− 1 + βk)(c)k(λ+ p)k

(a− 1)k+1(1)k

}2

ap+kbp+kz
k

∣∣∣∣∣
2

≤ (1− ξ)2 + 2(1− ξ)

[ ∞∑
k=1

{
(a− 1 + βk)(c)k(λ+ p)k

(a− 1)k+1(1)k

}2

|ap+k|2 rk

] 1
2

.

.

[ ∞∑
k=1

{
(a− 1 + βk)(c)k(λ+ p)k

(a− 1)k+1(1)k

}2

|bp+k|2 rk

] 1
2

+[ ∞∑
k=1

{
(a− 1 + βk)(c)k(λ+ p)k

(a− 1)k+1(1)k

}2

|ap+k|2 rk

]
.

.

[ ∞∑
k=1

{
(a− 1 + βk)(c)k(λ+ p)k

(a− 1)k+1(1)k

}2

|bp+k|2 rk

]

≤ (1− ξ)2 + 2(1− ξ)

[ ∞∑
k=1

{
(a− 1 + βk)(c)k(λ+ p)k

(a− 1)k+1(1)k

}2

|ap+k|2
] 1

2

.

.

[ ∞∑
k=1

{
(a− 1 + βk)(c)k(λ+ p)k

(a− 1)k+1(1)k

}2

|bp+k|2
] 1

2

+[ ∞∑
k=1

{
(a− 1 + βk)(c)k(λ+ p)k

(a− 1)k+1(1)k

}2

|ap+k|2
]
.

.

[ ∞∑
k=1

{
(a− 1 + βk)(c)k(λ+ p)k

(a− 1)k+1(1)k

}2

|bp+k|2
]

≤ (1− ξ)2 + 2(1− ξ)
(A−B)2

1−B2
+

(A−B)4

(1−B2)2

=
{
B(A−B)

1−B2

}2

+ 2
B(A−B)3

(1−B2)2
+

(A−B)4

(1−B2)2
=
A2(A−B)2

(1−B2)2
< η2,

by using (3.21) and (3.22).
Thus, again with the aid of (3.20), we have h ∈ Φβ

p (λ, a, c, A,B).
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Theorem 3.22. Let f ∈ Φβ
p (λ, a, c, A,B) (β > 0) and

Sn(z) = zp +
n−1∑
k=1

ap+kz
p+k (n ≥ 2).

Then for z ∈ U , we have

Re



z∫
0

t−p(Iλ
p (a, c)Sn(t))dt

z


> η(β, a,A,B) ,

where η(β, a,A,B) is defined as in Theorem 3.1.

Proof. Singh and Singh [27] prove that

Re

{
1 +

n−1∑
k=1

zk

k + 1

}
>

1
2

(z ∈ U) . (3.23)

Writing
z∫

0

t−pIλ
p (a, c)Sn(t)dt

z
=
Iλ
p (a, c)f(z)

zp
∗

{
1 +

n−1∑
k=1

zk

k + 1

}
and making use of (3.23), Theorem 3.1 and Lemma 2.2, the assertion of Theorem 3.22
follows at once.

Taking β = λ = c = 1, a = p + 1, A = 1 − 2α
p (0 ≤ α < p) and B = −1 in

Theorem 3.22, we obtain the following corollary.

Corollary 3.23. Let f ∈ A(p) satisfies Re
{

f
′
(z)

zp−1

}
> α (0 ≤ α < p) in U , then

Re



z∫
0

t−pSn(t)dt

z

 >
α

p
+

(
1− α

p

) {
2F1

(
1, 1; p+ 1;

1
2

)
− 1

}
(z ∈ U) .
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On analytic functions with generalized bounded
variation

Ningegowda Ravikumar and Satyanarayana Latha

Abstract. In this paper we study a class introduced by Bhargava and Nanjunda
Rao which unifies a number of classes studied previously by Mocanu and others.
This class includes several known classes of analytic functions such as convex and
starlike functions of order β, α-convex functions, functions with bounded bound-
ary rotation, bounded radius rotation and bounded Mocanu variation. Several
interesting properties like inclusion results, arclength problem, coefficient bounds
and distortion results of this class are discussed.

Mathematics Subject Classification (2010): 30C45, 30C50.

Keywords: Univalent functions with positive real part, bounded boundary and
bounded radius rotation, arc length problems, convex functions starlike functions,
alpha-convex function.

1. First section (Introduction)

Let A denote the class of analytic functions of the form

f(z) = z +
∞∑

n=2

anzn, (1.1)

in the unit disc E = {z; |z| < 1}. Let P designate the class of functions p which are
analytic, have positive real part in E and satisfy p(0) = 1. Let Mk denote the class of
real-valued functions µ(t) of bounded variation on [0, 2π] which satisfy the conditions,∫ 2π

0

dµ(t) = 2, and

∫ 2π

0

|dµ(t)| ≤ k. (1.2)

M2 is clearly the class of nondecreasing functions on [0, 2π] satisfying∫ 2π

0

dµ(t) = 2.
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If µ(t) ∈ Mk with k > 2 we can write µ(t) = α(t)−β(t) where α(t) and β(t) are
both nondecreasing functions on [0, 2π] and satisfy∫ 2π

0

dα(t) ≤ k

2
+ 1, and

∫ 2π

0

dβ(t) ≤ k

2
− 1. (1.3)

Let Pk denote the class of functions p analytic in E such that p(0) = 1, z = reiθ.
and having the representation

p(z) =
1
2

∫ 2π

0

1 + ze−it

1− ze−it
dµ(t), (1.4)

where µ(t) ∈ Mk . This class has been studied by Pinchuk [5] .
Clearly P2 = P . We can write for p(z) ∈ Pk as

p(z) =
1
2

(
k

2
+ 1

)
P1(z)− 1

2

(
k

2
− 1

)
P2(z)

where P1, P2 ∈ P .

Definition 1.1. Let f ∈ A with f(z)f ′(z)
z 6= 0 in E , and let

Jf = Jf (α, b, c) = (1− α)
[
1− 1

c
+

z

c

f ′(z)
f(z)

]
+ α

[
1 +

z

b

f ′′(z)
f ′(z)

]
where α, b 6= 0 and c 6= 0 are complex numbers.

Let Bk(α, b, c) be the class of all fuctions f in E , such that if Jf ∈ Pk for
z ∈ E , k ≥ 2.

This class is a particular case of the class studied earlier by Bhargava and Nan-
junda Rao [1] which unifies and generalizes various classes studied earlier by Robert-
son [6], Moulis [3], Pinchuk [5], Padmanabhan and Parvatham [4], and Khalida Inayat
Noor and Ali Muhammad [2].

For f, g ∈ A given by f(z) = z+
∞∑

n=2

anzn, and g(z) = z+
∞∑

n=2

bnzn the Hardmard

product is given by (f ∗ g)(z) = z +
∞∑

n=2

anbnzn.

Let Γ denote the Gamma function of Euler and G(l,m, n; z) be the analytic
function for z in E defined by

G(l,m, n; z) =
Γ(n)

Γ(l)Γ(n− l)

∫ 1

0

ul−1(1− u)n−l−1(1− zu)−ndu, (1.5)

where <{l} > 0, and,<{l − n} > 0. Also we define

N(α, b, c, r) = r

[
G

(
2b

αc
,M,M + 1, r

)] 1
M

. (1.6)

and

fθ(α, b, c, z) =
[
M

∫ z

0

tM−1(1− eiθt)
−2b

α dt

] 1
M

(1.7)

where M = 1 + (1−α)b
αc , α 6= 0, 0 ≤ θ ≤ 2π.
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2. Second section

We use the following lemmas to prove the main results.

Lemma 2.1. Let p be analytic in E and p(0) = 1, then α ≥ 0, z ∈ E,
(
p + αzp′

p

)
∈ Pk

implies p ∈ Pk.

Lemma 2.2. [7] Let f ∈ A with f(z)f ′(z)
z 6= 0 in E , then f is univalent in E if and

only if for 0 ≤ θ1 < θ2 ≤ 2π and 0 < r < 1, we have∫ θ2

θ1

[
<

{
1 + z

f ′′(z)
f ′(z)

+ (β − 1)z
f ′(z)
f(z)

}
− α=z

f ′(z)
f(z)

]
dθ > −π

with z = reiθ, β > 0 and α real.

Theorem 2.3. f ∈ Bk(α, b, c) , α 6= 0, b 6= 0, c 6= 0, if and only if there is a function
g ∈ Bk(0, b, 1) = Rk such that

f(z) =

[
M

∫ z

0

tM−1

(
g(t)
t

) b
α

dt

] 1
M

, (2.1)

where M = 1 + (1−α)b
αc .

Proof. Using ( 2.1) we get,

(1− α)
z

c

f ′(z)
f(z)

+
α

b
z
f ′′(z)
f ′(z)

=
1− α

c
+ z

g′(z)
g(z)

− 1

(1− α)
[
1− 1

c
+

z

c

f ′(z)
f(z)

]
+ α

[
1 +

z

b

f ′′(z)
f ′(z)

]
= z

g′(z)
g(z)

If Jf belongs to Pk, so does the left hand side and conversely. �

Putting c = 1 and b = 1− β in above Theorem we get the following corollary.

Corollary 2.4. [2] f ∈ Bk(α, β) , α 6= 0, if and only if there is a function g ∈
Bk(0, β) = Rk such that

f(z) =

[
M

∫ z

0

tM−1

(
g(t)
t

) 1−β
α

dt

] 1
M

,

where M = 1 + (1−α)(1−β)
α .

Theorem 2.5. Let f ∈ Bk(α, b, c) then the function

g(z) = z

(
f(z)

z

) 1−α
c

(f ′(z))
α
b (2.2)

belongs to Rk for all z ∈ E.
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Proof. Logarithmic differentiation of ( 2.2) yields

z
g′(z)
g(z)

= 1 +
(1− α)

c
z
f ′(z)
f(z)

− (1− α)
c

+
α

b
z
f ′′(z)
f ′(z)

= (1− α)
[
1− 1

c
+

z

c

f ′(z)
f(z)

]
+ α

[
1 +

z

b

f ′′(z)
f ′(z)

]
Since f ∈ Bk(α, b, c) the result follows. �

For the parametric values c = 1 and b = 1− β we get the following result.

Corollary 2.6. [2] Let f ∈ Bk(α, β) then the function

g(z) = z

(
f(z)

z

)1−α

(f ′(z))
α

1−β

belongs to Rk for all z ∈ E.

Remark 2.7. The above Theorem can also be obtained as a particular case of Theorem
3.1 by Bhargava and Nanjunda Rao [1].

Theorem 2.8. Bk(α, b, c) ⊂ Rk, for α > 0, b 6= 0.

Proof. Let zf ′(z)
f(z) = p(z), p analytic in E , with p(0) = 1. Now

1
b

{
(1− α)b

[
1− 1

c
+

z

c

f ′(z)
f(z)

]
+ α

[
b +

zf ′′(z)
f ′(z)

]}
=

α

b

{
(1− α)

αc
b[(c− 1) + p(z)] + α

[
b +

zf ′′(z)
f ′(z)

]}
=

α

b

{
(M − 1)[(c− 1) + p(z)] +

[
b +

zp′(z)
p(z)

+ p(z)− 1
]}

=
α

b

[
Mp(z) +

zp′(z)
p(z)

+ (M − 1)(c− 1) + (b− 1)
]

=
α

b

[
M

{
p(z) +

1
M

zp′(z)
p(z)

}
+ (M − 1)(c− 1) + (b− 1)

]
∈ Pk.

Therefore
{

p(z) + 1
M

zp′(z)
p(z)

}
∈ Pk, and by using Lemma 2.1. it follows that p ∈ Pk,

z ∈ E . This proves that f ∈ Rk. �

Corollary 2.9. [2] Bk(α, β) ⊂ Rk, for α > 0, 0 ≤ β < 1.

Theorem 2.10. i. Bk(α, b, c) ⊂ Bk1(α1, b, c), 0 < α ≤ α1, and k1 = k
(

2α1−α
α

)
.

ii. Bk(α, b, c) ⊂ Bk(α1, b, c), 0 ≤ α1 < α.

Proof. (i) Let f ∈ Bk(α, b, c) then

1
b

{
(1− α1)b

[
1− 1

c
+

z

c

f ′(z)
f(z)

]
+ α1

[
b +

zf ′′(z)
f ′(z)

]}
=

α1

α

{
(1− α)b

[
1− 1

c
+

z

c

f ′(z)
f(z)

]
+ α

[
b +

zf ′′(z)
f ′(z)

]}
− (α1 − α)

α
b

[
1− 1

c
+

z

c

f ′(z)
f(z)

]
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= b

[
α1

α
h1(z)− (α1 − α)

α
h2(z)

]
, h1, h2 ∈ Pk. (2.3)

by using Definition 1.1 and Theorem 2.8. From ( 2.3) it follows that∫ 2π

0

|<Jf |dθ ≤
[
α1

α
+

(α1 − α)
α

]
kπ =

(
2α1 − α

α

)
kπ.

(ii) Let f ∈ Bk(α, b, c). Then

(1− α1)
[
1− 1

c
+

z

c

f ′(z)
f(z)

]
+ α1

[
1 +

z

b

f ′′(z)
f ′(z)

]
=

(
1− α1

α

) [
1− 1

c
+

z

c

f ′(z)
f(z)

]
+

α1

α

{
(1− α)

[
1− 1

c
+

z

c

f ′(z)
f(z)

]
+ α

[
1 +

z

b

f ′′(z)
f ′(z)

]}
=

(
1− α1

α

)
H1(z)+ α1

α H2(z), H1,H2 ∈ Pk, z ∈ E , since Pk is a convex set. Therefore
f ∈ Bk(α1, b, c), for z ∈ E . �

Corollary 2.11. [2]
i. Bk(α, β) ⊂ Bk1(α1, β), 0 < α ≤ α1, and k1 = k

(
2α1−α

α

)
ii. Bk(α, β) ⊂ Bk(α1, β), 0 ≤ α1 < α.

Theorem 2.12. Let f ∈ Bk(α, b, c). Then f is univalent in E for k ≤ 2(3αc−bc+2b−2bα)
bc .

Proof. Since f ∈ Bk(α, b, c), also we have z = reiθ, 0 ≤ r < 1, 0 ≤ θ1 < θ2 ≤ 2π∫ θ2

θ1

<
{

(1− α)
αc

[
c− 1 +

zf ′(z)
f(z)

]
+

1
b

[
1 +

zf ′′(z)
f ′(z)

]}
dθ≥ −

(
k

2
− 1

)
π

α
−

(
b− 1

b

)
2π∫ θ2

θ1

<
{[

1 +
zf ′′(z)
f ′(z)

]
+

[
b(1− α)

αc
− 1

]
zf ′(z)
f(z)

}
dθ

≥ −
[(

k

2
− 1

)
b

α
+ 2(b− 1) +

2(1− α)(c− 1)b
αc

]
π

by using Lemma 2.2, that f is univalent in E if k ≤ 2(3αc−bc+2b−2bα)
bc . �

Corollary 2.13. Let f ∈ Bk(α, β). Then f is univalent in E for k ≤ 2(α+2αβ−β+1)
(1−β) .

Theorem 2.14. Let f ∈ Bk(α, b, c), α > 0 and Lr(f) denote the length of the curve
C = f(reiθ), 0 ≤ θ ≤ 2π and N(r) = max

0≤θ≤2π
|f(reiθ)| , then for 0 < r < 1,

Lr(f) ≤ N(r)b
α

{
k +

(α− 1)
c

[(c− 1)2 + k] +
α

b
(1− b)2

}
π, α > 0.

Proof. We have, z = reiθ

Lr(f) =
∫ 2π

0

|zf ′(z)|dθ =
∫ 2π

0

zf ′(z)e−iarg(zf ′(z))dθ.

On integration we get,

Lr(f) =
∫ 2π

0

f(z)e−iarg(zf ′(z))<
{

(zf ′(z))′

f ′(z)

}
dθ
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≤ N(r)b
α

∫ 2π

0

∣∣∣∣<Jf + (α− 1)
[
1− 1

c
+

z

c

f ′(z)
f(z)

]
− α +

α

b

∣∣∣∣ dθ

≤ N(r)b
α

{
kπ + (α− 1)

[(
1− 1

c

)
2π +

πk

c

]
+ α(

1
b
− 1)2π

}
≤ N(r)b

α

{
k +

(α− 1)
c

[(c− 1)2 + k] +
α

b
(1− b)2

}
π.

�

Corollary 2.15. [2] Let f ∈ Bk(α, β), α > 2 and Lr(f) denote the length of the curve
C = f(reiθ), 0 ≤ θ ≤ 2π and N(r) = max

0≤θ≤2π
|f(reiθ)| , then for 0 < r < 1,

Lr(f) ≤ (1− β)N(r)
[
k +

2β

1− β

]
π, α > 0.

Theorem 2.16. Let f given by ( 1.1) belongs to Bk(α, b, c) for α ≥ 0. Then for n ≥ 2,
nan = O(1)N

(
n−1

n

)
, where O(1) is a constant depending on α, b, c, k only.

Proof. We have,

nan =
1

2πrn

∫ 2π

0

zf ′(z)e−inθdθ, z = reiθ

nan ≤
1

2πrn

∫ 2π

0

|zf ′(z)|dθ =
1

2πrn
Lr(f).

By using Theorem 2.14 and r = n−1
n , we get the required result. �

Corollary 2.17. [2] Let f given by ( 1.1) belongs to Bk(α, β) for α ≥ 0. Then for
n ≥ 2, nan = O(1)N

(
n−1

n

)
, where O(1) is a constant depending on α, β, k only.

Theorem 2.18. Let f ∈ B2(α, b, c), α 6= 0, b 6= 0, c 6= 0 and |z| = r (0 < r < 1).
Then

(i) N(α, b, c,−r) ≤ |f(z)| ≤ N(α, b, c, r), for α > 0.

(ii) N(α, b, c, r) ≤ |f(z)| ≤ N(α, b, c,−r), for α < 0.

This result is sharp and equality occurs, for the function fθ(α, b, c, z) defined by (1.7),
with suitably chosen θ.

Proof. We consider α > 0. From Theorem 2.3, certifies the existence of f ∈ B2(α, b, c)
if and only if there exists a g ∈ R2 = S∗ such that

f(z) =

[
M

∫ z

0

tM−1

(
g(t)
t

) b
α

dt

] 1
M

, where M = 1 +
(1− α)b

αc
. (2.4)

Taking z = r, t = ρeiθ and integrating , we get from( 2.4),

f(r) =
[
MeiθM

∫ r

0

ρM−1

(
g(ρ)
ρ

)
dρ

] 1
M

. (2.5)

Since g is starlike , we have
ρ

(1 + ρ)2
≤ |g(t)| ≤ ρ

(1− ρ)2
. (2.6)
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Using (2.6) in (2.5), we get

|f(r)|M ≤ M

∫ r

0

ρM−1(1− ρ)
−2b

α dρ = MrM

∫ 1

0

uM−1(1− ru)
−2b

α du. (2.7)

Therefore |f(r)| ≤ N(α, b, c, r), α > 0.
It remains only to prove that the left-hand inequality. We consider the straight

line Γ∗ joining 0 to f(z) = Reiφ. Γ∗ is the image of a Jordan arc γ in E connecting 0
and z = reiθ. If z0 is a point on the circumference |z| = r such that

|f(z0)| = min
0≤θ≤2π

|f(reiθ)|.

Using (2.5) and (2.6), we get

|f(z0)|M ≥ M

∫ r

0

ρM−1(1 + ρ)
−2b

α dρ = MrM

∫ 1

0

uM−1(1 + ru)
−2b

α du.

|f(z)| ≥ N(α, b, c,−r), α > 0.

Proof of (ii) is analogous to proof of (i). �

Corollary 2.19. [2] Let f ∈ B2(α, β), α 6= 0, 0 < β < 1 and |z| = r (0 < r < 1).
Then

(i) N(α, β,−r) ≤ |f(z)| ≤ N(α, β, r), for α > 0.

(ii) N(α, β, r) ≤ |f(z)| ≤ N(α, β,−r), for α < 0.

This result is sharp and equality occurs, for the function fθ(α, b, c, z) defined by ( 1.7),
with suitably chosen θ.

Remark 2.20. The above Theorem can be obtained as a particular case of Corollary
3.2 by Bhargava and Nanjunda Rao [1].

Theorem 2.21. Let f ∈ B2(α, 1, c), α > 0. Then, for |z| = r (0 < r < 1), we have

r + |α− 1|(1 + r)2N(α, 1, c,−r)
αr(1 + r)2

≤ |f ′(z)| ≤ r + |α− 1|(1− r)2N(α, 1, c,−r)
αr(1− r)2

.

This result is sharp.

Theorem 2.22. Let f ∈ B2(α, b, c), α 6= 0, b 6= 0. and be given by ( 1.1). Then

|a2| ≤
2b

|(1− α)b + 2αc|
.

Proof. By using Theorem 2.18, we have

N(α, b, c, r) = r +
2b

(1− α)b + 2αc
r2 + O(r3),

and
|f(r)| = r + a2r

2 + O(r3).
Therefore, we have

a2 ≤
2b

(1− α)b + 2αc
(α > 0). �
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Corollary 2.23. [2] Let f ∈ B2(α, β) ,α 6= 0, 0 < β < 1. and be given by ( 1.1). Then

|a2| ≤
2(1− β)

|(1− α)(1− β + 2α|
.

Remark 2.24. The above Theorem can be obtained as a particular case of Corollary
3.1 by Bhargava and Nanjunda Rao [1].

Theorem 2.25. Let f ∈ Bk(1, b, c). Then, with |z| = r, r1 = 1−r
1+r we have

2m−1

l
[G(l,m, n,−1)− rl

1G(l,m, n,−r1)] ≤ |f(z)|

≤ 2m−1

l
[G(l,m, n,−1)− r−l

1 G(l,m, n,−r−1
1 )]

where l =
(

k
2 − 1

)
b + 1, m = 2(1− b), n =

(
k
2 − 1

)
b + 2.

Proof. Since f ∈ Bk(1, b, c). we have from ( 2.4)

f ′(z) =
(

g(z)
z

)b

, g ∈ Rk.

Since g ∈ Rk

(1− |z|) k
2−1

(1 + |z|) k
2 +1

≤ |g(z)| ≤ (1 + |z|) k
2−1

(1− |z|) k
2 +1

.

Therefore, we have

|f ′(z)| ≥ (1− |z|)(
k
2−1)b

(1 + |z|)(
k
2 +1)b

.

Let dr denote the radius of the largest Schlicht disc centered at the origin contained
in the image |z| < r under f(z).

dr = |f(z0)| =
∫

c

|f ′(z)||dz| ≥
∫

c

(1− |z|)(
k
2−1)b

(1 + |z|)(
k
2 +1)b

|dz| ≥
∫ |z|

0

(1− s)(
k
2−1)b

(1 + s)(
k
2 +1)b

ds

=
∫ |z|

0

[
1− s

1 + s

]( k
2 +1)b

ds

(1 + s)2b

Replacing 1−s
1+s = t we get

≥ −2
4b

∫ 1−|z|
1+|z|

1

t(
k
2−1)b(1 + t)2b−2dt

= −21−2b

∫ 1−r
1+r

0

t(
k
2−1)b(1 + t)2(b−1)dt + 21−2b

∫ 0

1

t(
k
2−1)b(1 + t)2(b−1)dt = I1 + I2.

Taking 1−r
1+r = r1, t = r1u, we have

I1 = −21−2brl
1

∫ 1

0

u( k
2−1)b(1 + r1u)2(b−1)du
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using ( 1.5) we obtain,

I1 = rl
1

(
−2m−1

l

)
G(l,m, n,−r1),

where l =
(

k
2 − 1

)
b + 1, m = 2(1− b), n =

(
k
2 − 1

)
b + 2.

I2 = 21−2b

∫ 1

0

t(
k
2−1)b(1 + t)2(b−1)dt =

(
2m−1

l

)
G(l, m, n,−1),

where l =
(

k
2 − 1

)
b + 1, m = 2(1− b), n =

(
k
2 − 1

)
b + 2.

Therefore

|f(z)| ≥
(

2m−1

l

)
G(l,m, n,−1)− rl

1

(
2m−1

l

)
G(l,m, n,−r1).

On the other hand we have

|f ′(z)| ≤ (1 + |z|)(
k
2−1)b

(1− |z|)(
k
2 +1)b

.

Therefore

|f(z)| ≤
∫ |z|

0

(1− s)(
k
2−1)b

(1 + s)(
k
2 +1)b

ds ≤ −21−2b

∫ 1−|z|
1+|z|

1

ζ( k
2−1)b(1 + ζ)2(b−1)dζ

=
2m−1

l
[G(l,m, n,−1)− r−l

1 G(l,m, n,−r−1
1 )],

where l =
(

k
2 − 1

)
b + 1, m = 2(1− b), n =

(
k
2 − 1

)
b + 2. �

Corollary 2.26. Let f ∈ Bk(1, β). Then, with |z| = r, r1 = 1−r
1+r we have

2m−1

l
[G(l,m, n,−1)− rl

1G(l,m, n,−r1)] ≤ |f(z)|

≤ 2m−1

l
[G(l,m, n,−1)− r−l

1 G(l,m, n,−r−1
1 )]

where l =
(

k
2 − 1

)
(1− β) + 1, m = 2β, n =

(
k
2 − 1

)
(1− β) + 2.
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A note on universally prestarlike functions

Tirunelveli Nellaiappan Shanmugam and Joseph Lourthu Mary

Abstract. Universally prestarlike functions of order α ≤ 1 in the slit domain
Λ = C \ [1,∞) have been recently introduced by S. Ruscheweyh. This notion
generalizes the corresponding one for functions in the unit disk ∆ (and other cir-
cular domains in C). In this paper, we discuss the universally prestarlike functions
defined through fractional derivatives.

Mathematics Subject Classification (2010): 30C45.

Keywords: Prestarlike functions, universally prestarlike functions, Fekete-Szegö
inequality, fractional derivatives, Sălăgean derivative.

1. Introduction

Let H(Ω) denote the set of all analytic functions defined in a domain Ω. For
domain Ω containing the origin H0(Ω) stands for the set of all function f ∈ H(Ω)
with f(0) = 1. We also use the notation H1(Ω) = {zf : f ∈ H0(Ω)} . In the special
case when Ω is the open unit disk ∆ = {z ∈ C : |z| < 1} , we use the abbreviation
H,H0 and H1 respectively for H(Ω),H0(Ω) and H1(Ω). A function f ∈ H1 is called
starlike of order α with (0 ≤ α < 1) satisfying the inequality

<
{

zf ′(z)
f(z)

}
> α (z ∈ ∆) (1.1)

and the set of all such functions is denoted by Sα. The convolution or Hadamard
Product of two functions

f(z) =
∞∑

n=0

anzn and g(z) =
∞∑

n=0

bnzn

is defined as

(f ∗ g)(z) =
∞∑

n=0

anbnzn.

A function f ∈ H1 is called prestarlike of order α (with α ≤ 1) if
z

(1− z)2−2α
∗ f(z) ∈ Sα. (1.2)
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The set of all such functions is denoted by Rα. (see [4]) The notion of prestarlike
functions has been extended from the unit disk to other disk and half planes containing
the origin. Let Ω be one such disk or half plane.Then there are two unique parameters
γ ∈ C \ {0} and ρ ∈ [0, 1] such that

Ωγ,ρ = {wγ,ρ(z) : z ∈ ∆} (1.3)

where,

wγ,ρ(z) =
γz

1− ρz
. (1.4)

Note that 1 /∈ Ωγ,ρ if and only if |γ + ρ| ≤ 1.

Definition 1.1. (see [2], [3], [4]) Let α ≤ 1, and Ω = Ωγ,ρ for some admissible pair
(γ, ρ). A function f ∈ H1(Ωγ,ρ) is called prestarlike of order α in Ωγ,ρ if

fγ,ρ(z) =
1
γ

f(wγ,ρ(z)) ∈ Rα (1.5)

The set of all such functions f is denoted by Rα(Ω).

Let Λ be the slit domain C \ [1,∞)(the slit being along the positive real axis).

Definition 1.2. (see [2], [3], [4]) Let α ≤ 1. A function f ∈ H1(Λ) is called universally
prestarlike of order α if and only if f is prestarlike of order α in all sets Ωγ,ρ with
|γ + ρ| ≤ 1. The set of all such functions is denoted by Ru

α.

Definition 1.3. (see [4]) Let φ(z) be an analytic function with positive real part on ∆,
which satisfies φ(0) = 1, φ′(0) > 0 and which maps the unit disc ∆ onto a region
starlike with respect to 1 and symmetric with respect to the real axis. Then the class
Ru

α(φ) consists of all analytic function f ∈ H1(Λ) satisfying

D3−2αf

D2−2αf
≺ φ(z) (1.6)

where, (Dβf)(z) = z
(1−z)β ? f, for β ≥ 0 and ≺ denotes the subordination.

In particular, for β = n ∈ N, we have Dn+1f = z
n! (z

n−1f)(n).

Remark 1.4. We let Ru
α(A,B) denote the class Ru

α(φ) where

φ(z) =
1 + Az

1 + Bz
(−1 ≤ B < A ≤ 1).

For suitable choices of A,B,α the class Ru
α(A,B) reduces to several well known classes

of functions. Ru
1
2
(1,−1) is the class S∗ of starlike univalent functions.

Lemma 1.5. (see [1]) If P1(z) = 1 + c1z + c2z
2 + . . . is an analytic function with

positive real part in ∆, then

|c2 − vc2
1| ≤

 −4v + 2, v ≤ 0
2, 0 ≤ v ≤ 1

4v + 2, v ≥ 1
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when v < 0, or v > 1, the equality holds if and only if P1(z) is 1+z
1−z or one of its

rotations. When 0 < v < 1, then the equality holds if and only if P1(z)is 1+z2

1−z2 or
one of its rotations. If v = 0, the equality holds if and only if P1(z) =

(
1
2 + λ

2

)
1+z
1−z +(

1
2 −

λ
2

)
1−z
1+z , 0 ≤ λ ≤ 1 or one of its rotations. If v = 1, the equality holds if and only

if P1(z) is the reciprocal of one of the function for which the equality holds in the case
of v = 0. Also the above upper bound can be improved as follows when 0 < v < 1

|c2 − vc2
1|+ v|c1|2 ≤ 2 (0 < v ≤ 1

2
) (1.7)

|c2 − vc2
1|+ (1− v)|c1|2 ≤ 2 (

1
2

< v ≤ 1). (1.8)

Lemma 1.6. (see [5]) If P1(z) = 1 + c1z + c2z
2 + . . . is an analytic function with

positive real part in ∆, then |c2 − vc2
1| ≤ 2max{1, |2v − 1|} the inequality is sharp for

the function P1(z) = 1+z
1−z .

Remark 1.7. Let

F (z) =
∞∑

k=0

akzk =
∫ 1

0

dµ(t)
1− tz

where

ak =
∫ 1

0

tkdµ(t),

µ(t) is a probability measure on [0, 1]. Let T denote the set of all such functions F
which are analytic in the slit domain Λ.

To Prove our main result we need the following definition.

Definition 1.8. Let f be analytic in a simply connected region of the z-plane containing
the origin. The fractional derivative of f of order λ is defined by

Dλ
z f(z) :=

1
Γ(1− λ)

d

dz

∫ z

0

f(ζ)
(z − ζ)λ

dζ (0 < λ < 1) (1.9)

where the multiplicity of (z − ζ)λ is removed by requiring that log(z − ζ) is real for
z − ζ > 0. Using the above definition and its known extensions involving fractional
derivatives and fractional integrals, Owa and Srivastava introduced the operator Ωλ :
A → A for λ any positive real number 6= 2, 3, 4, . . . defined by

(Ωλf)(z) = Γ(2− λ)zλDλ
z f(z) (1.10)

and A = H1(∆). The class (Ru
α)λ(φ) consists of function f ∈ A for which Ωλf ∈

(Ru
α)(φ). Note that (Ru

α)λ(φ) is the special case of the class (Ru
α)g(φ) when

g(z) = z +
∞∑

n=2

Γ(n + 1)Γ(2− λ)
Γ(n + 1− λ)

zn (1.11)

Let

g(z) = z +
∞∑

n=2

gnzn (gn > 0),
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g be analytic in ∆ and f ∗ g 6= 0. Since

f(z) = z +
∞∑

n=2

anzn ∈ (Ru
α)g(φ)

if and only if

(f ∗ g)(z) = z +
∞∑

n=2

gnanzn ∈ (Ru
α)(φ), (1.12)

we obtain the coefficient estimate for functions in the class (Ru
α)g(φ), from the corre-

sponding estimate for functions in the class (Ru
α)(φ)

2. Main Result

Theorem 2.1. Let the function φ given by φ(z) = 1 + B1z + B2z
2 + . . .. If

f(z) = z +
∞∑

n=2

anzn ∈ (Ru
α)g(φ),

then

|a3 − µa2
2| ≤



1
g3(3−2α)

(
B2 + B2

1(2− 2α) + (3−2α)µg3B2
1

g2
2

)
, µ ≤ σ1

B1
g3(3−2α) , σ1 ≤ µ ≤ σ2

1
g3(3−2α)

(
−B2 −B2

1(2− 2α) + (3−2α)µg3B2
1

g2
2

)
, µ ≥ σ2,

where

σ1 =
g2
2

g3

[
(B2 −B1) + (2− 2α)B2

1

(3− 2α)B2
1

]
, (2.1)

σ2 =
g2
2

g3

[
(B2 + B1) + (2− 2α)B2

1

(3− 2α)B2
1

]
(2.2)

the result is sharp.

Proof. If f ∗ g ∈ Ru
α, then there is a schwartz function w(z), analytic in ∆ with

w(0) = 0 and |w(z)| < 1 in ∆ such that D3−2α(f∗g)
D2−2α(f∗g) = φ(w(z)). Define the function

P1(z) by,

P1(z) =
1 + w(z)
1− w(z)

= 1 + c1z + c2z
2 + . . .

Since w(z) is a schwartz function, we see that ReP1(z) > 0 and P1(0) = 1. Define the
function

P (z) =
D3−2α(f ∗ g)
D2−2α(f ∗ g)

= 1 + b1z + b2z
2 + . . . (2.3)

Therefore,

P (z) = φ

(
P1(z)− 1
P1(z) + 1

)
.



A note on universally prestarlike functions 57

Now,

P1(z)− 1
P1(z) + 1

=
c1z + c2z

2 + . . .

2 + c1z + c2z2 + . . .

=
1
2

[
c1z + [c2 −

c2
1

2
]z2 + [c3 − c1c2 +

c3
1

4
z3] + . . .

]
Hence upon simplification, we get,

P (z) = 1 +
B1c1z

2
+

[
B1

2

(
c2 −

c2
1

2

)
+

B2c
2
1

4

]
z2 + . . . (2.4)

Therefore,

1 + b1z + b2z
2 + . . . = 1 +

B1c1z

2
+

[
B1

2

(
c2 −

c2
1

2

)
+

B2c
2
1

4

]
z2 + . . . (2.5)

Equating the like coefficients we get,

b1 =
B1c1

2
(2.6)

b2 =
B1

2

(
c2 −

c2
1

2

)
+

B2c
2
1

4
(2.7)

Therefore, from the equation (2.3) we have

1 + A1z + A2z
2 + . . . = 1 + b1z + b2z

2 + . . . (2.8)

where,

A1 = [C′(α, 2)a2g2 − C(α, 2)a2g2]

A2 =
[
C′(α, 3)a3g − C(α, 2)C′(α, 2)a2

2 − C(α, 3)a3 + (C(α, 2)a2)2
]
,

C(α, n) =
∏n

k=2(k − 2α)
(n− 1)!

, C′(α, n) =
∏n

k=2(k + 1− 2α)
(n− 1)!

,

bn =
∫ 1

0

tndµ(t)

for n = 2, 3, . . . and µ(t) a probability measure on [0, 1].
Equating the coefficients of z and z2 respectively and simplifying we get,

a2 =
b1

g2
; a3 =

b2 + (2− 2α)b2
1

g3(3− 2α)
. (2.9)

Applying the equations(2.6) and (2.7) in(2.9) , we get,

a2 =
B1c1

2g2
; a3 =

1
g3(3− 2α)

[
B1

2

(
c2 −

c2
1

2

)
+

B2c
2
1

4
+ (2− 2α)

B2
1c2

1

4

]
.
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Now,

a3 − µa2
2 =

1
g3(3− 2α)

[
B1

2

(
c2 −

c2
1

2

)
+

B2c
2
1

4
+ (2− 2α)

B2
1c2

1

4

]
− µ

B2
1c2

1

4g2
2

=
1

g3(3− 2α)
B1

2

[
c2 − c2

1

(
1
2
− B2

2B1
− (2− 2α)

B1

2
+ (3− 2α)µ

g3B1

2g2
2

)]
=

B1

2g3(3− 2α)
[
c2 − c2

1v
]

where,

v =
[
1
2
− B2

2B1
− (2− 2α)

B1

2
+ (3− 2α)µ

g3B1

2g2
2

]
(2.10)

Now an application of lemma (1.5) (see [1]) yields the inequalities stated in the
theorem under the respective conditions. For the sharpness of the results in the above
theorem we have the following:

1. If µ = σ1, then the equality holds in the lemma (1.1) if and only if

P1(z) =
(

1
2

+
λ

2

)
1 + z

1− z
+

(
1
2
− λ

2

)
1− z

1 + z
0 ≤ λ ≤ 1

or one of its rotations.
2. If µ = σ2, then

1
P1(z)

=
1(

1
2 + λ

2

)
1+z
1−z +

(
1
2 −

λ
2

)
1−z
1+z

.

3. If σ1 < µ < σ2 P1(z) = 1+λz2

1−λz2 .

To show that the bounds are sharp, we define the function Kφn
α (n = 2, 3, . . .) by

D3−2αKφn
α

D3−2αKφn
α

= φ(zn−1) (2.11)

Kφn
α (0) = 0, (Kφn

α )′(0) = 1 and function Fλ
α and Gλ

α (0 ≤ λ ≤ 1) by(
D3−2αFλ

α

)
(z)

(D2−2αFλ
α ) (z)

= φ

(
z(z + λ)
1 + λz

)
(2.12)

Fλ
α (0) = 0, (Fλ

α )′(0) = 1 and similarly(
D3−2αGλ

α

)
(z)

(D2−2αGλ
α) (z)

= φ

(
z(z + λ)
1 + λz

)
(2.13)

Gλ
α(0) = 0, (Gλ

α)′(0) = 1. Clearly, the functions Kφn
α , Fλ

α , Gλ
α ∈ Ru

α. Also we write
Kφ

α := Kφ2
α . If µ < σ1 or µ < σ2, then the equality holds if and only if f is Kφ

α or one
of its rotations. When σ1 < µ < σ2, then the equality holds if and only if f is Kφ3

α or
one of its rotations. If µ = σ1, then the equality holds if and only if f is Fλ

α or one
of its rotations If µ = σ2 then the equality holds if and only if f is Gλ

α or one of its
rotations. Hence the result. �

Corollary 2.2. If g(z) = z
1−z ∈ Ru

0 in Theorem 2.1 we get our earlier result viz.,
Theorem 3.1 of (see [7]).
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Corollary 2.3. Taking

g(z) = (Ωλf)(z) = z +
∞∑

n=2

Γ(n + 1)Γ(2− λ)
Γ(n + 1− λ)

anzn,

(f ∗ g) denotes the fractional derivative of f and hence if

f(z) = z +
∞∑

n=2

anzn ∈ (Ru
α)g(φ) (2.14)

then,

|a3 − µa2
2| ≤


(3−λ)(2−λ)

6(3−2α)

(
B2 + B2

1(2− 2α) + (3−2α)µg3B2
1

g2
2

)
, µ ≤ σ1

(3−λ)(2−λ)B1
6(3−2α) , σ1 ≤ µ ≤ σ2

(3−λ)(2−λ)
6(3−2α)

(
−B2 −B2

1(2− 2α) + (3−2α)µg3B2
1

g2
2

)
, µ ≥ σ2,

where,

σ1 =
2(3− λ)
3(2− λ)

[
(B2 −B1) + (2− 2α)B2

1

(3− 2α)B2
1

]
, (2.15)

σ2 =
2(3− λ)
3(2− λ)

[
(B2 + B1) + (2− 2α)B2

1

(3− 2α)B2
1

]
(2.16)

the result is sharp.

Proof. This corollary follows from the observations

g2 :=
Γ(3)Γ(2− λ)

Γ(3− λ)
=

2
2− λ

(2.17)

and

g3 :=
Γ(4)Γ(2− λ)

Γ(4− λ)
=

6
(2− λ)(3− λ)

. (2.18)

�

Corollary 2.4. Taking

g(z) = z +
∞∑

n=2

nmzn, m ∈ No = {0} ∪ N ,

(f ∗ g) denotes the Sălăgean derivative of f (see [6]) and hence if

f(z) = z +
∞∑

n=2

anzn ∈ (Ru
α)g(φ)

then,

|a3 − µa2
2| ≤


1

3m(3−2α)

(
B2 + B2

1(2− 2α) + 3m(3−2α)µB2
1

22m

)
, µ ≤ σ1

B1
3m(3−2α) , σ1 ≤ µ ≤ σ2

1
3m(3−2α)

(
−B2 −B2

1(2− 2α) + 3m(3−2α)µB2
1

22m

)
, µ ≥ σ2,
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where,

σ1 =
22m

3m

[
(B2 −B1) + (2− 2α)B2

1

(3− 2α)B2
1

]
, (2.19)

σ2 =
22m

3m

[
(B2 + B1) + (2− 2α)B2

1

(3− 2α)B2
1

]
(2.20)

the result is sharp.

Proof. This corollary follows from the observations g2 = 2m and g3 = 3m. �
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A nonsmooth sublinear elliptic problem in RN

with perturbations

Andrea-Éva Molnár

Abstract. We study a differential inclusion problem in RN involving the p-Laplace
operator and a (p−1)-sublinear term, p > N > 1. Our main result is a multiplicity
theorem; we also show the non-sensitivity of our problem with respect to small
perturbations.

Mathematics Subject Classification (2010): 34A60, 58K05, 47J22, 47J30, 58E05.

Keywords: nonsmooth critical point, p-Laplace operator, locally Lipschitz func-
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1. Introduction

Very recently, Kristály, Marzantowicz and Varga (see [5]) studied a quasilinear
differential inclusion problem in RN involving a suitable sublinear term. The aim of the
present paper is to show that under the same assumptions, a more precise conclusion
can be concluded by exploiting a recent result of Iannizzotto (see [3]). To be more
precise, we recall the assumptions and the relevant results from [5].

Let p > 2 and F : R → R be a locally Lipschitz function such that

(F̃1) lim
t→0

max{|ξ| : ξ ∈ ∂F (t)}
|t|p−1 = 0;

(F̃2) lim sup
|t|→+∞

F (t)
|t|p

≤ 0;

(F̃3) There exists t̃ ∈ R such that F (t̃) > 0, and F (0) = 0.
Here and in the sequel, ∂ stands for the generalized gradient of a locally Lipschitz

function; see for details Section 2. We consider the differential inclusion problem

(P̃λ,µ)
{
−4pu + |u|p−2u ∈ λα(x)∂F (u(x)) + µβ(x)∂G(u(x)) on RN ,
u(x) → 0 as |x| → ∞,

where p > N ≥ 2, the numbers λ, µ are positive, and G : R → R is any locally
Lipschitz function. Furthermore, we assume that β ∈ L1(RN ) is any function, and
(α̃) α ∈ L1(RN ) ∩ L∞loc(RN ), α ≥ 0, and supR>0 essinf |x|≤Rα(x) > 0.
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The functional space where the solutions of (P̃λ,µ) are sought is the usual Sobolev
space W 1,p(RN ), endowed with its standard norm

‖u‖ =
(∫

RN

|∇u(x)|p +
∫

RN

|u(x)|p
)1/p

.

The main application in Kristály, Marzantowicz and Varga [5] is as follows.

Theorem A. Assume that p > N ≥ 2. Let α, β ∈ L1(RN ) be two radial functions, α
fulfilling (α̃), and let F,G : R → R be two locally Lipschitz functions, F satisfying
the conditions (F̃1)-(F̃3).Then there exists a non-degenerate compact interval
[a, b] ⊂]0,+∞[ and a number r̃ > 0, such that for every λ ∈ [a, b] there exists
µ0 ∈]0, λ + 1] such that for each µ ∈ [0, µ0], the problem (P̃λ,µ) has at least three
distinct, radially symmetric solutions with L∞-norms less than r̃.

To be more precise, (weak) solutions for (P̃λ,µ) are in the following sense: We say
that u ∈ W 1,p(RN ) is a solution of problem (P̃λ,µ), if there exist ξF (x) ∈ ∂F (u(x))
and ξG(x) ∈ ∂G(u(x)) for a. e. x ∈ RN such that for all v ∈ W 1,p(RN ) we have∫

RN

(|∇u|p−2∇u∇v + |u|p−2uv)dx = λ

∫
RN

α(x)ξF vdx + µ

∫
RN

β(x)ξGvdx. (1.1)

Our main result reads as follows:

Theorem 1.1. Assume that p > N ≥ 2. Let α ∈ L1(RN ) be a radial function fulfilling
(α̃), and let F : R → R be a locally Lipschitz function satisfying the conditions (F̃1)-
(F̃3). Then there exists λ0 > 0 such that for each non-degenerate compact interval
[a, b] ⊂]λ0,+∞[ there exists a number r > 0 with the following property: for every
λ ∈ [a, b], every radially symmetric function β ∈ L1(RN ) and every locally Lipschitz
function G : R → R, there exists δ > 0 such that for each µ ∈ [0, δ], the problem
(P̃λ,µ) has at least three distinct, radially symmetric solutions with L∞-norms less
than r.

Remark 1.2. (a) Note that since p > N , any element u ∈ W 1,p(RN ) is homoclinic,
i.e., u(x) → 0 as |x| → ∞. This is a consequence of Morrey’s embedding theorem.

(b) The terms in the right hand side of (1.1) are well-defined. Indeed, due to
Morrey’s embedding theorem, i.e., W 1,p(RN ) ↪→ L∞(RN ) is continuous (p > N), we
have u ∈ L∞(RN ). Thus, there exists a compact interval Iu ⊂ R such that u(x) ∈ Iu

for a.e. x ∈ RN . Since the set-valued mapping ∂F is upper-semicontinuous, the set
∂F (Iu) ⊂ R is bounded; let CF = sup |∂F (Iu)|. Therefore,

|
∫

RN

α(x)ξF vdx| ≤ CF ‖α‖L1‖v‖∞ < ∞.

Similar argument holds for the function G.
(c) Note that no hypothesis on the growth of G is assumed; therefore, the last

term in (P̃λ,µ) may have an arbitrary growth.
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The paper is organized as follows. In Section 2 we recall some basic elements
from the theory of locally Lipschitz functions, a recent non-smooth three critical
points result of Ricceri-type proved by Iannizzotto [3], and a compactness embedding
theorem. In Section 3 we prove Theorem 1.1.

2. Preliminaries

2.1. Locally Lipschitz functions

Let (X, ‖ · ‖) be a real Banach space and X∗ its dual. A function h : X → R is
called locally Lipschitz if each point u ∈ X possesses a neighborhood Uu of u such
that

|h(u1)− h(u2)| ≤ L‖u1 − u2‖, ∀u1, u2 ∈ Uu,

for a constant L > 0 depending on Uu. The generalized gradient of h at u ∈ X is
defined as being the subset of X∗

∂h(u) = {x∗ ∈ X∗ : 〈x∗, z〉 ≤ h0(u; z) for all z ∈ X},

which is nonempty, convex and w∗-compact, where 〈·, ·〉 is the duality pairing between
X∗ and X, h0(u; z) being the generalized directional derivative of h at the point u ∈ X
along the direction z ∈ X, namely

h0(u; z) = lim sup
w→u
t→0+

h(w + tz)− h(w)
t

,

see [2]. Moreover, h0(u; z) = max{〈x∗, z〉 : x∗ ∈ ∂h(u)}, ∀z ∈ X. It is easy to verify
that (−h)0(u; z) = h0(u;−z), and for locally Lipschitz functions h1, h2 : X → R one
has

(h1 + h2)0(u; z) ≤ h0
1(u; z) + h0

2(u; z), ∀u, z ∈ X,

and
∂(h1 + h2)(u) ⊆ ∂h1(u) + ∂h2(u).

The Lebourg’s mean value theorem says that for every u, v ∈ X there exist θ ∈]0, 1[
and x∗θ ∈ ∂h(θu + (1− θ)v) such that h(u)− h(v) = 〈x∗θ, u− v〉. If h2 is continuously
Gâteaux differentiable, then ∂h2(u) = h′2(u); h0

2(u; z) coincides with the directional
derivative h′2(u; z) and the above inequality reduces to (h1 + h2)0(u; z) = h0

1(u; z) +
h′2(u; z), ∀u, z ∈ X.

A point u ∈ X is a critical point of h if 0 ∈ ∂h(u), i.e. h0(u, w) ≥ 0, ∀w ∈ X, see
[1]. We define λh(u) = inf{‖x∗‖ : x∗ ∈ ∂h(u)}. Of course, this infimum is attained,
since ∂h(u) is w∗-compact.

2.2. A nonsmooth Ricceri-type critical point theorem

We recall a non-smooth version of a Ricceri-type (see [7]) three critical point
theorem proved by Iannizzotto [3]. Before to do that, we need a notion: let X be a
Banach space; a functional I1 : X → R is of type (N) if I1(u) = ϕ(‖u‖) for every
u ∈ X, where ϕ : R+ → R+ is a continuous differentiable, convex, increasing mapping
with ϕ(0) = ϕ′(0) = 0.
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Theorem 2.1. [3, Corollary 7] Let X be a separable and reflexive real Banach space
with uniformly convex topological dual X∗, let I1 : X → R be functional of type
(N), I2 : X → R be a locally Lipschitz functional with compact derivative such that
I2(u0) = 0. Setting the numbers

τ = max

{
0, lim sup

‖u‖→∞

I2(u)
I1(u)

, lim sup
u→0

I2(u)
I1(u)

}
, (2.1)

χ = sup
I1(u)>0

I2(u)
I1(u)

, (2.2)

assume that τ < χ.
Then, for each compact interval [a, b] ⊂ (1/χ, 1/τ) (with the conventions 1/0 =

∞ and 1/∞ = 0) there exists κ > 0 with the following property: for every λ ∈ [a, b]
and every locally Lipschitz functional I3 : X → R with compact derivative, there exists
δ > 0 such that for each µ ∈ [0, δ], the inclusion

0 ∈ ∂I1(u)− λ∂I2(u)− µ∂I3(u)

admits at least three solutions in X having norm less than κ.

2.3. Embeddings

The embedding W 1,p(RN ) ↪→ L∞(RN ) is continuous (due to Morrey’s theorem
(p > N)) but it is not compact. As usual, we may overcome this gap by introducing the
subspace of radially symmetric functions of W 1,p(RN ). The action of the orthogonal
group O(N) on W 1,p(RN ) can be defined by

(gu)(x) = u(g−1x),

for every g ∈ O(N), u ∈ W 1,p(RN ), x ∈ RN . It is clear that this compact group
acts linearly and isometrically; in particular ‖gu‖ = ‖u‖ for every g ∈ O(N) and
u ∈ W 1,p(RN ). The subspace of radially symmetric functions of W 1,p(RN ) is defined
by

W 1,p
rad(RN ) = {u ∈ W 1,p(RN ) : gu = u for all g ∈ O(N)}.

Proposition 2.2. [6] The embedding W 1,p
rad(RN ) ↪→ L∞(RN ) is compact whenever 2 ≤

N < p < ∞.

3. Proof of Theorem 1.1

Let I1 : W 1,p(RN ) → R be defined by

I1(u) =
1
p
‖u‖p,

and let I2, I3 : L∞(RN ) → R be

I2(u) =
∫

RN

α(x)F (u(x))dx and I3(u) =
∫

RN

β(x)G(u(x))dx.
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Since α, β ∈ L1(RN ), the functionals I2, I3 are well-defined and locally Lipschitz, see
Clarke [2, p. 79-81]. Moreover, we have

∂I1(u) ⊆
∫

RN

α(x)∂F (u(x))dx, ∂I2(u) ⊆
∫

RN

β(x)∂G(u(x))dx.

The energy functional Eλ,µ : W 1,p(RN ) → R associated to problem (P̃λ,µ), is given by

Eλ,µ(u) = I1(u)− λI2(u)− µI3(u), u ∈ W 1,p(RN ).

It is clear that the critical points of the functional Eλ,µ are solutions of the problem
(P̃λ,µ) in the sense of relation (1.1).

Since α, β are radially symmetric, then Eλ,µ is O(N)-invariant, i.e. Eλ,µ(gu) =
Eλ,µ(u) for every g ∈ O(N) and u ∈ W 1,p(RN ). Therefore, we may apply a non-smooth
version of the principle of symmetric criticality, proved by Krawcewicz-Marzantowicz
[4], whose form in our setting is as follows.

Proposition 3.1. Any critical point of Erad
λ,µ = Eλ,µ|W 1,p

rad (RN ) will be also a critical point
of Eλ,µ.

Therefore, it remains to find critical point for the functional Erad
λ,µ ; here, we will

check the assumptions of Theorem 2.1 with the choice X = W 1,p
rad(RN ).

It is standard that X is a reflexive, separable Banach space with uniformly convex
topological dual X∗. The functional I1 is of type (N) on X since I1(u) = ϕ(‖u‖) where
ϕ(s) = sp

p , s ≥ 0.

Proposition 3.2. ∂I2 is compact on X = W 1,p
rad(RN ).

Proof. Let {un} be a bounded sequence in X and let u∗n ∈ ∂I2(un). It is clear that
u∗n is also bounded in X∗ by exploiting Remark 1.2 (b) and hypothesis (α̃). Thus,
up to a subsequence, we may assume that u∗n → u∗ weakly in X∗ for some u∗ ∈ X∗.
By contradiction, let us assume that ‖u∗n − u∗‖∗ > M, ∀n ∈ N, for some M > 0. In
particular, there exists vn ∈ X with ‖vn‖ ≤ 1 such that

(u∗n − u∗)(vn) > M.

Once again, up to a subsequence, we may suppose that vn → v weakly in X for some
v ∈ X. Now, applying Proposition 2.2, we may also assume that

‖vn − v‖L∞ → 0.

Combining the above facts, we obtain that

M < (u∗n − u∗)(vn) = (u∗n − u∗)(v) + u∗n(vn − v) + u∗(v − vn)

≤ (u∗n − u∗)(v) + C‖vn − v‖L∞ + u∗(v − vn)

for some C > 0. Since all the terms from the right hand side tend to 0, we get a
contradiction. �

Proposition 3.3. lim
u→0

I2(u)
I1(u) = 0.
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Proof. Due to (F̃1), for every ε > 0 there exists δ(ε) > 0 such that

|ξ| ≤ ε|t|p−1, ∀t ∈ [−δ(ε), δ(ε)], ∀ξ ∈ ∂F (t). (3.1)

For any 0 < t ≤ 1
p

(
δ(ε)
c∞

)p

define the set

St = { u ∈ W 1,p
rad(RN ) : ‖u‖p < pt},

where c∞ > 0 denotes the best constant in the embedding W 1,p(RN ) ↪→ L∞(RN ).
Note that u ∈ St implies that ‖u‖∞ ≤ δ(ε); indeed, we have ‖u‖∞ ≤ c∞‖u‖ <

c∞(pt)1/p ≤ δ(ε). Fix u ∈ St; for a.e. x ∈ RN , Lebourg’s mean value theorem and
(3.1) imply the existence of ξx ∈ ∂F (θxu(x)) for some 0 < θx < 1 such that

|F (u(x))| = |F (u(x))− F (0)| = |ξxu(x)| ≤ ε|u(x)|p.

Consequently, for every u ∈ St we have

|I2(u)| = |
∫

RN

α(x)F (u(x))dx| ≤ ε

∫
RN

α(x)|u(x)|pdx

≤ ε‖α‖L1‖u‖p
∞ ≤ ε‖α‖L1cp

∞‖u‖p.

Therefore, for every u ∈ St \ {0} with 0 < t ≤ 1
p

(
δ(ε)
c∞

)p

we have

0 ≤ |I2(u)|
I1(u)

≤ ε‖α‖L1cp
∞p.

Since ε > 0 is arbitrary, we obtain the required limit. �

Proposition 3.4. lim sup‖u‖→∞
I2(u)
I1(u) ≤ 0.

Proof. By (F̃2), for every ε > 0 there exists δ(ε) > 0 such that

F (t) ≤ ε|t|p, ∀|t| ∈ [δ(ε),∞[. (3.2)

Consequently, for every u ∈ W 1,p
rad(RN ) we have

I2(u) =
∫

RN

α(x)F (u(x))dx

=
∫
{x∈RN :|u(x)|>δ(ε)}

α(x)F (u(x))dx +
∫
{x∈RN :|u(x)|≤δ(ε)}

α(x)F (u(x))dx

≤ ε

∫
{x∈RN :|u(x)|>δ(ε)}

α(x)|u(x)|pdx + max
|t|≤δ(ε)

|F (t)|
∫
{x∈RN :|u(x)|≤δ(ε)}

α(x)dx

≤ ε‖α‖L1cp
∞‖u‖p + ‖α‖L1 max

|t|≤δ(ε)
|F (t)|.

Therefore, for every u ∈ W 1,p
rad(RN ) \ {0}, we have

I2(u)
I1(u)

≤ εp‖α‖L1cp
∞ + p‖α‖L1 max

|t|≤δ(ε)
|F (t)|‖u‖−p.

Once ‖u‖ → ∞, the claim is proved, taking into account that ε > 0 is arbitrary. �
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Due to hypothesis (α̃), one can fix R > 0 such that αR = essinf |x|≤Rα(x) > 0.
For σ ∈]0, 1[ define the function

wσ(x) =


0, if x ∈ RN \BN (0, R);
t̃, if x ∈ BN (0, σR);

t̃
R(1−σ) (R− |x|), if x ∈ BN (0, R) \BN (0, σR),

where BN (0, r) denotes the N−dimensional open ball with center 0 and radius r > 0,

and t̃ comes from (F̃3). Since α ∈ L∞loc(RN ), then M(α, R) = supx∈BN (0,R) α(x) < ∞.
A simple estimate shows that

I2(wσ) ≥ ωNRN [αRF (t̃)σN −M(α, R) max
|t|≤|t̃|

|F (t)|(1− σN )].

When σ → 1, the right hand side is strictly positive; choosing σ0 close enough to 1,
for u0 = wσ0 we have I2(u0) > 0.
Proof of Theorem 1.1. It remains to combine Theorem 2.1 with Propositions 3.1-3.4.
The definitions of the number τ and χ, see relations (2.2)-(2.1), show that τ = 0 and

λ0 := χ−1 = inf
I2(u)>0

I1(u)
I2(u)

is well-defined, positive which is the number appearing in the statement of Theorem
1.1. �
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Non-isomorphic contact structures
on the torus T 3

Saad Aggoun

Abstract. In this paper, we prove the existence of infinitely many number non-
isomorphic contact structures on the torus T 3. Moreover, this structures are ex-
plicitly given by ωn = cos nθ3dθ1 + sin nθ3dθ2, (n ∈ N).

Mathematics Subject Classification (2010): 37J55, 53D10, 53D17, 53D35.

Keywords: Contact structures, Reeb field, Poisson brackets.

1. Introduction

In the acts of Colloquium of Brussels in 1958, P. Libermann [3] addressed the
study of the automorphisms of the contact structures on a differentiable manifold M .
She has proved that these automorphisms correspond bijectively to functions on this
manifold. This allows to transport the Lie algebra structure on the vector space F (M)
of the functions on M. We obtain, for two given functions f, g ∈ F (M), a Poisson
bracket [f, g] that depends of the contact form ω. The study of the infinite dimensional
Lie algebras obtained is far from being advanced. Thus, in 1973 A. Lichnerowicz [4]
who hoped to distinguish the contact structures by their Lie algebras, has given
a series of results that are all however of general caracter. Some works that have
appeared after have emphasis on the similarities of these algebras. In 1979, R. Lutz
[7] has proved the existence of infinitely many non-isomorphic contact structures on
the sphere S3. In 1989, as reported by R. Lutz [7] himself, I have opened in my
thesis [1] new perspectives in the other direction by studying the sub-algebras of
finite dimension of these algebras. We know that if two contact structures [ω1] and
[ω2] are isomorphic then their Lie algebras (of infinite dimension of course) A([ω1])
and A([ω2]) are also isomorphic.

Given an n-dimensional smooth manifold M, and a point p ∈ M, a contact
element of M with contact point p is an (n − 1)-dimensional linear subspace of the
tangent space to M at p. A contact contact element can be given by the zeros of a
1-form on the tangent space to M at p. However, if a contact element is given by the
zeros of a1-form ω, then it will also be given by the zeros of λω where λ 6= 0. thus
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{λω : λ 6= 0} all give the same contact element. It follows that the space of all contact
elemnts of M can be identified with a quotient of the cotangent bundle PT ∗M, where
PT ∗M = T ∗M/R, where, for ωi ∈ T ∗p M, ω1Rω2 iff there exists λ 6= 0 : ω1 = λω2.

A contact structure on an odd dimensional manifold M , of dimension 2k + 1,
is a smooth distribution of contact elements, denoted by ξ, which is generic at each
point. The genericity condition is that ξ is non-integrable.

Assume that we have a smooth distribution of contact elements ξ given locally
by a differential 1-form α; i.e. a smooth section of the cotangent bundle. The non-
integrability condition can be given explicitly as α ∧ (dα)k 6= 0.

Notice that if ξ is given by the differential 1-form α, then the same distribution
is given locally by β = fα, where f is a non-zero smooth function. If ξ is co-orientable
then α is defined globally.

If α is a contact form for a given contact structure, the Reeb vector field R can
be defined as the unique element of the kernel of dα such that α(R) = 1.

For more details, we can consult the references [5, 6, 8] .

2. The main result

The main result is contained in the following theorem:

Theorem 2.1. On the torus T 3 the contact structures defined by the contact forms
ωn = cos nθ3dθ1 + sinnθ3dθ2, (n ∈ N) are non-isomorphic.

To establish this result, we need the following lemma.

Lemma 2.2. Let f a C∞−function on the torus T 3 and Rn the Reeb field of ωn defined
by

Rn = cos nθ3
∂

∂θ1
+ sinnθ3

∂

∂θ2
.

If Rn(f) = 0, then f depends only on θ3.

Proof. Rn(f) = 0 means that f is constant along the integral curves of Rn whose
equations are:

dθ1

dt
= cos nθ3,

dθ2

dt
= sinnθ3,

dθ3

dt
= 0.

So, we have

θ1 = t cos nk3 + k1,

θ2 = sinnk3 + k2,

θ3 = k3,

where k1, k2 and k3 are real constants.
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When tan k3 is irrational, the trajectories are dense on a torus T 2, so by continuity f

is constant on this torus. Hence, we get
∂f

∂θ1
=

∂f

∂θ2
= 0 for θ1, θ2 arbitrary and θ3 in

a dense subset of the circle. It follow that f is constant with respect to θ1 and θ2.
This completes the proof of the lemma. �

Proof of the theorem. It suffices to prove that the structures [ω1] and [ω2] are non-
isomorphic.

From [1] we recall that the Poisson brackets associated to [ω1] and [ω2] are given
respectively by:

[f, g]1 =
(

f
∂g

∂θ1
− g

∂f

∂θ1
+

∂f

∂θ3

∂g

∂θ2
− ∂f

∂θ2

∂g

∂θ3

)
cos θ3

+
(

f
∂g

∂θ2
− g

∂f

∂θ2
+

∂f

∂θ1

∂g

∂θ3
− ∂f

∂θ3

∂g

∂θ1

)
sin θ3,

[f, g]2 =
(

f
∂g

∂θ1
− g

∂f

∂θ1
+

1
2

∂f

∂θ3

∂g

∂θ2
− 1

2
∂f

∂θ2

∂g

∂θ3

)
cos 2θ3

+
(

f
∂g

∂θ2
− g

∂f

∂θ2
+

1
2

∂f

∂θ1

∂g

∂θ3
− 1

2
∂f

∂θ3

∂g

∂θ1

)
sin 2θ3.

Suppose that [ω1] and [ω2] are isomorphic that is F ∗ω1 = λω2, where λ is a
function on T 3 without zeros and F be this diffeomorphism defined from T 3 into T 3

by:
F (θ1, θ2, θ3) = (u(θ1, θ2, θ3), v(θ1, θ2, θ3), w(θ1, θ2, θ3) ).

We obtain the two equations

∂u

∂θ1
cos w +

∂v

∂θ1
sinw = λ cos 2θ3. (2.1)

∂u

∂θ2
cos w +

∂v

∂θ2
sinw = λ sin 2θ3. (2.2)

Let Φ(θ1, θ2, θ3) = cos θ3,Ψ(θ1, θ2, θ3) = cos θ1 and Ω(θ1, θ2, θ3) = − sin θ1. Thus
we have [Φ,Ψ]1 = Ω, [Ψ,Ω]1 = Φ and [Ω,Φ]1 = −Ψ.

Then Φ,Ψ and Ω generate a three dimensiononal sub-algebra of A [ω1] isomor-
phic to SL2(R) and consequently, we deduce that the functions Φ◦F,Ψ◦F and Ω◦F
generate a three dimensional sub-algebra of A [ω2] isomorphic to SL2(R).
Thus, we have by analogy

[cos w, cos u]2 = − sinu,
[cos u,− sinu]2 = cos w,
[− sinu, cos w]2 = − cos u.

From this equations, it follows that

∂u

∂θ1
cos 2θ3 +

∂u

∂θ2
sin 2θ3 = − cos w. (2.3)

If Φ(θ1, θ2, θ3) = sin θ3,Ψ(θ1, θ2, θ3) = cos θ2 and Ω(θ1, θ2, θ3) = − sin θ2.
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We obtain similarly
∂v

∂θ1
cos 2θ3 +

∂v

∂θ2
sin 2θ3 = − sinw. (2.4)

We take now

Φ(θ1, θ2, θ3) = 1 and Ψ(θ1, θ2, θ3) = − cos θ3,

we get
∂ (cos w)

∂θ1
cos 2θ3 +

∂ (cos w)
∂θ2

sin 2θ3 = 0. (2.5)

From (5) and lemma 2, it follows that the function cos w and consequently the function
w depend only on θ3.

Differentiating (3) and (4) with respect to θ1 and θ2, we get after taking into account
the form of Reeb field Rn the four equations

R2

(
∂u

∂θ1

)
= R2

(
∂u

∂θ2

)
= R2

(
∂v

∂θ1

)
= R2

(
∂v

∂θ2

)
= 0,

from those, we deduce that the functions ∂u
∂θ1

, ∂u
∂θ2

, ∂v
∂θ1

and ∂v
∂θ2

depend only on θ3.

The diffeomorphism F can now be completly caracterized in the following way :

u (θ1, θ2, θ3) = θ1α1(θ3) + θ2β1(θ3) + γ1(θ3),

v (θ1, θ2, θ3) = θ1α2(θ3) + θ2β2(θ3) + γ2(θ3),

w (θ1, θ2, θ3) = γ3(θ3),

where the functions αi, βi, γj , i = 1, 2 and j = 1, 2, 3 are defined on the torus T 3.

So F is a diffeomorphism iff the functions αi and βi take only integer values and
subject to the condition

α1β2 − α2β1 = ±1.

We return now to the equations (1) and (2),we obtain

(α1 − β2) sin (w + 2θ3)− (α1 + β2) sin (w − 2θ3)

+ (α2 − β1) cos (w − 2θ3)− (α2 + β1) cos (w + 2θ3) = 0.

Thus if w = ±2θ3, F is not invertible. In the contrary case, the quantities
sin (w + 2θ3) , sin (w − 2θ3) , cos (w − 2θ3) and cos (w + 2θ3) are linearly independant,
so αi = βi = 0.

In all cases this diffeomorphism do not exist and the contact structures [ω1] and [ω2]
are not isomorphic.
Consequently, there are infinitely many non-isomorphic contact structues [ωn] on the
torus T 3 given by

ωn = cos nθ3dθ1 + sinnθ3dθ2, (n ∈ N) .

This completes the proof of the theorem. �
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3. Conclusion

The technics used in this work to find non-isomorphic contact structures can
be extended to the sphere S3 in a first steep and may be to other manifolds suitably
choosen. It is also interesting to find the group of diffeomorphisms that leaves the
contact structure invariante.

Aknowledgements. The author is indebted to the referee for pointing out some
errors and his carrefull reading of the first version of this work.
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Strongly almost summable sequence spaces in
2-normed spaces defined by ideal convergence
and an Orlicz function
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Abstract. In this paper we introduce some certain new sequence spaces via ideal
convergence and an Orlicz function in 2-normed spaces and examine some prop-
erties of the resulting these spaces.
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1. Introduction

Let X be a non-empty set, then a family of sets I ⊂ 2X (the class of all subsets
of X) is called an ideal if and only if for each A,B ∈ I, we have A ∪ B ∈ I and for
each A ∈ I and each B ⊂ A, we have B ∈ I. A non-empty family of sets F ⊂ 2X

is a filter on X if and only if ∅ /∈ F , for each A,B ∈ F, we have A ∩ B ∈ F and
each A ∈ F and each A ⊂ B, we have B ∈ F . An ideal I is called non-trivial
ideal if I 6= ∅ and X /∈ I. Clearly I ⊂ 2X is a non-trivial ideal if and only if
F = F (I) = {X/A : A ∈ I} is a filter on X. A non-trivial ideal I ⊂ 2X is called
admissible if and only if {{x} : x ∈ X} ⊂ I. Further details on ideals of 2X can be
found in Kostyrko, et.al [3] . The notion was further investigated by Salat, et.al [4],
Tripathy and Hazarika [13− 15] , Tripathy and Mahanta [16] and others.

Recall in [5, 7] that an Orlicz function M is continuous, convex, nondecreasing
function define for x > 0 such that M(0) = 0 and M(x) > 0. If convexity of Orlicz
function is replaced by M(x+y) ≤ M (x)+M (y) then this function is called the mod-
ulus function and characterized by Ruckle [6] . An Orlicz function M is said to satisfy
∆2−condition for all values u, if there exists K > 0 such that M(2u) ≤ KM(u), u ≥ 0.
Subsequently, the notion of Orlicz function was used to defined sequence spaces by
Altin et al [8] , Tripathy and Mahanta [9] , Et et al [10] , Tripathy et al [11], Tripathy
and Sarma [12] and many others.
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Lemma. Let M be an Orlicz function which satisfies ∆2−condition and let 0 < δ < 1.
Then for each t ≥ δ, we have M(t) < Kδ−1M (2) for some constant K > 0.

A sequence space X is said to be solid or normal if (αkxk) ∈ X, and for all
sequences α = (αk) of scalars with |αk| ≤ 1 for all k ∈ N.

Let X be a real vector space of dimension d, where 2 ≤ d < ∞. A 2-norm on X
is a function ‖., .‖ : X ×X → R which satisfies;

(i) ‖x, y‖ = 0 if and only if x and y are linearly dependent,
(ii) ‖x, y‖ = ‖y, x‖ ,
(iii) ‖αx, y‖ = |α| ‖x, y‖ , α ∈ R,
(iv) ‖x, y + z‖ ≤ ‖x, y‖+ ‖x, z‖ .
The pair (X, ‖., .‖) is called a 2-normed space [2] . As an example of a 2-normed

space we may take X = R being equipped with the 2-norm ‖x, y‖ =the area of
paralelogram spanned by the vectors x and y, which may be given explicitly by the
formula

‖x, y‖E = abs

(∣∣∣∣x11 x12

y11 y12

∣∣∣∣) .

2. Main results

In this section we introduce the notion of different types of I-convergent se-
quences.

Let I be an ideal of 2N, M be an Orlicz function, p = (pk) be a bounded se-
quence of strictly positive real numbers and (X, ‖, ., ‖) be an 2-normed space. Further
w (2−X) denotes X-valued sequence space. Now, we define the following sequence
spaces:

ŵI [M,p, ‖, ., ‖]o

=

{
x=(xk) ∈ w(2−X) : ∀ε > 0,

{
n ∈ N : 1

n

∑n
k=1

[
M

(∥∥∥ tkm(x)
ρ , z

∥∥∥)]pk

≥ ε
}
∈ I

for some ρ > 0, m ∈ N and each z ∈ X

}
,

ŵI [M,p, ‖, ., ‖]

=

{
x=(xk)∈ w (2−X) : ∀ε > 0,

{
n ∈ N : 1

n

∑n
k=1

[
M

(∥∥∥ tkm(x)
ρ , z

∥∥∥)]pk

≥ ε
}
∈ I

for some ρ > 0, L ∈ X, m ∈ N and each z ∈ X

}
,

ŵI [M,p, ‖, ., ‖]∞

=

{
x=(xk) ∈ w (2−X) : ∃K > 0,

{
n ∈ N : 1

n

∑n
k=1

[
M

(∥∥∥ tkm(x)
ρ , z

∥∥∥)]pk

≥K
}
∈ I

for some ρ > 0,m ∈ N and each z ∈ X

}
and

ŵ [M,p, ‖, ., ‖]∞=

{
x=(xk)∈w (2−X) : ∃K >0, 1

n

∑n
k=1

[
M

(∥∥∥ tkm(x)
ρ , z

∥∥∥)]pk

≤K

for some ρ > 0,m ∈ N and each z ∈ X

}
,
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where

tkm (x) = tkm (xk) =
1

k + 1

k∑
i=0

xi+m,m ∈ N.

If pk = 1 for all k ∈ N, we denote

ŵI [M,p, ‖, ., ‖] = ŵI [M, ‖, ., ‖] , ŵI [M,p, ‖, ., ‖]o = ŵI [M, ‖, ., ‖]o ,

ŵI [M,p, ‖, ., ‖]∞ = ŵI [M, ‖, ., ‖]∞
and

ŵ [M,p, ‖, ., ‖]∞ = ŵ [M, ‖, ., ‖]∞
respectively.

If for k = 0, we get tkm (x) = xm for all m ∈ N. We denote these three classes of
sequences as wI [M,p, ‖, ., ‖] , wI [M,p, ‖, ., ‖]o , wI [M,p, ‖, ., ‖]∞ and w [M,p, ‖, ., ‖]∞
respectively.

The following well-known inequality will be used for establishing some results of
this article. If 0 ≤ infk pk (= h) ≤ pk ≤ supk (= H) < ∞, D = max

(
1, 2H−1

)
, then

|xk + yk|pk ≤ D {|xk|pk + |yk|pk}

for all k ∈ N and xk, yk ∈ C. Also |xk|pk ≤ max
(
1, |xk|H

)
for all xk ∈ C.

Theorem 2.1. The sets ŵI [M,p, ‖, ., ‖]o , ŵI [M,p, ‖, ., ‖] and ŵI [M,p, ‖, ., ‖]∞ are lin-
ear spaces over the complex field C.
Proof. We will prove only for ŵI [M,p, ‖, ., ‖]o and the others can be proved similarly.
Let x, y ∈ ŵI [M,p, ‖, ., ‖]o and α, β ∈ C. Then{

n ∈ N :
1
n

n∑
k=1

[
M

(∥∥∥∥ tkm (x)
ρ1

, z

∥∥∥∥)]pk

≥ ε

2

}
∈ I, for some ρ1 > 0

and {
n ∈ N :

1
n

n∑
k=1

[
M

(∥∥∥∥ tkm (y)
ρ2

, z

∥∥∥∥)]pk

≥ ε

2

}
∈ I, for some ρ2 > 0 .

for all m ∈ N. Since ‖, ., ‖ is a 2-norm and M is an Orlicz function, the following
inequality holds:

1
n

n∑
k=1

[
M

(∥∥∥∥ tkm (αx + βy)
|α| ρ1 + |β| ρ2

, z

∥∥∥∥)]pk

≤ D

n

n∑
k=1

[
|α|

|α| ρ1 + |β| ρ2
M

(∥∥∥∥ tkm (x)
ρ1

, z

∥∥∥∥)]pk

+
D

n

n∑
k=1

[
|β|

|α| ρ1 + |β| ρ2
M

(∥∥∥∥ tkm (y)
ρ2

, z

∥∥∥∥)]pk

≤ D

n

n∑
k=1

[
M

(∥∥∥∥ tkm (x)
ρ1

, z

∥∥∥∥)]pk

+
D

n

n∑
k=1

[
M

(∥∥∥∥ tkm (y)
ρ2

, z

∥∥∥∥)]pk
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for all m ∈ N. From the above inequality we get{
n ∈ N :

1
n

n∑
k=1

[
M

(∥∥∥∥ tkm (αx + βy)
|α| ρ1 + |β| ρ2

, z

∥∥∥∥)]pk

≥ ε

}

⊂

{
n ∈ N :

DA

n

n∑
k=1

[
M

(∥∥∥∥ tkm (x)
ρ1

, z

∥∥∥∥)]pk

≥ ε

2

}

∪

{
n ∈ N :

DA

n

n∑
k=1

[
M

(∥∥∥∥ tkm (y)
ρ2

, z

∥∥∥∥)]pk

≥ ε

2

}
.

Two sets on the right hand side belong to I and this completes the proof.
It is also easy verify that the space ŵ [M,p, ‖, ., ‖]∞ is also a linear space.

Theorem 2.2. For fixed n ∈ N, ŵ [M,p, ‖, ., ‖]∞ paranormed space with respect to the
paranorm defined by

g (x) = inf

 ρ
pn
H > 0 :

(
supn,m

1
n

∑n
k=1

[
M

(∥∥∥ tkm(x)
ρ , z

∥∥∥)]pk
) 1

H

≤ 1,

for each z ∈ X

 .

Proof. g (θ) = 0 and g (−x) = g (x) are easy to prove, so we omit them. Let us take
x, y ∈ ŵ [M,p, ‖, ., ‖]∞ . Let

A (x) =

{
ρ > 0 : sup

n,m

1
n

n∑
k=1

[
M

(∥∥∥∥ tkm (x)
ρ

, z

∥∥∥∥)]pk

≤ 1,∀z ∈ X

}
and

A (y) =

{
ρ > 0 : sup

n,m

1
n

n∑
k=1

[
M

(∥∥∥∥ tkm (y)
ρ

, z

∥∥∥∥)]pk

≤ 1,∀z ∈ X

}
.

Let ρ1 ∈ A (x) and ρ2 ∈ A (y) . If ρ = ρ1 + ρ2, then we have

sup
n,m

1
n

n∑
k=1

[
M

(∥∥∥∥ tkm (x + y)
ρ

, z

∥∥∥∥)]

≤ ρ1

ρ1 + ρ2
sup
n,m

1
n

n∑
k=1

[
M

(∥∥∥∥ tkm (x)
ρ1

, z

∥∥∥∥)]

+
ρ2

ρ1 + ρ2
sup
n,m

1
n

n∑
k=1

[
M

(∥∥∥∥ tkm (y)
ρ1

, z

∥∥∥∥)]
.

Thus

sup
n,m

1
n

n∑
k=1

[
M

(∥∥∥∥ tkm (x + y)
ρ1 + ρ2

, z

∥∥∥∥)]pk

≤ 1

and
g (x + y) = inf

{
(ρ1 + ρ2)

pn
H > 0 : ρ1 ∈ A (x) and ρ2 ∈ A (y)

}
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≤ inf
{

(ρ1)
pn
H > 0 : ρ1 ∈ A (x)

}
+ inf

{
(ρ2)

pn
H > 0 : ρ2 ∈ A (y)

}
= g (x) + g (y) .

Now, let λk → λ, where λk, λ ∈ C and g (xu
k − xk) → 0 as u → ∞. We have to

show that g (λkxu
k − λxk) → 0 as u →∞. Let

A (xu) =

{
ρu > 0 : sup

n,m

1
n

n∑
k=1

[
M

(∥∥∥∥ tkm (xu
k)

ρu
, z

∥∥∥∥)]pk,l

≤ 1,∀z ∈ X

}
and

A (xu − x) =

{
ρı

u > 0 : sup
n,m

1
n

n∑
k=1

[
M

(∥∥∥∥ tkm (xu − x)
ρı

u

, z

∥∥∥∥)]pk

≤ 1,∀z ∈ X

}
.

If ρu ∈ A (xu) and ρı
u ∈ A (xu − x) then we observe that

M

(∥∥∥∥ tkm (λkxu
k − λxk)

ρu |λk − λ|+ ρı
u |λ|

, z

∥∥∥∥)
≤ M

(∥∥∥∥ tkm (λkxu
k − λxu

k)
ρu |λk − λ|+ ρı

u |λ|
, z

∥∥∥∥ +
∥∥∥∥ tkm (λxu

k − λxk)
ρu |λk − λ|+ ρı

u |λ|
, z

∥∥∥∥)
≤ ρu |λk − λ|

ρu |λk − λ|+ ρı
u |λ|

M

(∥∥∥∥ tkm (xu
k)

ρu
, z

∥∥∥∥)
+

ρı
u |λ|

ρu |λk − λ|+ ρı
u |λ|

M

(∥∥∥∥ tkm (xu
k − xk)
ρı

u

, z

∥∥∥∥)
.

From this inequality, it follows that[
M

(∥∥∥∥ tkm (λkxu
k − λxk)

ρu |λk − λ|+ ρı
u |λ|

, z

∥∥∥∥)]pk

≤ 1

and consequently

g(λkxu
k−λxk)=inf

{
(ρu |λk − λ|+ ρı

u |λ|)
pn
H > 0 : ρu ∈ A (xu) and ρı

u ∈ A (xu − x)
}

≤ (|λk − λ|)
pn
H inf

{
(ρu)

pn
H > 0 : ρu ∈ A (xu)

}
+(|λ|)

pn
H inf

{
(ρı

u)
pn
H > 0 : ρı

u ∈ A (xu − x)
}

≤ max
{
|λ| , (|λ|)

pn
H

}
g (xu

k − xk) .

Hence by our assumption the right hand side tends to zero as u →∞. This completes
the proof.
Theorem 2.3. Let M,M1 and M2 be Orlicz functions. Then we have

(i) ŵI [M1, p, ‖, ., ‖]o ⊂ ŵI [MoM1, p, ‖, ., ‖]o provided that p = (pk) is such that
h > 0.

(ii) ŵI [M1, p, ‖, ., ‖]o ∩ ŵI [M2, p, ‖, ., ‖]o ⊂ ŵI [M1 + M2, p, ‖, ., ‖]o .

Proof. (i). For given ε > 0, we first choose εo > 0 such that max
{
εH
o , εHo

o

}
< ε. Now

using the continuity of M , choose 0 < δ < 1 such that 0 < t < δ implies M (t) < εo.
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Let x ∈ ŵI [M1, p, ‖, ., ‖]o . Now from the definition of the space ŵI [M1, p, ‖, ., ‖]o , for
some ρ > 0

A (δ) =

{
n ∈ N :

1
n

n∑
k=1

[
M1

(∥∥∥∥ tkm (x)
ρ

, z

∥∥∥∥)]pk

≥ δH

}
∈ I, m ∈ N

Thus if n /∈ A (δ) then

1
n

n∑
k=1

[
M1

(∥∥∥∥ tkm (x)
ρ

, z

∥∥∥∥)]pk

< δH

⇒
n∑

k=1

[
M1

(∥∥∥∥ tkm (x)
ρ

, z

∥∥∥∥)]pk

< nδH ,

⇒
[
M1

(∥∥∥∥ tkm (x)
ρ

, z

∥∥∥∥)]pk

< δH for all k, m = 1, 2, ...,

⇒ M1

(∥∥∥∥ tkm (x)
ρ

, z

∥∥∥∥)
< δ for all k,m = 1, 2, ....

Hence from above inequality and using continuity of M , we must have

M

(
M1

(∥∥∥∥ tkm (x)
ρ

, z

∥∥∥∥))
< εo for all k,m = 1, 2, ...

which consequently implies that
n∑

k=1

[
M

(
M1

(∥∥∥∥ tkm (x)
ρ

, z

∥∥∥∥))]pk

< nmax
{
εH

o , εHo
o

}
< nε, m = 1, 2, ...,

⇒ 1
n

n∑
k=1

[
M

(
M1

(∥∥∥∥ tkm (x)
ρ

, z

∥∥∥∥))]pk

< ε, m = 1, 2, ....

This shows that{
n ∈ N :

1
n

n∑
k=1

[
M

(
M1

(∥∥∥∥ tkm (x)
ρ

, z

∥∥∥∥))]pk

≥ ε

}
⊂ A (δ)

and so belongs to I. This completes the proof.
(ii) Let x ∈ ŵI [M1, p, ‖, ., ‖]o ∩ ŵI [M2, p, ‖, ., ‖]o . Then the fact that

1
n

[
(M1 + M2)

(∥∥∥∥ tkm (x)
ρ

, z

∥∥∥∥)]pk

≤ D

n

[
M1

(∥∥∥∥ tkm (x)
ρ

, z

∥∥∥∥)]pk

+
D

n

[
M2

(∥∥∥∥ tkm (x)
ρ

, z

∥∥∥∥)]pk

gives us the result.
Theorem 2.4. (i) If 0 < h ≤ pk < 1, then ŵI [M,p, ‖, ., ‖]o ⊂ ŵI [M, ‖, ., ‖]o .

(ii) If 1 ≤ pk ≤ H < ∞, then ŵI [M, ‖, ., ‖]o ⊂ ŵI [M,p, ‖, ., ‖]o .
(iii) If 0 < pk < qk < ∞ and qk

pk
is bounded, then

ŵI [M,p, ‖, ., ‖]o ⊂ ŵI [M, q, ‖, ., ‖]o .
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Proof. The proof is standard, so we omit it.
Theorem 2.5. The sequence spaces ŵI [M,p, ‖, ., ‖]o , ŵI [M,p, ‖, ., ‖], ŵI [M,p, ‖, ., ‖]∞
and ŵ [M,p, ‖, ., ‖]∞ are solid.
Proof. We give the proof for only ŵI [M,p, ‖, ., ‖]o. The others can be proved similarly.
Let x ∈ ŵI [M1, p, ‖, ., ‖]o and α = (αk) be a sequence of scalars such that |αk| ≤ 1
for all k ∈ N. Then we have{

n ∈ N :
1
n

n∑
k=1

[
M

(∥∥∥∥ tkm (αkxk)
ρ

, z

∥∥∥∥)]pk

≤ ε

}

⊂

{
n ∈ N :

T

n

n∑
k=1

[
M

(∥∥∥∥ tkm (xk)
ρ

, z

∥∥∥∥)]pk

≤ ε

}
∈ I,

where T = supk

{
1, |αk|H

}
. Hence αx ∈ ŵI [M1, p, ‖, ., ‖]o for all sequences α = (αk)

with |αk| ≤ 1 for all k ∈ N whenever x ∈ ŵI [M1, p, ‖, ., ‖]o .
Acknowledgement. The author is grateful to the referee for corrections and sugges-
tions, which have greatly improved the readability of the paper.
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On the Conjecture of Cao, Gonska and Kacsó

Gancho T. Tachev

Abstract. We consider the question if lower estimates in terms of the second or-
der Ditzian-Totik modulus are possible, when we measure the pointwise approx-
imation of continuous function by Bernstein operator. In this case we confirm
the conjecture made by Cao, Gonska and Kacsó. To prove this we first estab-
lish sharp upper and lower bounds for pointwise approximation of the function
g(x) = x ln(x) + (1− x) ln(1− x), x ∈ [0, 1] by Bernstein operator.

Mathematics Subject Classification (2010): 41A10, 41A15, 41A25, 41A36.

Keywords: Bernstein operator, lower bounds, Ditzian-Totik moduli of smooth-
ness.

1. Introduction

In [6] Cao, Gonska and Kacsó formulated the following

Conjecture 1.1. Let Tn : C[a, b] → C[a, b] be a sequence of linear operators and
εn > 0, lim

n→∞
εn = 0, ϕ(x) = ϕ(x)[a,b] =

√
(x− a)(b− x), and 0 ≤ β < λ ≤ 1 fixed. If

for every f ∈ C[a, b] one has

|Tn(f, x)− f(x)| ≤ C(f)ωϕλ

2

(
f ; εnϕ1−λ(x)

)
, (1.1)

then lower pointwise estimates

c(f)ωϕβ

2

(
f ; εnϕ1−λ(x)

)
≤ |Tn(f, x)− f(x)|, f ∈ C[a, b], (1.2)

do not hold in general.

The case β = 0 was already solved by the same authors in Theorem 3.1 in [5].
The aim of this note is to confirm conjecture above for the case when Tn is replaced
by the Bernstein operator Bn. Instead of Tn we consider further only the classical
Bernstein operator Bn applied to a continuous on [0, 1] function f(x) and defined by

Bn(f ;x) =
n∑

k=0

f

(
k

n

)
·
(

n

k

)
xk(1− x)n−k, x ∈ [0, 1]. (1.3)
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By usual translation all considerations over the interval [0, 1] could be transformed
into the interval [a, b]. Let us define the function

g(x) = x lnx + (1− x) ln(1− x), x ∈ (0, 1) (1.4)

and g(0) = g(1) = 0. This function was studied and used by many authors in dif-
ferent problems in approximation theory - see [1,2,5,6,9,10,11,12,13,14]. For example
the function g(x) was used to establish Theorem 3.1 in [5]. Also g was studied to ob-
tain direct pointwise estimates for approximation of a continuous function by linear
positive operator L in [13-Lemma 3.2]. V.Maier considered the function g to establish
the saturation order of Kantorovich operator (see [11,12] and Ch. 10 in [3]). The first
uniform estimate for approximation of g(x) by Bn was given by Berens and Lorentz
in [1]:

Bn(g, x)− g(x) ≤ 7
n

, for all x ∈ [0, 1].

Different problems in approximation and learning theory, connected with approxima-
tion of g by Bn are also studied in [2]. The problem to evaluate in a pointwise form
the remainder term

Rn(g, x) := Bn(g, x)− g(x), x ∈ [0, 1] (1.5)

was formulated by the author in [14] as open problem during the fifth Romanian-
German seminar on approximation theory, held in Sibiu, Romania in 2002. More
precisely, we propose to find (best) bounds of the type

k1 ·
xα1(1− x)α2

nβ
≤ Rn(g, x) ≤ K2 ·

xa1(1− x)a2

nb
, (1.6)

for every x ∈ [0, 1], where k1,K1 are positive numbers, independent of x and n.
Some days after the conference prof. A.Lupaş sent to me the proof of inequality (1.6)
with α1 = α2 = β = 1, k1 = 1

2 and a1 = a2 = b = 1
2 , K2 =

√
2, i.e.

Theorem 1.2. (see [10]) For all x ∈ [0, 1] the following holds true

x(1− x)
2n

≤ Rn(g, x) ≤
√

2 ·
√

x(1− x)
n

. (1.7)

Our first statement is motivated by the result of Lupaş and considerations, made
in [5,6,13]. We prove that the values of α1 = α2 = 1 and a1 = a2 = 1

2 in (1.7) are
optimal , namely

Theorem 1.3. It is not possible to find a1 > 1
2 , or a2 > 1

2 , or α1 < 1, or α2 < 1, such
that

k1 ·
xα1(1− x)α2

n
≤ Rn(g, x) ≤ K2 ·

xa1(1− x)a2

√
n

, (1.8)

holds true for all x ∈ [0, 1] with some positive numbers k1,K2, independent of x and
n.

Our next result confirms the conjecture of Cao, Gonska, Kacsó in [6] and states
the following
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Theorem 1.4. Let ϕ(x) =
√

x(1− x), x ∈ [0, 1] and 0 ≤ β < λ ≤ 1 be fixed. For the
function g(x), defined in (1.4) one has

|Bn(g, x)− g(x)| ≤ C(g)ωϕλ

2

(
g;

1√
n

ϕ1−λ(x)
)

, (1.9)

but the lower pointwise estimate

c(g)ωϕβ

2

(
g;

1√
n

ϕ1−λ(x)
)
≤ |Bn(g, x)− g(x)|, (1.10)

is not valid.

In Section 2 we give the proof of Theorem 1.3. In Section 3 we establish the
proof of Theorem 1.4.

2. Proof of Theorem 1.3

Proof. Due to symmetry it is enough to consider in (1.8) only x ∈ [0, 1
2 ] and to study

the possible values of the parameters α1 and a1. It is easy to compute that

g′′(x) =
1

x(1− x)
, x ∈ (0, 1), (2.1)

i.e. g is a convex function on [0, 1]. Therefore

Bn(g, x) ≥ g(x), for all x ∈ [0, 1]. (2.2)

If Sn(g, x) is the piecewise linear interpolant for g at the points 0, 1
n , . . . , 1, then

Bn(Sng, x) = Bn(g, x),

Bn(Sng, x) ≥ Sn(g, x), (2.3)
due to the fact that Sng is also convex function. Consequently from (2.2)-(2.3) we get

Bn(g, x)− g(x) ≥ Sn(g, x)− g(x). (2.4)

First let us consider the r.h.s. of (1.8). We suppose that (1.8) holds with a1 > 1
2 . Then

from (2.4) it follows that

Sn(g, x)− g(x) ≤ K2 ·
xa1(1− x)a2

√
n

, x ∈ [0,
1
2
]. (2.5)

We compute for 0 ≤ x ≤ 1
n that

Sn(g, x) = nx · g( 1
n ) = nx

[
1
n ln( 1

n ) + (1− 1
n ) ln(1− 1

n )
]

= x
[
ln( 1

n ) + (n− 1) ln(1− 1
n )

]
.

(2.6)

Also we verify that for x ∈ [0, 1
2 ],

g(x) = x lnx + (1− x) ln(1− x) ≤ x lnx. (2.7)

Consequently (2.5) and (2.7) yield

x

[
− lnn + (n− 1) ln(1− 1

n
)
]
− x lnx ≤ K2 ·

xa1(1− x)a2

√
n

(2.8)
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for 0 < x ≤ 1
n . Therefore

−x ln(nx) + x

[
(n− 1) ln(1− 1

n
)
]
≤ K2 ·

xa1(1− x)a2

√
n

(2.9)

Hence we get

x ln
[
(1− 1

n
)n−1 · 1

nx

]
≤ K2 ·

xa1(1− x)a2

√
n

.

Consequently

x1−a1 ·
√

n ≤ K2 · (1− x)a2

ln
[
(1− 1

n )n−1 · 1
nx

] . (2.10)

We set x = 1
2en in (2.10) and take n →∞. Then we arrive at

+∞ = lim
n→∞

na1−1+ 1
2 ≤ K2

ln 2
, (2.11)

when a1 > 1
2 , which is a contradiction.

To study the best possible value of α1 in (1.8) we may use the following estimate,
proved firstly by Cao in 1964 for all continuous functions, and in particular for g(x)-see
[4]:

|Bn(g, x)− g(x)| ≤ Cω2(g,

√
x(1− x)

n
). (2.12)

This nice estimate can not help us to establish the impossibility of the first inequality
in (1.8). We suppose that (1.8) holds with α1 < 1. It is easy to observe that

Rn(g, x) ≤ |g(x)|. (2.13)

Then we would have

k1
(1− x)α2

n
≤ x−α1 |g(x)|,

which for x → 0 gives
k1

n
≤ 0

a contradiction. The proof of Theorem 1.3 is completed. �

3. Proof of Theorem 1.4

Proof. We recall the definition of the moduli ωϕλ

2 , 0 ≤ λ ≤ 1, which is in complete
analogy to those of ω2(f, ·), (λ = 0) and ωϕ

2 (f, ·), (λ = 1), (see [8], Chap.2):

ωϕλ

2 (f, t) = sup
0≤h≤t

‖∆2
hϕλf‖∞, (3.1)

where

∆2
hϕλf(x) :=


f(x− hϕλ(x))− 2f(x) + f(x + hϕλ(x)),

if [x− hϕλ(x), x + hϕλ(x)] ⊆ [0, 1];

0, otherwise.

(3.2)
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The direct pointwise estimate (1.9) was proved by Ditzian in [7] for all continuous
functions, defined in [0, 1] and in particular it holds for g(x) too. We suppose that
(1.10) holds true. Setting x = 1

2 in (3.2) we obtain

∆2
hϕβ g

(
1
2

)
= h2 · ϕ2β(

1
2
) · g′′(ξ) ≥ h2 · (1

2
)2β · 1

1
2 (1− 1

2 )
= h2 · 22(1−β).

Hence by

t :=
1√
n

ϕ1−λ(x), x ∈ [0, 1]− fixed

it follows
ωϕβ

2 (g, t) ≥ t2 · 22(1−β) =
1
n

(x(1− x))1−λ · 22(1−β). (3.3)

From our supposition and (3.3) we get

c(g) · 22(1−β) · x1−λ(1− x)1−λ

n
≤ |Bn(g, x)− g(x)| (3.4)

for 0 ≤ β < λ ≤ 1. It is clear that for λ = 1 (3.4) is not possible, because due to (1.7)
it would lead to

c(g) · 22(1−β) ≤
√

2 ·
√

x(1− x)
n

, for all x ∈ [0, 1], (3.5)

which is a contradiction.
Consequently for 0 ≤ β < λ < 1 (3.4) would imply, that (1.8) is valid with

α1 = 1 − λ < 1, which contradicts the statement of Theorem 1.3. Thus the proof of
Theorem 1.4 is completed. �

Acknowledgment. The research in this paper was inspired by the results, communi-
cated at wonderful Romanian-German Seminars on Approximation Theory. I would
like to thank prof. H.Gonska for his permanent support and assistance to realize my
participation at these conferences.
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[10] Lupaş, A., On a problem proposed by G.Tachev, (Proc. 5th Romanian-German Seminar,
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Kantorovich type q-Bernstein-Stancu operators

Ayşegül Erençin, Gülen Başcanbaz-Tunca and Fatma Taşdelen

Abstract. In this paper, we construct a Kantorovich type generalization of q-
Bernstein-Stancu operators by means of the Riemann type q-integral. We inves-
tigate some approximation properties and also establish a local approximation
theorem for these operators.

Mathematics Subject Classification (2010): 41A25, 41A36.

Keywords: Kantorovich type operator, Riemann type q-integral, Lipschitz class,
local approximation.

1. Introduction

Let q > 0 be a fixed real number. For any nonnegative integer n, the q-integer
[n]q and the q-factorial [n]q! are respectively defined by (see [2])

[n]q =


1− qn

1− q
if q 6= 1

n if q = 1
,

and

[n]q! =

{
[1]q[2]q · · · [n]q if n ≥ 1
1 if n = 0

.

For the integers n ≥ k ≥ 0, the q-binomial coefficients are defined by[
n
k

]
q

=
[n]q!

[k]q![n− k]q!
.

Now suppose that 0 < a < b, 0 < q < 1 and f is a real-valued function. The
q-Jackson integral of f over the interval [0, b] and a general interval [a, b] are defined
by (see [11]) ∫ b

0

f(x)dqx = (1− q)b
∞∑

j=0

f
(
bqj
)
qj
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and ∫ b

a

f(x)dqx =
∫ b

0

f(x)dqx−
∫ a

0

f(x)dqx,

respectively, provided the series converge.
It is clear that q-Jackson integral of f over an interval [a, b] contains two infinite

sums, so some problems are encountered in deriving the q-analogues of some well-
known integral inequalities which are used to compute order of approximation of linear
positive operators containing q-Jackson integral. To solve this problem Marinković
et.al. (see [12]) defined the Riemann type q-integral as

Rq(f ; a, b) =
∫ b

a

f(x)dR
q x = (1− q)(b− a)

∞∑
j=0

f
(
a + (b− a)qj

)
qj

which contains only points within the interval of integral.
Dalmanoğlu and Doğru [4] proved that Riemann type q-integral is a linear positive
operator and satisfies the Hölder inequality

Rq(|fg|; a, b) ≤ (Rq(|f |m1 ; a, b))
1

m1 (Rq(|g|m2 ; a, b))
1

m2

where 1
m1

+ 1
m2

= 1.

In 2009 Nowak [13], for f ∈ C[0, 1], q > 0, α ≥ 0 and each n ∈ N defined the
q-Bernstein-Stancu operators

Bq,α
n (f ;x) =

n∑
k=0

P q,α
n,k (x)f

(
[k]q
[n]q

)
, x ∈ [0, 1] (1.1)

with

P q,α
n,k (x) =

[
n
k

]
q

∏k−1
i=0 (x + α[i]q)

∏n−k−1
s=0 (1− qsx + α[s]q)∏n−1

i=0 (1 + α[i]q)
(1.2)

and investigated Korovkin type approximation properties of these operators. Note
that in (1.2) an empty product is taken to be equal to 1. In [10], the authors studied
the rate of convergence and proved a Voronovskaya type theorem for the operator
defined by (1.1). After that Agratini [1] introduced some estimates for the rate of
convergence to the sequence Bq,α

n (f ;x) by means of the modulus of continuity and
Lipschitz type maximal function and also explored a probabilistic approach.

It is clear that for α = 0, Bq,α
n (f ;x) reduces to q-Bernstein polynomials defined

by Phillips [15]

Bn,q(f ;x) =
n∑

k=0

[
n
k

]
q

xk
n−k−1∏

s=0

(1− qsx)f
(

[k]q
[n]q

)
, x ∈ [0, 1].

For q = 1, Bq,α
n (f ;x) turns out to be the Bernstein- Stancu polynomials proposed by

Stancu in [16]

Sn(f ;x) =
n∑

k=0

(
n

k

)∏k−1
i=0 (x + αi)

∏n−k−1
s=0 (1− x + αs)∏n−1

i=0 (1 + αi)
f

(
k

n

)
, x ∈ [0, 1].
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For α = 0 and q = 1, Bq,α
n (f ;x) represents the classical Bernstein polynomials given

by

Bn(f ;x) =
n∑

k=0

f

(
k

n

)(
n

k

)
xk(1− x)n−k, x ∈ [0, 1].

The following identities hold [13]

Bq,α
n (1;x) = 1 (1.3)

Bq,α
n (t;x) = x (1.4)

Bq,α
n (t2;x) =

1
1 + α

(
x(x + α) +

x(1− x)
[n]q

)
(1.5)

for all x ∈ [0, 1] and n ∈ N.
Generalization of Bernstein polynomials based on q-integers was studied by a

number of authors. We now mention some papers related to integral modification of
the q-Bernstein polynomials. Gupta [7] constructed Durrmeyer type modification of
the q-Bernstein polynomials by means of the q-Jackson integral and studied their some
approximation properties. Thereafter, Finta and Gupta [6] obtained some local and
global direct results and also established a simultaneous approximation theorem for
these operators. In [8], Gupta and Heping defined another Durrmeyer type q-Bernstein
polynomials and obtained some approximation properties of such operators. Later
in [9], Gupta and Finta proved some direct local and global approximation theorems
for the operators given in [8]. Dalmanoğlu [3] presented Kantorovich type q-Bernstein
polynomials via q-Jackson integral and investigated their approximation properties
and the rate of convergence. Very recently, by introducing the following Kantorovich
type generalization of q-Bernstein polynomials by means of the q-Riemann type inte-
gral

B∗n(f ; q;x) = [n + 1]q
n∑

k=0

q−k

[
n
k

]
q

xk
n−k−1∏

s=0

(1− qsx)
∫ [k+1]q

[n+1]q

[k]q
[n+1]q

f(t)dR
q t, (1.6)

where x ∈ [0, 1] and 0 < q < 1, Dalmanoǧlu and Doǧru [4] studied statistical Korovkin
type approximation properties of these operators. The authors derived the formulas

B∗n(1; q;x) = 1,

B∗n(t; q;x) =
2q

1 + q

[n]q
[n + 1]q

x +
1

1 + q

1
[n + 1]q

,

B∗n(t2; q;x) =
(

q2

1 + q
+

3q4

(1 + q)(1 + q + q2)

)
[n]q[n− 1]q

[n + 1]2q
x2

+
(

1 +
2q

1 + q
+

q2 − 1
1 + q + q2

)
[n]q

[n + 1]2q
x +

1
1 + q + q2

1
[n + 1]2q

.

In this paper, for f ∈ C[0, 1], 0 < q < 1 and each n ∈ N, we consider the
Kantorovich type generalization of the q-Bernstein Stancu operators defined by (1.1)
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with the help of the Riemann type q-integral as follows:

Bα
n (f ; q;x) =

n∑
k=0

P q,α
n,k (x)

[n + 1]q
qk

∫ [k+1]q
[n+1]q

[k]q
[n+1]q

f(t)dR
q t, x ∈ [0, 1] (1.7)

where P q,α
n,k (x) is given by (1.2).

In the case α = 0 the operator Bα
n (f ; q;x) turns into the operator B∗n(f ; q;x)

defined by (1.6).

2. Estimation of moments

Lemma 2.1. Let m be a nonnegative integer. Then we have

In,k(tm) :=
∫ [k+1]q

[n+1]q

[k]q
[n+1]q

tmdR
q t

=
qk

[n + 1]q

(
[n]q

[n + 1]q

)m m∑
l=0

(
m

l

)(
[k]q
[n]q

)m−l

Cm,l(q, n),

where

Cm,l(q, n) =
1

([n]q)l

m−l∑
s=0

(
m− l

s

)
(−1)s (1− q)s

[l + s + 1]q
.

Proof. By definition of Riemann type q-integral and Binomial formula, we get

In,k(tm)

=(1− q)
qk

[n + 1]q

∞∑
j=0

(
[k]q

[n + 1]q
+

qk

[n + 1]q
qj

)m

qj

=(1− q)
qk

([n + 1]q)m+1

∞∑
j=0

(
[k]q + (1− (1− q)[k]q) qj

)m
qj

=(1− q)
qk

([n + 1]q)m+1

m∑
i=0

∞∑
j=0

(qj)i+1

(
m

i

)
(1− (1− q)[k]q)

i ([k]q)m−i.

Using the following fact

∞∑
j=0

(qj)i+1 =
1

1− qi+1
=

1
(1− q)

1
[i + 1]q
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and Binomial formula again, we can write

In,k(tm)

=
qk

([n + 1]q)m+1

m∑
i=0

(
m

i

)
(1− (1− q)[k]q)

i ([k]q)m−i

[i + 1]q

=
qk

([n + 1]q)m+1

m∑
i=0

(
m

i

)
([k]q)m−i

[i + 1]q

i∑
l=0

(
i

l

)
(−1)i−l ((1− q)[k]q)

i−l

=
qk

([n + 1]q)m+1

m∑
i=0

(
m

i

)
1

[i + 1]q

i∑
l=0

(
i

l

)
([k]q)m−l(−1)i−l(1− q)i−l

=
qk

([n + 1]q)m+1

m∑
l=0

m∑
i=l

(
m

i

)(
i

l

)
([k]q)m−l(−1)i−l (1− q)i−l

[i + 1]q

=
qk

([n + 1]q)m+1

m∑
l=0

m∑
i=l

m!
(m− i)!

1
l!(i− l)!

([k]q)m−l(−1)i−l (1− q)i−l

[i + 1]q

=
qk

([n + 1]q)m+1

m∑
l=0

m−l∑
s=0

m!
(m− l − s)!

1
l!s!

([k]q)m−l(−1)s (1− q)s

[l + s + 1]q

=
qk

([n + 1]q)m+1

m∑
l=0

m−l∑
s=0

m!
l!(m− l)!

(m− l)!
s!(m− l − s)!

([k]q)m−l

× (−1)s (1− q)s

[l + s + 1]q

=
qk

([n + 1]q)m+1

m∑
l=0

m−l∑
s=0

(
m

l

)(
m− l

s

)
([k]q)m−l(−1)s (1− q)s

[l + s + 1]q

=
qk

([n + 1]q)

(
[n]q

[n + 1]q

)m m∑
l=0

m−l∑
s=0

(
m

l

)(
m− l

s

)(
[k]q
[n]q

)m−l 1
([n]q)l

× (−1)s (1− q)s

[l + s + 1]q

=
qk

([n + 1]q)

(
[n]q

[n + 1]q

)m m∑
l=0

(
m

l

)(
[k]q
[n]q

)m−l 1
([n]q)l

m−l∑
s=0

(
m− l

s

)
× (−1)s (1− q)s

[l + s + 1]q
.

Thus, if we take

1
([n]q)l

m−l∑
s=0

(
m− l

s

)
(−1)s (1− q)s

[l + s + 1]q
= Cm,l(q, n),

then the proof is completed. �
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In the light of Lemma 2.1, we can state the following lemma.

Lemma 2.2. Let m be a nonnegative integer. Then for the operator Bα
n (f ; q;x) defined

by (1.7), we have

Bα
n (tm; q;x) =

(
[n]q

[n + 1]q

)m m∑
l=0

(
m

l

)
Cm,l(q, n)Bq,α

n (tm−l;x),

where Bq,α
n is given by (1.1) and Cm,l(q, n) is defined as in Lemma 2.1.

Proof. Indeed, by using Lemma 2.1 we can write

Bα
n (tm; q;x) =

n∑
k=0

P q,α
n,k (x)

[n + 1]q
qk

In,k(tm)

=
(

[n]q
[n + 1]q

)m n∑
k=0

P q,α
n,k (x)

m∑
l=0

(
m

l

)(
[k]q
[n]q

)m−l

Cm,l(q, n)

=
(

[n]q
[n + 1]q

)m m∑
l=0

(
m

l

)
Cm,l(q, n)

n∑
k=0

P q,α
n,k (x)

(
[k]q
[n]q

)m−l

=
(

[n]q
[n + 1]q

)m m∑
l=0

(
m

l

)
Cm,l(q, n)Bq,α

n (tm−l;x).

�

Corollary 2.3. The operator Bα
n (f ; q;x) defined by (1.7) satisfies

Bα
n (1; q;x) = 1 (2.1)

Bα
n (t; q;x) =

2q

1 + q

[n]q
[n + 1]q

x +
1

1 + q

1
[n + 1]q

(2.2)

Bα
n (t2; q;x)

=
1

1 + α

4q4 + q3 + q2

(1 + q)(1 + q + q2)
[n]q[n− 1]q

[n + 1]2q
x2

+

{
α

1 + α

4q3 + q2 + q

(1 + q)(1 + q + q2)
[n]2q

[n + 1]2q
+
(

1
1 + α

4q3 + q2 + q

(1 + q)(1 + q + q2)

+
4q2 + 2q

(1 + q)(1 + q + q2)

)
[n]q

[n + 1]2q

}
x +

1
1 + q + q2

1
[n + 1]2q

.

(2.3)

With the help of Lemma 2.2 and identities (1.3)- (1.5) it can be easily proved.
So we omit it.
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Lemma 2.4. For the operator Bα
n (f ; q;x) defined by (1.7), we have

Bα
n ((t− x)2; q;x) ≤

(
1

1 + α

4q2

(1 + q)2
[n]2q

[n + 1]2q
− 4q

1 + q

[n]q
[n + 1]q

+ 1

)
x2

+

(
α

1 + α

[n]2q
[n + 1]2q

+
1

1 + α

1
[n + 1]q

)
x

+
1

1 + q + q2

1
[n + 1]2q

.

(2.4)

Proof. From the linearity of Bα
n and the equalities (2.1)- (2.3), we may write

Bα
n ((t− x)2; q;x)

=
{

1
1 + α

4q4 + q3 + q2

(1 + q)(1 + q + q2)
[n]q[n− 1]q

[n + 1]2q
− 4q

1 + q

[n]q
[n + 1]q

+ 1
}

x2

+

{
α

1 + α

4q3 + q2 + q

(1 + q)(1 + q + q2)
[n]2q

[n + 1]2q

+
(

1
1 + α

4q3 + q2 + q

(1 + q)(1 + q + q2)
+

4q2 + 2q

(1 + q)(1 + q + q2)

)
[n]q

[n + 1]2q

− 2
1 + q

1
[n + 1]q

}
x +

1
1 + q + q2

1
[n + 1]2

.

(2.5)

In [4], for 0 < q < 1 and n ∈ N it was showed that

q2

1 + q
+

3q4

(1 + q)(1 + q + q2)
=

4q4 + q3 + q2

(1 + q)(1 + q + q2)
<

4q2

(1 + q)2
.

Since [n− 1]q < [n]q this leads to

(
4q4 + q3 + q2

(1 + q)(1 + q + q2)

)
[n]q[n− 1]q

[n + 1]2q
<

4q2

(1 + q)2
[n]2q

[n + 1]2q
. (2.6)

On the other hand, for 0 < q < 1 we have

4q3 + q2 + q

(1 + q)(1 + q + q2)
− 1 =

(3q2 + 2q + 1)(q − 1)
(1 + q)(1 + q + q2)

< 0

which gives

4q3 + q2 + q

(1 + q)(1 + q + q2)
< 1. (2.7)
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Hence using (2.6), (2.7) and the inequality [n]q
[n+1]2q

< 1
[n+1]q

into (2.5), one gets

Bα
n ((t− x)2; q;x)

≤

(
1

1 + α

4q2

(1 + q)2
[n]2q

[n + 1]2q
− 4q

1 + q

[n]q
[n + 1]q

+ 1

)
x2

+

{
α

1 + α

[n]2q
[n + 1]2q

+
(

1
1 + α

+
4q2 + 2q

(1 + q)(1 + q + q2)
− 2

1 + q

)
1

[n + 1]q

}
x

+
1

1 + q + q2

1
[n + 1]2

.

Finally, for 0 < q < 1 by means of the fact

4q2 + 2q

(1 + q)(1 + q + q2)
− 2

1 + q
=

2(q2 − 1)
(1 + q)(1 + q + q2)

< 0

we get

Bα
n ((t− x)2; q;x) ≤

(
1

1 + α

4q2

(1 + q)2
[n]2q

[n + 1]2q
− 4q

1 + q

[n]q
[n + 1]q

+ 1

)
x2

+

(
α

1 + α

[n]2q
[n + 1]2q

+
1

1 + α

1
[n + 1]q

)
x

+
1

1 + q + q2

1
[n + 1]2q

which is the required result. �

3. Main results

In this part, we study some approximation properties of the operator Bα
n (f ; q;x)

defined by (1.7).

Theorem 3.1. Let q = qn ∈ (0, 1) and α = αn ≥ 0 such that lim
n→∞

qn = 1 and

lim
n→∞

αn = 0. Then for each f ∈ C[0, 1], Bαn
n (f ; qn;x) converges uniformly to f on

[0, 1].

Proof. By the Bohman-Korovkin Theorem it is sufficient to show that

lim
n→∞

||Bαn
n (tm; qn;x)− xm||C[0,1] = 0, m = 0, 1, 2.

By (2.1), it is clear that

lim
n→∞

||Bαn
n (1; qn;x)− 1||C[0,1] = 0

Since Bαn
n (t; qn;x) = B∗n(t; qn;x), where B∗n is defined by (1.6), from the formula (22)

in [4] we have

||Bαn
n (t; qn;x)− x||C[0,1] ≤

1− qn

1 + qn
+

3
1 + qn

1
[n + 1]qn



Kantorovich type q-Bernstein-Stancu operators 97

which implies that

lim
n→∞

||Bαn
n (t; qn;x)− x||C[0,1] = 0.

Now using (2.3), (2.7) and the inequality [n]qn

[n+1]2qn

< 1
[n+1]qn

we get

∣∣Bαn
n (t2; qn;x)− x2

∣∣
≤
∣∣∣∣ 1
1 + αn

4q4
n + q3

n + q2
n

(1 + qn)(1 + qn + q2
n)

[n]qn
[n− 1]qn

[n + 1]2qn

− 1
∣∣∣∣x2

+

{
αn

1 + αn

4q3
n + q2

n + qn

(1 + qn)(1 + qn + q2
n)

[n]2qn

[n + 1]2qn

+
(

1
1 + αn

4q3
n + q2

n + qn

(1 + qn)(1 + qn + q2
n)

+
4q2

n + 2qn

(1 + qn)(1 + qn + q2
n)

)
[n]qn

[n + 1]2qn

}
x

+
1

1 + qn + q2
n

1
[n + 1]2qn

≤
∣∣∣∣ 1
1 + αn

4q4
n + q3

n + q2
n

(1 + qn)(1 + qn + q2
n)

[n]qn
[n− 1]qn

[n + 1]2qn

− 1
∣∣∣∣x2

+

{
αn

1 + αn

[n]2qn

[n + 1]2qn

+
(

1
1 + αn

+
4q2

n + 2qn

(1 + qn)(1 + qn + q2
n)

)
1

[n + 1]qn

}
x

+
1

1 + qn + q2
n

1
[n + 1]2qn

.

(3.1)

Since (see [4]),

[n]qn [n− 1]qn

[n + 1]2qn

=
1
q3
n

(
1− 2 + qn

[n + 1]qn

+
1 + qn

[n + 1]2qn

)
the inequality (3.1) takes the form∣∣Bαn

n (t2; qn;x)− x2
∣∣

≤

{∣∣∣∣ 1
1 + αn

4q2
n + qn + 1

qn(1 + qn)(1 + qn + q2
n)
− 1
∣∣∣∣

+
1

1 + αn

4q2
n + qn + 1

qn(1 + qn)(1 + qn + q2
n)

∣∣∣∣ 1 + qn

[n + 1]2qn

− 2 + qn

[n + 1]qn

∣∣∣∣
}

x2

+

{
αn

1 + αn

[n]2qn

[n + 1]2qn

+
(

1
1 + αn

+
4q2

n + 2qn

(1 + qn)(1 + qn + q2
n)

)
1

[n + 1]qn

}
x

+
1

1 + qn + q2
n

1
[n + 1]2qn

.

(3.2)
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Taking maximum of both sides of (3.2) on [0, 1], we find∥∥Bαn
n (t2; qn;x)− x2

∥∥
C[0,1]

≤
∣∣∣∣ 1
1 + αn

4q2
n + qn + 1

qn(1 + qn)(1 + qn + q2
n)
− 1
∣∣∣∣

+
1

1 + αn

4q2
n + qn + 1

qn(1 + qn)(1 + qn + q2
n)

∣∣∣∣ 1 + qn

[n + 1]2qn

− 2 + qn

[n + 1]qn

∣∣∣∣
+

αn

1 + αn

[n]2qn

[n + 1]2qn

+
(

1
1 + αn

+
4q2

n + 2qn

(1 + qn)(1 + qn + q2
n)

)
1

[n + 1]qn

+
1

1 + qn + q2
n

1
[n + 1]2qn

which yields

lim
n→∞

||Bαn
n (t2; qn;x)− x2||C[0,1] = 0.

Thus the proof is completed. �

Remark 3.2. If we choose qn = n
n+1 , it is easily seen that lim

n→∞
qn = 1 and lim

n→∞
qn
n =

e−1. Hence we guarantee that lim
n→∞

[n]qn = ∞. Since [n + 1]qn = qn[n]qn + 1 and

[n]qn

[n+1]qn
= 1

qn+ 1
[n]qn

we have lim
n→∞

1
[n + 1]qn

= 0 and lim
n→∞

[n]qn

[n + 1]qn

= 1.

For q ∈ (0, 1) it is obvious that lim
n→∞

[n]q =
1

1− q
. In order to reach to conver-

gence results of the operator Bαn
n we take a sequence qn ∈ (0, 1) such that lim

n→∞
qn = 1.

So we get that lim
n→∞

[n]qn
= ∞.

By the above explanation, Remark 3.2 provides an example that such a sequence can
always be found.

Next, we compute the approximation order of the operator Bα
n (f ; q;x) in terms

of the elements of the usual Lipschitz class.
Let f ∈ C[0, 1], M > 0 and 0 < β ≤ 1. We recall that f belongs to the class

LipM (β) if the inequality

|f(t)− f(x)| ≤ M |t− x|β ;x, t ∈ [0, 1]

holds.

Theorem 3.3. Let q = qn ∈ (0, 1) and α = αn ≥ 0 such that lim
n→∞

qn = 1 and

lim
n→∞

αn = 0. Then for each f ∈ LipM (β) we have

||Bαn
n (f ; qn;x)− f(x)||C[0,1] ≤ Mδβ

n
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where

δn =

{(
1

1 + αn

4q2
n

(1 + qn)2
+

αn

1 + αn

)
[n]2qn

[n + 1]2qn

− 4qn

1 + qn

[n]qn

[n + 1]qn

+
1

1 + αn

1
[n + 1]qn

+
1

1 + qn + q2
n

1
[n + 1]2qn

+ 1

} 1
2

.

Proof. By the monotonicity of Bαn
n , we can write

|Bαn
n (f ; qn;x)− f(x)| ≤ Bαn

n (|f(t)− f(x)| ; qn;x)

≤ M
n∑

k=0

P qn,αn

n,k (x)
[n + 1]qn

qk
n

∫ [k+1]qn
[n+1]qn

[k]qn
[n+1]qn

|t− x|β dR
qn

t.

On the other hand, by using the Hölder inequality for the Riemann type q-integral
with m1 = 2

β and m2 = 2
2−β , we have

|Bαn
n (f ; qn;x)− f(x)|

≤M

n∑
k=0

P qn,αn

n,k (x)

(
[n + 1]qn

qk
n

∫ [k+1]qn
[n+1]qn

[k]qn
[n+1]qn

(t− x)2dR
qn

t

) β
2

.

Now applying the Hölder inequality for the sum with p1 = 2
β and p2 = 2

2−β and
taking into consideration (1.3) and (2.4), one may write

|Bαn
n (f ; qn;x)− f(x)|

≤M

(
n∑

k=0

P qn,αn

n,k (x)
[n + 1]qn

qk
n

∫ [k+1]qn
[n+1]qn

[k]qn
[n+1]qn

(t− x)2dR
qn

t

) β
2 ( n∑

k=0

P qn,αn

n,k (x)

) 2−β
2

=M
(
Bαn

n ((t− x)2; qn;x)
) β

2 (Bqn,αn
n (1;x))

2−β
2

≤M

{(
1

1 + αn

4q2
n

(1 + qn)2
[n]2qn

[n + 1]2qn

− 4qn

1 + qn

[n]qn

[n + 1]qn

+ 1

)
x2

+

(
αn

1 + αn

[n]2qn

[n + 1]2qn

+
1

1 + αn

1
[n + 1]qn

)
x +

1
1 + qn + q2

n

1
[n + 1]2qn

} β
2

.

This implies that

‖Bαn
n (f ; qn;x)− f(x)‖C[0,1] ≤M

{(
1

1 + αn

4q2
n

(1 + qn)2
+

αn

1 + αn

)
[n]2qn

[n + 1]2qn

− 4qn

1 + qn

[n]qn

[n + 1]qn

+
1

1 + αn

1
[n + 1]qn

+
1

1 + qn + q2
n

1
[n + 1]2qn

+ 1

} β
2

.
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Hence if we choose δ := δn, then we arrive at the desired result. �

Finally, we establish a local approximation theorem for the operator Bα
n (f ; q;x)

defined by (1.7).
Let W 2 = {g ∈ C[0, 1] : g′, g′′ ∈ C[0, 1]} . For any δ > 0, Peetre’s K-functional

is defined by
K2(f ; δ) = inf

g∈W 2
{‖f − g‖+ δ ‖g′′‖}

where ‖.‖ is the uniform norm on C[0, 1] (see [14]). From ( [5], p.177, Theorem 2.4)
there exists an absolute constant C > 0 such that

K2(f ; δ) ≤ Cω2(f ;
√

δ), (3.3)

where the second order modulus of smoothness of f ∈ C[0, 1] is denoted by

ω2(f ;
√

δ) = sup
0<h≤

√
δ

sup
x,x+2h∈[0,1]

|f(x + 2h)− 2f(x + h) + f(x)| .

The usual modulus of continuity of f ∈ C[0, 1] is defined by

ω(f ;
√

δ) = sup
0<h≤

√
δ

sup
x,x+h∈[0,1]

|f(x + h)− f(x)| .

Now consider the following operator

Ln(f ; q;x) = Bα
n (f ; q;x)− f

(
2q

1 + q

[n]q
[n + 1]q

x +
1

1 + q

1
[n + 1]q

)
+ f(x) (3.4)

for f ∈ C[0, 1].

Lemma 3.4. Let g ∈ W 2. Then we have

|Ln(g; q;x)− g(x)| ≤

{(
2 + α

1 + α

4q2

(1 + q)2
[n]2q

[n + 1]2q
− 8q

1 + q

[n]q
[n + 1]q

+ 2

)
x2

+

(
α

1 + α

[n]2q
[n + 1]2q

+
1

1 + α

1
[n + 1]q

)
x

+
2q2 + 3q + 2

(1 + q + q2)(1 + q)2
1

[n + 1]2q

]}
‖g′′‖ .

(3.5)

Proof. From (3.4), (2.1) and (2.2) it is immediately seen that

Ln(t− x; q;x) =Bα
n (t− x; q;x)−

(
2q

1 + q

[n]q
[n + 1]q

x +
1

1 + q

1
[n + 1]q

− x

)
=Bα

n (t; q;x)− xBα
n (1; q;x)

−
(

2q

1 + q

[n]q
[n + 1]q

x +
1

1 + q

1
[n + 1]q

− x

)
=0.

(3.6)

For x ∈ [0, 1] and g ∈ W 2, using the Taylor formula

g(t)− g(x) = (t− x)g′(x) +
∫ t

x

(t− u)g′′(u)du
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and (3.6) we have

Ln(g; q;x)− g(x)

=g′(x)Ln(t− x; q;x) + Ln

(∫ t

x

(t− u)g′′(u)du; q;x
)

=Ln

(∫ t

x

(t− u)g′′(u)du; q;x
)

=Bα
n

(∫ t

x

(t− u)g′′(u)du; q;x
)

−
∫ 2q

1+q

[n]q
[n+1]q

x+ 1
1+q

1
[n+1]q

x

(
2q

1 + q

[n]q
[n + 1]q

x +
1

1 + q

1
[n + 1]q

− u

)
g′′(u)du.

By means of the monotonicity of Bα
n this gives

|Ln(g; q;x)− g(x)|

≤Bα
n

(∣∣∣∣∫ t

x

(t− u)g′′(u)du

∣∣∣∣ ; q;x)

+

∣∣∣∣∣
∫ 2q

1+q

[n]q
[n+1]q

x+ 1
1+q

1
[n+1]q

x

(
2q

1 + q

[n]q
[n + 1]q

x +
1

1 + q

1
[n + 1]q

− u

)
g′′(u)du

∣∣∣∣∣ .
(3.7)

On the other hand, it is clear that

∣∣∣∣∫ t

x

(t− u)g′′(u)du

∣∣∣∣ ≤ (t− x)2 ‖g′′‖ . (3.8)

Now let

I :=
∫ 2q

1+q

[n]q
[n+1]q

x+ 1
1+q

1
[n+1]q

x

(
2q

1 + q

[n]q
[n + 1]q

x +
1

1 + q

1
[n + 1]q

− u

)
g′′(u)du.

Then we may write

I ≤
[(

2q

1 + q

[n]q
[n + 1]q

− 1
)

x +
1

1 + q

1
[n + 1]q

]2
‖g′′‖

=

{(
2q

1 + q

[n]q
[n + 1]q

− 1
)2

x2 +
(

4q

(1 + q)2
[n]q

[n + 1]2q
− 2

1 + q

1
[n + 1]q

)
x

+
1

(1 + q)2
1

[n + 1]2q

}
‖g′′‖ .
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Use of the facts [n]q
[n+1]2q

< 1
[n+1]q

and for 0 < q < 1, 4q
(1+q)2 −

2
1+q = 2(q−1)

(1+q)2 < 0 yields

I ≤

{(
2q

1 + q

[n]q
[n + 1]q

− 1
)2

x2 +
(

4q

(1 + q)2
− 2

1 + q

)
1

[n + 1]q
x

+
1

(1 + q)2
1

[n + 1]2q

}
‖g′′‖

≤

{(
2q

1 + q

[n]q
[n + 1]q

− 1
)2

x2 +
1

(1 + q)2
1

[n + 1]2q

}
‖g′′‖

=

{(
4q2

(1 + q)2
[n]2q

[n + 1]2q
− 4q

1 + q

[n]q
[n + 1]q

+ 1

)
x2 +

1
(1 + q)2

1
[n + 1]2q

}
‖g′′‖ .

(3.9)

Substituting (3.8) and (3.9) into (3.7), we have

|Ln(g; q;x)− g(x)|

≤

{
Bα

n

(
(t− x)2; q;x

)
+

(
4q2

(1 + q)2
[n]2q

[n + 1]2q
− 4q

1 + q

[n]q
[n + 1]q

+ 1

)
x2

+
1

(1 + q)2
1

[n + 1]2q

}
‖g′′‖ .

(3.10)

Using (2.4), from (3.10) it follows that

|Ln(g; q;x)− g(x)| ≤

{(
2 + α

1 + α

4q2

(1 + q)2
[n]2q

[n + 1]2q
− 8q

1 + q

[n]q
[n + 1]q

+ 2

)
x2

+

(
α

1 + α

[n]2q
[n + 1]2q

+
1

1 + α

1
[n + 1]q

)
x

+
2q2 + 3q + 2

(1 + q + q2)(1 + q)2
1

[n + 1]2q

]}
‖g′′‖ .

This completes the proof. �

Theorem 3.5. Let f ∈ C[0, 1]. Then for each x ∈ [0, 1] we have

|Bα
n (f ; q;x)− f(x)| ≤Cω2(f ;

√
δn(x))

+ ω

(
f ;
∣∣∣∣( 2q

1 + q

[n]q
[n + 1]q

− 1
)

x +
1

1 + q

1
[n + 1]q

∣∣∣∣) ,
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where

δn(x) =

(
2 + α

1 + α

4q2

(1 + q)2
[n]2q

[n + 1]2q
− 8q

1 + q

[n]q
[n + 1]q

+ 2

)
x2

+

(
α

1 + α

[n]2q
[n + 1]2q

+
1

1 + α

1
[n + 1]q

)
x

+
2 + 3q + 2q2

(1 + q + q2)(1 + q)2
1

[n + 1]2q

and C is a positive constant.

Proof. From (3.4), we have

|Ln(f ; q;x)| ≤ |Bα
n (f ; q;x)|+ 2 ‖f‖ ≤ ‖f‖Bα

n (1; q;x) + 2 ‖f‖ = 3 ‖f‖ (3.11)

and

Bα
n (f ; q;x)− f(x) =Ln(f − g; q;x)− (f − g)(x) + Ln(g; q;x)− g(x)

+ f

(
2q

1 + q

[n]q
[n + 1]q

x +
1

1 + q

1
[n + 1]q

)
− f(x).

In the light of (3.5) and (3.11), this equality implies that

|Bα
n (f ; q;x)− f(x)|

≤ |Ln(f − g; q;x)|+ |(f − g)(x)|+ |Ln(g; q;x)− g(x)|

+
∣∣∣∣f ( 2q

1 + q

[n]q
[n + 1]q

x +
1

1 + q

1
[n + 1]q

)
− f(x)

∣∣∣∣
≤4 ‖f − g‖+ |Ln(g; q;x)− g(x)|

+ ω

(
f ;
∣∣∣∣( 2q

1 + q

[n]q
[n + 1]q

− 1
)

x +
1

1 + q

1
[n + 1]q

∣∣∣∣)
≤4 ‖f − g‖+

{(
2 + α

1 + α

4q2

(1 + q)2
[n]2q

[n + 1]2q
− 8q

1 + q

[n]q
[n + 1]q

+ 2

)
x2

+

(
α

1 + α

[n]2q
[n + 1]2q

+
1

1 + α

1
[n + 1]q

)
x

+
2q2 + 3q + 2

(1 + q + q2)(1 + q)2
1

[n + 1]2q

]}
‖g′′‖

+ ω

(
f ;
∣∣∣∣( 2q

1 + q

[n]q
[n + 1]q

− 1
)

x +
1

1 + q

1
[n + 1]q

∣∣∣∣)
=4 ‖f − g‖+ δn(x) ‖g′′‖+ ω

(
f ;
∣∣∣∣( 2q

1 + q

[n]q
[n + 1]q

− 1
)

x +
1

1 + q

1
[n + 1]q

∣∣∣∣) .
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Hence taking infimum on the right-hand side over all g ∈ W 2 and considering (3.3),
we get

|Bα
n (f ; q;x)− f(x)|

≤4Kn(f ; δn(x)) + ω

(
f ;
∣∣∣∣( 2q

1 + q

[n]q
[n + 1]q

− 1
)

x +
1

1 + q

1
[n + 1]q

∣∣∣∣)
≤Cω2(f ;

√
δn(x)) + ω

(
f ;
∣∣∣∣( 2q

1 + q

[n]q
[n + 1]q

− 1
)

x +
1

1 + q

1
[n + 1]q

∣∣∣∣)
which is the desired result. �
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Note on a property of the Banach spaces

Nuno C. Freire and Maria Fernanda Veiga

Abstract. We show that we may consider a partial ordering ≤ in an infinite
dimensional Banach space (X, ‖.‖), which we obtain through any normed Hamel
base of the space, such that (X, ‖.‖,≤) is a Banach lattice.

Mathematics Subject Classification (2010): 46B20, 46B30.

Keywords: Order, norm, lattice.

1. Introduction

Why trying to see, concerning a Banach space X, whether there exists or not a
partial ordering in X that is compatible with the topology? The particular geometric
properties of Banach lattices and, the contrast concerning the continuity properties
of the coodinate linear functionals associated either to a Schauder basis or to a Hamel
base in a Banach space ([2], Chapter 4 and [3]), we decided to consider these matters
altogether. We prove in Theorem 3.1 that (X, ‖.‖) being an infinite dimensional real
Banach space and the normed vectors xα (α ∈ A) detemining a Hamel base H of X,
we may consider a partial order ≤H in X such that the triple (X, ‖.‖H ,≤H) is a
Banach lattice where ‖.‖H is an equivalent norm to ‖.‖ in X. In the Preliminaries,
paragraph 2., we briefly set the notations. We consider real Banach spaces X and we
say that a linear isomorphism which is a homeomorphism between two topological
vector spaces is a linear homeomorphism ([4], II.1, p. 53 in a definition ). Also in [4],
we can find the algebraic Hamel base of a vector space X not reducing to {0} namely
(p. 42), H = {xα : α ∈ A} is Hamel base of X if H is an infinite linearly independent
set which spans X, as we consider in paragraph 2.

2. Preliminaries

In what follows we consider a real Banach space (X, ‖.‖). Recall that (X,≤) is
a Riesz space through a partial order ≤ in X if and only if ≤ is compatible with the
linear stucture that is, x+z ≤ y+z whenever x ≤ y, x, y, z ∈ X, we have that αx ≥ 0
for each x ≥ 0, α ≥ 0 where x ∈ X and α is a scalar and, further, there exist x ∨ y =
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sup {x, y} , x ∧ y = inf {x, y} for each x, y ∈ X. .We write (X, ‖.‖ ,≤) meaning that
(X, ‖.‖) is a Banach space, (X,≤) is a Riesz space and ‖x‖ ≤ ‖y‖ whenever | x |≤| y |
so that (X, ‖.‖ ,≤) (or just X) is a Banach lattice. Here, we put | x |= x ∨ (−x) We
write x+ = x ∨ 0, x− = x ∧ 0. We see easily that x− = (−x) ∨ 0 = −(x ∧ 0).More
generally, x∧ y = −((−x)∨ (−y)). We have that x = x+−x−, | x |= x+ + x−. Notice
that x∨ y = x+ y− ((−x)∨ (−y)) = (x+−x−)+ (y+− y−)− ((−x)∨ (−y))+ y− y =
(x+ + y+−x−− y−)− ((y−x)∨ 0)− y ([2], Theorem 1.1.1. i), ii), p. 3) hence for ≤ a
partial order compatible with the linear structure of X, X is a Riesz space provided
that x+ exists for each x in X.

Definition 2.1. (Following [4]) For A a nonempty set of indices, we say that the
family (λα) in RA is summable,

∑
A λα = s if it holds that

∣∣∑
α∈A λα − s

∣∣ ≤ ε for
each finite superset A of some set Aε ∈ F(A), the class of all nonempty finite subsets
of A, ε > 0 a priori given. The family (λα) is said to be absolutely summable if (|λα|)
is a summable family.

Notation 2.2. We let lF (A) = {(λα) ∈ RA : λα = 0 for all α /∈ A and some A ∈
F(A)}.

Notation 2.3. We write l1(A) for the Banach space determined by the absolutely
summable families (λα) equipped with the norm ‖(λα)‖1 =

∑
A |λα|.

Remark 2.4. The space l1(A) is a Banach lattice when equipped with the partial
ordering (λα) ≤ (µα) if and only if λα ≤ µα (α ∈ A). l1(A) is the completion of
((lF (A).‖.‖1).

Proof. This follows from [4]. The partial ordering is extended the obvious way. �

Letting {xα : α ∈ A} be a normed Hamel base of X, ‖xα‖ = 1, α ∈ A,
putting

∑
A sαxα ≺H

∑
A tαxα if and only if sα ≤ tα (α ∈ A, the finite sms are

understood)), we have that (X,≺H) is a Riesz space. Notice that the linear operator
T (λα) =

∑
λαxα on lF (A) to (X, ‖.‖,≺H) is injective, continous of norm 1. We may

consider the linear homeomorphism (T̃ /K) : (l1(A)/K, ‖. : l1(A)/K‖) → (X, ‖.‖), T̃

for the linear extension to l1(A) of T , where K = Ker(T̃ ).

3. The results

Following [1], (X, ‖.‖ ,≤) being a Banach lattice we say that a subspace Y of X
has the solid property if x ∈ Y whenever | x |≤| y | and y ∈ Y . Y being closed, we
then may consider the partial ordering [x] � [y] in the quotient X/Y if and only if
y − x ∈ P where P = ∪{π(x) : x ≥ 0}, π(x) = [x], π for the canonical map. Clearly
that � is compatible with the linear structure Also [x]+ = [x+], (X/Y,�) is a Riesz
space such that [x]∨ [y] = [x∨ y], [x]∧ [y] = [x∧ y] and [| x |] =| [x] | ([1], 14G, p. 13).
We have that [0] � [x] if and only if for each v ∈ [x] there is some w ∈ [0], w ≤ x hence
also [x] � [y] if and only if for each v ∈ [y], there is some w ∈ [x] such that w ≤ v. It
follows that | [x] |�| [y] | imples that for each v ∈ [y] there exists w ∈ [x], | w |≤| v |
hence ‖[x] : X/Y ‖ ≤ ‖[y] : X/Y ‖ and (Y/X,�) is a Banach lattice. We see easily
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that K = Ker(T̃ ) as above in the Preliminaries is a closed subspace of l1(A) having
the solid property, hence (l1(A)/K,≤) is a Banach lattice where we keep denoting
the ordering in the quotient by the same symbol ≤.

Clearly that θ : (E, ‖. : E‖,≤E) → (F, ‖. : F‖) being a linear homeomorphism
between Banach spaces such that E is a Banach lattice, putting θ(a) ≤θ θ(b) if
and only if a ≤E b in E we obtain that (F,≤θ) is a Riesz space. We have that
θ(a∨ b) = θ(a)∨ θ(b) and, more generally, θ preserves the lattice operations. Further,
if we put ‖θ(a)‖θ = ‖a : E‖ for θ(a) ∈ F we have that (F, ‖.‖θ) is a Banach space and
it follows from the open mapping theorem that the norms ‖. : F‖, ‖.‖θ are equivalent
in F . Also for | θ(a) |≤θ| θ(b) | we find that | a |≤E | b | hence ‖a : E‖ ≤ ‖b : E‖,
‖θ(a)‖θ ≤ ‖θ(b)‖θ, we obtain that (F, ‖.‖θ,≤θ) is a Banach lattice.

Denoting θ = T̃ /K : (l1(A)/K, ‖. : l1(A)/K‖) → (X, ‖.‖) in the above sense (we
have that each x ∈ X is a unique image θ [(λα (x))] , (λα (x)) ∈ l1(A)) we have

Theorem 3.1. The elements θ [(λα (x))] = x determine the Banach space (X, ‖.‖θ)
where the norm ‖.‖θ is equivalent to the original norm of X.

Proof. This follows from above. �

Corollary 3.2. Given an infinite dimensional real Banach space (X, ‖.‖) and a normed
Hamel base H = {xα : α ∈ A} of X, there exist an equivalent norm ‖.‖H in X and
a partial ordering ≤H in X associated to H such that the triple (X, ‖.‖H,≤H) is a
Banach lattice.

Proof. This follows from above theorem where we denote ‖.‖H = ‖.‖θ, ≤H=≤θ fol-
lowing the above definition. �
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Weighted composition operators on weighted
Lorentz-Karamata spaces

İlker Eryilmaz

Abstract. In this paper, a characterization of the non-singular measurable trans-
formations T from X into itself and complex-valued measurable functions u on X
inducing weighted composition operators is obtained and subsequently their com-
pactness and closedness of the range on the weighted Lorentz-Karamata spaces
Lw

p,q;b (X, Σ, µ) are completely identified where (X, Σ, µ) is a σ−finite measure
space and 1 < p ≤ ∞, 1 ≤ q ≤ ∞.

Mathematics Subject Classification (2010): 47B33, 47B38, 46E30, 26A12.

Keywords: Weighted Lorentz Karamata space, weighted composition operator,
Multiplication operator.

1. Introduction

A new generalization of Lebesgue, Lorentz, Zygmund, Lorentz-Zygmund and
generalized Lorentz-Zygmund spaces was studied by J.S.Neves in [13]. By using the
Karamata Theory, he introduced Lorentz-Karamata (simply LK) spaces and gave
Bessel and Riesz potentials and emmedings of these spaces. In that paper, he studied
the LK spaces Lp,q;b (R,µ) where p, q ∈ (0,∞] , b is a slowly varying function on (0,∞)
and (R,µ) is a measure space. These spaces give the generalized Lorentz-Zygmund
spaces Lp,q;α1,...αm

(R), Lorentz-Zygmund spaces Lp,q (log L)α (R), Zygmund spaces
Lp (log L)α (R) (introduced in [3,16]), Lorentz spaces Lp,q (R) and Lebesgue spaces
Lp (R) under convenient choices of slowly varying functions.

In [5,13], it is proved that LK spaces Lp,q;b (R,µ) endowed with a convenient
norm, is a rearrangment-invariant Banach function spaces with associate spaces
Lp′,q′;b−1 (R,µ) if (R,µ) is a resonant measure space, p ∈ (1,∞) and q ∈ [1,∞].
Also it is showed that when p ∈ (1,∞) and q ∈ [1,∞), LK spaces have absolutely
continuous norm.
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2. Preliminaries

Throughout the paper (X, Σ, µ) will stand for a σ-finite measure space. We will
use weight function w, i.e. a measurable, locally bounded function on X, satisfying
w (x) ≥ 1 for all x ∈ X and χA for characteristic function of a set A. For any two
non-negative expressions (i.e. functions or functionals), A and B, the symbol A - B
means that A ≤ cB, for some positive constant c independent of the variables in the
expressions A and B. If A - B and B - A, we write A ≈ B and say that A and B are
equivalent. Certain well-known terms such as Banach function space, rearrangement
invariant Banach function space, associate space, absolutely continuous norm, etc.
will be used frequently in the sequel without their definitions. However, the reader
may be found their definitions e.g., in [3,5,8,13] and [16].

A positive measurable function L, defined on some neighborhood of infinity, is
said to be slowly varying if, for every s > 0,

L (st)
L (t)

→ 1 (t → +∞) . (2.1)

These functions were introduced by Karamata [10] (see also [14] for more information).
Also another definition for slowly varying functions can be found in [13] such as:

Definition 2.1. A positive and Lebesgue measurable function b is said to be slowly
varying (s.v.) on (0,∞) in the sense of Karamata if, for each ε > 0, tεb (t) is equivalent
to a non-decreasing function and t−εb (t) is equivalent to a non-increasing function
on (0,∞).

The detailed study of Karamata Theory, properties and examples of slowly vary-
ing functions can be found in [5,10,14] and [16,Chap.V, p.186]. For example, let m ∈ N
and α = (α1, ..., αm) ∈ Rm. If we denote by ϑm

α the real function defined by

ϑm
α (t) =

∏m

i=1
lαi
i (t) for all t ∈ (0,∞)

where l1, ..., lm are positive functions defined on (0,∞) by

l1 (t) = 1 + |log t| , li (t) = 1 + log li−1 (t) , i ≥ 2, m ≥ 2,

then the following functions are s.v. on [1,∞):
1. b (t) = ϑm

α (t) with m ∈ N and α ∈ Rm;
2. b (t) = exp (logα t) with 0 < α < 1;
3. b (t) = exp (lαm (t)) with 0 < α < 1, m ∈ N;
4. b (t) = lm (t) with m ∈ N.

Given a s.v. function b on (0,∞), we denote by γb the positive function defined by

γb (t) = b

(
max

{
t,

1
t

})
for all t > 0.

It is known that any slowly varying function b on (0,∞) is equivalent to a slowly
varying continuous function b̃ on (0,∞). Consequently, without loss of generality, we
assume that all slowly varying functions in question are continuous functions in (0,∞)
[6]. We shall need the following property of s.v. functions, for which we refer to [13,
Lemma 3.1].
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Lemma 2.2. Let b be a slowly varying function on (0,∞).
(i) Let r ∈ R. Then br is a slowly varying function on (0,∞) and γr

b (t) = γbr (t)
for all t > 0.
(ii) Given positive numbers ε and κ, γb(κt) ≈ γb(t),i.e., there are positive constants
cε and Cε such that

cε min{κ−ε, κε}γb(t) ≤ γb(κt) ≤ Cε max{κ−ε, κε}γb(t) (2.2)

for all t > 0.
(iii) Let α > 0. Then∫ t

0

τα−1γb(τ)dτ ≈ tαγb(t) and
∫ ∞

t

τ−α−1γb(τ)dτ ≈ t−αγb(t) (2.3)

for all t > 0.

Now, let us take the measure as wdµ. Let f be a complex-valued measurable
function defined on a σ-finite measure space (X, Σ, wdµ). Then the distribution func-
tion of f is defined as

µf,w (s) = w {x ∈ X : |f (x)| > s} =
∫

{x∈X: |f(x)|>s}

w (x) dµ (x) , s ≥ 0. (2.4)

The nonnegative rearrangement of f is given by

f∗w (t) = inf {s > 0 : µf,w (s) ≤ t } = sup {s > 0 : µf,w (s) > t } , t ≥ 0 (2.5)

where we assume that inf φ = ∞ and supφ = 0. Also the average(maximal) function
of f on (0,∞) is given by

f∗∗w (t) =
1
t

∫ t

0

f∗w (s) ds. (2.6)

Note that λf,w (·) , f∗w (·) and f∗∗w (·) are nonincreasing and right continuous functions.

Definition 2.3. Let p, q ∈ (0,∞] and let b be a slowly varying function on (0,∞). The
weighted Lorentz-Karamata (WLK) space Lw

p,q;b (X, Σ, wdµ) is defined to be the set of
all functions such that

‖f‖w
p,q;b :=

∥∥∥t
1
p−

1
q γb (t) f∗∗w (t)

∥∥∥
q;(0,∞)

(2.7)

is finite. Here ‖·‖q;(0,∞) stands for the usual Lq (quasi-) norm over the interval (0,∞).

After this point, for the convenience, we will use Lw
p,q;b (X) for Lw

p,q;b (X, Σ, wdµ).
It is easy to show that (by the same arguments in [5,Theorem 3.4.41], [13]) the WLK
spaces Lw

p,q;b (X) endowed with a convenient norm (2.7), is a rearrangment-invariant
Banach function spaces and have absolutely continuous norm when p ∈ (1,∞) and
q ∈ [1,∞). It is clear that, for 0 < p < ∞, the WLK space Lw

p,q;b (X) contains the
characteristic function of every measurable subset of X with finite measure and hence,
by linearity, every wdµ−simple function. In this case, with a little thought, it is easy
to see that the set of simple functions is dense in the WLK space as the WLK spaces
have absolutely continuous norm for p ∈ (1,∞) and q ∈ [1,∞).
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Let T : X → X be a measurable (T−1 (E) ∈ Σ, for any E ∈ Σ) and non-singular
transformation (w

(
T−1 (E)

)
= 0 whenever w (E) = 0) and u a complex-valued func-

tion defined on X. We define a linear transformation W = Wu,T on the WLK space
Lw

p,q;b (X) into the linear space of all complex-valued measurable functions by

Wu,T (f) (x) = u (T (x)) f (T (x)) (2.8)

for all x ∈ X and f ∈ Lw
p,q;b (X). If W is bounded with range in Lw

p,q;b (X), then it is
called a weighted composition operator on Lw

p,q;b (X). If u ≡ 1, then W ≡ CT : f →
f ◦ T is called a composition operator induced by T . If T is the identity mapping,
then W ≡ Mu : f → u · f is a multiplication operator induced by u. The study of
these operators acting on Lebesgue and Lorentz spaces has been made in [4,9,15] and
[1,2,11,12], respectively.

In the next part of this paper, we will characterize the boundedness, compactness
and closedness of the range of the weighted composition operators on WLK spaces
Lw

p,q;b (X) for 1 < p ≤ ∞, 1 ≤ q ≤ ∞.

3. Results

Theorem 3.1. Let (X, Σ, wdµ) be a σ-finite measure space and u : X → C a measurable
function. Let T : X → X be a non-singular measurable transformation such that the
Radon-Nikodym derivative fT = wdµ

(
T−1

)
/wdµ is in L∞ (µ). Then

Wu,T : f → u ◦ T · f ◦ T (3.1)

is bounded on Lw
p,q;b (X), 1 < p ≤ ∞, 1 ≤ q ≤ ∞ if u ∈ L∞ (µ).

Proof. Suppose that ‖fT ‖∞ = k. The distribution function of

Wf = Wu,T (f) = u ◦ T · f ◦ T

is found that

µWf,w (s) = w {x ∈ X : |u (T (x)) f (T (x))| > s}

=
∫

{x∈X: |u(T (x))f(T (x))|>s}

w (x) dµ (x)

= wT−1 {x ∈ X : |u (x) f (x)| > s}
≤ wT−1 {x ∈ X : ‖u‖∞ |f (x)| > s} (3.2)
≤ kw {x ∈ X : ‖u‖∞ |f (x)| > s} = kµ‖u‖∞ f,w (s) .

Hence for each t ≥ 0, by (3.2) we get{
s > 0 : µ‖u‖∞ f,w (s) ≤ t

k

}
⊆ {s > 0 : µWf,w (s) ≤ t} (3.3)
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and

(Wf)∗w (t) = inf {s > 0 : µWf,w (s) ≤ t}

≤ inf
{

s > 0 : µ‖u‖∞ f,w (s) ≤ t

k

}
= inf

{
s > 0 : w {x ∈ X : ‖u‖∞ |f (x)| > s} ≤ t

k

}
(3.4)

= ‖u‖∞ f∗w

(
t

k

)
.

Also, we write that (Wf)∗∗w (t) ≤ ‖u‖∞ f∗∗w

(
t
k

)
by (3.4). Therefore,

‖Wf‖w
p,q;b =

∥∥∥t
1
p−

1
q γb (t) (Wf)∗∗w (t)

∥∥∥
q;(0,∞)

≤
∥∥∥∥t

1
p−

1
q γb (t) ‖u‖∞ f∗∗w

(
t

k

)∥∥∥∥
q;(0,∞)

. ‖u‖∞ k
1
p

∥∥∥t
1
p−

1
q γb (t) f∗∗w (t)

∥∥∥
q;(0,∞)

= k
1
p ‖u‖∞ ‖f‖w

p,q;b (3.5)

can be written by (2.2). Consequently, W is a bounded operator on Lw
p,q;b (X) with

1 < p ≤ ∞, 1 ≤ q ≤ ∞ and ‖W‖ . k
1
p ‖u‖∞ by (3.5). �

Remark 3.2. The above theorem is also valid for u ∈ L∞ (
w

(
T−1

))
, i.e.

u ◦ T ∈ L∞ (µ) .

Theorem 3.3. Let u be a complex-valued measurable function and T : X → X be a
non-singular measurable transformation such that T (Eε) ⊆ Eε for all ε > 0, where
Eε = {x ∈ X : |u (x)| > ε}. If Wu,T is bounded on Lw

p,q;b (X), 1 < p ≤ ∞, 1 ≤ q ≤ ∞,
then u ∈ L∞ (µ).

Proof. Let us assume that u /∈ L∞ (µ). Then the set En = {x ∈ X : |u (x)| > n} has
a positive measure for all n ∈ N. Since T (En) ⊆ En or equivalently χEn

≤ χT−1(En),
we write that

{x ∈ X : |χEn
(x)| > s} ⊆

{
x ∈ X :

∣∣χT−1(En) (x)
∣∣ > s

}
⊆

{
x ∈ X :

∣∣u (T (x))χT−1(En) (x)
∣∣ > ns

}
(3.6)

and so

(WχEn)∗w (t) = inf
{
s > 0 : µWχEn ,w (s) ≤ t

}
= inf {s > 0 : w {x ∈ X : |WχEn

(x)| > s} ≤ t}
= inf {s > 0 : w {x ∈ X : |u (T (x))χEn

(T (x))| > s} ≤ t} (3.7)

= n inf
{
s > 0 : w

{
x ∈ X :

∣∣u (T (x))χT−1(En) (x)
∣∣ > ns

}
≤ t

}
≥ n inf {s > 0 : w {x ∈ X : |χEn (x)| > s} ≤ t} = n (χEn)∗w (t) .

Thus we have (WχEn
)∗∗w (t) ≥ n (χEn

)∗∗w (t) for all t > 0 by (3.7). This gives us the
contradiction that ‖WχEn

‖w
p,q;b ≥ n ‖χEn

‖w
p,q;b. �
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If we combine Theorem 3.1 and Theorem 3.3, then we have the following theorem.

Theorem 3.4. Let u be a complex-valued measurable function and T : X → X be
a non-singular measurable transformation such that the Radon-Nikodym derivative
fT = wdµ

(
T−1

)
/wdµ is in L∞ (µ) and T (Eε) ⊆ Eε for all ε > 0, where Eε =

{x ∈ X : |u (x)| > ε}.Then Wu,T is bounded on Lw
p,q;b (X), 1 < p ≤ ∞, 1 ≤ q ≤ ∞ if

and only if u ∈ L∞ (µ).

Now, we are ready to discuss the compactness and the closed range of the
weighted composition operator W = Wu,T : f → u ◦ T · f ◦ T on the WLK spaces
Lw

p,q;b (X), 1 < p ≤ ∞, 1 ≤ q ≤ ∞. Let T : X → X be a non-singular measur-
able transformation with the Radon-Nikodym derivative fT = wdµ

(
T−1

)
/wdµ. If

fT ∈ L∞ (µ) with ‖fT ‖∞ = k, then we get

(Wf)∗w (kt) = inf {s > 0 : µWf,w (s) ≤ kt}
= inf {s > 0 : w {x ∈ X : |u (T (x)) f (T (x))| > s} ≤ kt}
= inf

{
s > 0 : wT−1 {x ∈ X : |(u · f) (x)| > s} ≤ kt

}
≤ inf {s > 0 : w {x ∈ X : |(u · f) (x)| > s} ≤ t} = (Muf)∗w (t) (3.8)

and similarly (Wf)∗∗w (kt) ≤ (Muf)∗∗w (t) for all f ∈ Lw
p,q;b (X) and t > 0. Therefore,

by (2.2), we obtain

‖Wf‖w
p,q;b =

∥∥∥z
1
p−

1
q γb (z) (Wf)∗∗w (z)

∥∥∥
q;(0,∞)

=
∥∥∥(kt)

1
p−

1
q γb (kt) (Wf)∗∗w (kt)

∥∥∥
q;(0,∞)

(3.9)

. k
1
p

∥∥∥t
1
p−

1
q γb (t) (Muf)∗∗w (t)

∥∥∥
q;(0,∞)

= k
1
p ‖Muf‖w

p,q;b .

Now, if fT is bounded away from zero on S, i.e. fT > δ almost everywhere for some
δ > 0, then

w
(
T−1 (E)

)
=

∫
E

fT wdµ ≥ δw (E) (3.10)

for all E ∈ Σ, E ⊆ S, where S = {x : u (x) 6= 0}. Therefore, we have

‖Wf‖w
p,q;b ≥ δ

1
p ‖Muf‖w

p,q;b . (3.11)

Hence for each f ∈ Lw
p,q;b (X), 1 < p ≤ ∞, 1 ≤ q ≤ ∞, we have

‖Wf‖w
p,q;b ≈ ‖Muf‖w

p,q;b (3.12)

whenever fT ∈ L∞ (µ) and bounded away from zero. By [7, Theorem 2.4] and (3.12),
we can write the following theorem:

Theorem 3.5. Let T : X → X be a non-singular measurable transformation such that
fT ∈ L∞ (µ) and is bounded away from zero. Let u be a complex-valued measurable
function and Wu,T is bounded on the WLK space Lw

p,q;b (X), 1 < p ≤ ∞, 1 ≤ q ≤ ∞.
Then the followings are equivalent:
(i) Wu,T is compact,
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(ii) Mu is compact,
(iii) Lw

p,q;b (u, ε) are finite dimensional for each ε > 0, where

Lw
p,q;b (u, ε) =

{
fχ(u,ε) : f ∈ Lw

p,q;b (X)
}

and (u, ε) = {x ∈ X : |u (x)| ≥ ε} .

We know that Wu,T = CT Mu and wdµ is atomic. Therefore, if we use [11,
Theorem 3.1] for Wu,T on the WLK space Lw

p,q;b (X), 1 < p ≤ ∞, 1 ≤ q ≤ ∞, then
get the following theorem:

Theorem 3.6. Let T : X → X be a non-singular measurable transformation such that
fT ∈ L∞ (µ) and u be a complex-valued measurable function with u ∈ L∞ (µ). Let
{An}n∈N be all the atoms of X with w (An) > 0 for all n ∈ N. Then Wu,T is compact
on the WLK space Lw

p,q;b (X), 1 < p ≤ ∞, 1 ≤ q ≤ ∞ if wdµ is purely atomic and

cn =
w

(
T−1 (An)

)
w (An)

→ 0.

Theorem 3.7. If wdµ is non-atomic and Wu,T is bounded on the WLK space
Lw

p,q;b (X), 1 < p ≤ ∞, 1 ≤ q ≤ ∞, then Wu,T is compact if and only if u · fT = 0
almost everywhere.

Proof. Let us assume that W = Wu,T is compact. If u · fT 6= 0 a.e., then there exist
c ≥ 1, such that the set

E =
{

x ∈ X : |u (x)| and fT (x) >
1
c

}
(3.13)

has positive measure. Since wdµ is non- atomic, we can find a decreasing sequence
{En}n∈N of measurable subsets of E such that w (En) = a

2n , 0 < a < w (E). Now, if
we construct a sequence such that en = χEn

‖χEn‖
w
p,q;b

, then it is easy to see that {en}n∈N

is bounded in Lw
p,q;b (X). For m,n ∈ N, let m = 2n. Then we have

(Wen −Wem)∗w

(
t

c

)
= inf

{
s > 0 : µWen−Wem,w (s) ≤ t

c

}
= inf

{
s > 0 : w {x ∈ X : |u (T (x)) en (T (x))− u (T (x)) em (T (x))| > s} ≤ t

c

}
= inf

{
s > 0 : wT−1 {z ∈ En : |u (z)| |en (z)− em (z)| > s} ≤ t

c

}
≥ inf {s > 0 : w {z ∈ En : |en (z)− em (z)| > sc} ≤ t}

=
1
c

inf {s > 0 : w {z ∈ En : |en (z)− em (z)| > s} ≤ t}

≥ 1
c

inf {s > 0 : w {z ∈ En\Em : |en (z)− em (z)| > s} ≤ t}

for all t ≥ 0. This gives us that

(Wen −Wem)∗w

(
t

c

)
≥

(
χEn\Em

)∗
w

(t)
c ‖χEn

‖w
p,q;b

(3.14)
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and so

‖Wen −Wem‖w
p,q;b &

1
c2

(
w (En\Em)

w (En)

) 1
p

≥ ε (3.15)

for some ε > 0 and large values of n by (ii) and (iii) of Lemma 2.2. Thus the sequence
{Wen}n∈N doesn’t admit a convergent subsequence which conradicts the compactness
of W . Hence u · fT = 0 a.e.
The converse of the proof is obvious. �

Theorem 3.8. Let T : X → X be a non-singular measurable transformation with fT in
L∞ (µ) and bounded away from zero. Let u be a complex-valued measurable function
such that Wu,T is bounded on the WLK space Lw

p,q;b (X), 1 < p ≤ ∞, 1 ≤ q ≤ ∞.
Then Wu,T has closed range if and only if there exists a δ > 0 such that |u (x)| ≥ δ
a.e. on the support of u.

Proof. Suppose that W = Wu,T has closed range. Therefore there exists an ε > 0
such that ‖Wf‖w

p,q;b ≥ ε ‖f‖w
p,q;b for all f ∈ Lw

p,q;b (S) where S is the support of u and

Lw
p,q;b (S) =

{
fχS : f ∈ Lw

p,q;b (X)
}

. Now, let us choose δ > 0 such that k
1
p δ < ε where

k = ‖fT ‖∞. Assume that the set E = {x ∈ X : |u (x)| < δ} has positive measure, i.e.
0 < w (E) < ∞. Then χE ∈ Lw

p,q;b (S) and

‖WχE‖w
p,q;b . k

1
p ‖u · χE‖w

p,q;b ≤ k
1
p δ ‖χE‖w

p,q;b

< ε ‖χE‖w
p,q;b

by (3.9). This conradiction says that |u (x)| ≥ δ a.e. on the support of u.
Conversely, assume that there exists a δ > 0 such that |u (x)| ≥ δ a.e. on S. Since fT

is bounded away from zero, we can write that fT > m for some m > 0. By using this
fact and (3.11), we get

‖Wf‖w
p,q;b ≥ m

1
p ‖u · f‖w

p,q;b ≥ m
1
p δ ‖f‖w

p,q;b (3.16)

for all f ∈ Lw
p,q;b (S). Therefore W has closed range being ker(W ) = Lw

p,q;b (X\S). �

Corollary 3.9. If T−1 (Eε) ⊆ Eε for each ε > 0 and Wu,T has closed range, then
|u (x)| ≥ δ a.e. on S, the support of u for some δ > 0.

Using the equivalence (3.12) and [1, Theorem 4.1], we can say the following
theorem:

Theorem 3.10. Let T : X → X be a non-singular measurable transformation such that
fT ∈ L∞ (µ) and is bounded away from zero. Let u be a complex-valued measurable
function such that Wu,T is bounded on the WLK space Lw

p,q;b (X), 1 < p ≤ ∞,
1 ≤ q ≤ ∞. Then the followings are equivalent:
(i) Wu,T has closed range,
(ii) Mu has closed range,
(iii) |u (x)| ≥ δ a.e. for some δ > 0 on S, the support of u.
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On transformations groups of N−linear
connections on the dual bundle of k−tangent
bundle

Monica Purcaru and Mirela Târnoveanu

Abstract. In the present paper we study the transformations for the coefficients
of an N−linear connection on dual bundle of k−tangent bundle, T ∗kM, by a
transformation of a nonlinear connection on T ∗kM. We prove that the set T of
these transformations together with the composition of mappings isn’t a group.
But we give some groups of transformations of T , which keep invariant a part of
components of the local coefficients of an N−linear connection.

Mathematics Subject Classification (2010): 53B05.

Keywords: Dual bundle of k−tangent bundle, nonlinear connection, N-linear con-
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1. Introduction

The notion of Hamilton space was introduced by Acad. R. Miron in [7] , [8] . The
Hamilton spaces appear as dual via Legendre transformation, of the Lagrange spaces.

The differential geometry of the dual bundle of k−osculator bundle was intro-
duced and studied by Acad. R. Miron [13] .

The importance of Lagrange and Hamilton geometries consists in the fact that
the variational problems for important Lagrangians or Hamiltonians have numerous
applications in various fields, as: Mathematics, Mecanics, Theoretical Physics, Theory
of Dynamical Systems, Optimal Control, Biology, Economy etc.

In the present section we keep the general setting from Acad. R. Miron [13] , and
subsequently we recall only some needed notions. For more details see [13] .

Let M be a real n−dimensional C∞ −manifold and let
(
T ∗kM,π∗k,M

)
, (k ≥ 2),

k ∈ N) be the dual bundle of k−osculator bundle (or k−cotangent bundle), where the
total space is:

T ∗kM = T ∗k−1M × T ∗M. (1.1)
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Let
(
xi, y(1)i, ..., y(k−1)i, pi

)
, (i = 1, ..., n) , be the local coordinates of a point

u =
(
x, y(1), ..., y(k−1), p

)
∈ T ∗kM in a local chart on T ∗kM.

The change of coordinates on the manifold T ∗kM is:

x̃i = x̃i
(
x1, ..., xn

)
,det

(
∂x̃i

∂xj

)
6= 0,

ỹ(1)i = ∂x̃i

∂xj y(1)j ,
.....................................

(k − 1) ỹ(k−1)i = ∂ỹ(k−2)i

∂xj y(1)j + ... + (k − 1) ∂ỹ(k−2)i

∂y(k−2)j y(k−1)j ,

p̃i = ∂xj

∂x̃i pj ,

(1.2)

where the following relations hold:

∂ỹ(α)i

∂xj
=

∂ỹ(α+1)i

∂y(1)j
= ... =

∂ỹ(k−1)i

∂y(k−1−α)j
,
(
α = 0, ..., k − 2; y(0) = x

)
. (1.3)

T ∗kM is a real differential manifold of dimension (k + 1)n.
With respect to (1.1) the natural basis of the vector space Tu

(
T ∗kM

)
at the

point u ∈ T ∗kM : {
∂

∂xi

∣∣∣∣
u

,
∂

∂y(1)i

∣∣∣∣
u

, ...,
∂

∂y(k−1)i

∣∣∣∣
u

,
∂

∂pi

∣∣∣∣
u

}
(1.4)

is transformed as follows:

∂
∂xi

∣∣
u

= ∂x̃j

∂xi
∂

∂x̃j

∣∣∣
u

+ ∂ỹ(1)j

∂xi
∂

∂ỹ(1)j

∣∣∣
u

+ ... + ∂ỹ(k−1)j

∂xi
∂

∂ỹ(k−1)j

∣∣∣
u

+ ∂p̃j

∂xi
∂

∂p̃j

∣∣∣
u

,

∂
∂y(1)i

∣∣∣
u

= ∂ỹ(1)j

∂y(1)i
∂

∂ỹ(1)j

∣∣∣
u

+ ... + ∂ỹ(k−1)j

∂y(1)i
∂

∂ỹ(k−1)j

∣∣∣
u

,

..............................................................
∂

∂y(k−1)i

∣∣∣
u

= ∂ỹ(k−1)j

∂y(k−1)i
∂

∂ỹ(k−1)j

∣∣∣
u

,

∂
∂pi

∣∣∣
u

= ∂xj

∂x̃i
∂

∂p̃j

∣∣∣
u

,

(1.5)

the conditions (1.3) being satisfied.
The null section 0 : M → T ∗kM of the projection π∗k is defined by 0 (x) ∈ M →

(x, 0, ..., 0) ∈ T ∗kM. We denote T̃ ∗kM = T ∗kM \ {0} .
Let us consider the tangent bundle of the differentiable manifold

T ∗kM
(
TT ∗kM,dπ∗k, T ∗kM

)
, where dπ∗k is the canonical projection and the ver-

tical distribution V : u ∈ T ∗kM → V (u) ∈ TuT ∗kM, locally generated by the vector
fields:

{
∂

∂y(1)i , ...,
∂

∂y(k−1)i ,
∂

∂pi

}
at every point u ∈ T ∗kM.

The following F
(
T ∗kM

)
− linear mapping:

J : χ
(
T ∗kM

)
→ χ

(
T ∗kM

)
,

defined by:

J

(
∂

∂xi

)
=

∂

∂y(1)i
, J

(
∂

∂y(1)i

)
=

∂

∂y(2)i
, ..., J

(
∂

∂y(k−2)i

)
=

=
∂

∂y(k−1)i
, J

(
∂

∂y(k−1)i

)
= 0, J

(
∂

∂pi

)
= 0, (1.6)
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at every point u ∈ T̃ ∗kM is a tangent structure on T ∗kM.
We denote with N a nonlinear connection on the manifold T ∗kM, with the

coefficients: (
N
(1)

j
i

(
x, y(1), ..., y(k−1), p

)
, ..., N

(k−1)

j
i

(
x, y(1), ..., y(k−1), p

)
,

Nij

(
x, y(1), ..., y(k−1), p

))
, (i, j = 1, 2, ..., n) .

The tangent space of T ∗kM in the point u ∈ T ∗kM is given by the direct sum
of vector spaces:

Tu

(
T ∗kM

)
= N0,u ⊕N1,u ⊕ ...⊕Nk−2,u ⊕ Vk−1,u ⊕Wk,u, ∀u ∈ T ∗kM (1.7)

A local adapted basis to the direct decomposition (1.7) is given by:{
δ

δxi
,

δ

δy(1)i
, ...,

δ

δy(k−1)i
,

δ

δpi

}
, (i = 1, 2, ..., n) , (1.8)

where: 

δ
δxi = ∂

∂xi − N
(1)

j
i

∂
∂y(1)j − ...− N

(k−1)

j
i

∂
∂y(k−1)j + Nij

∂
∂pj

,

δ
δy(1)i = ∂

∂y(1)i
− N

(1)

j
i

∂
∂y(2)j − ...− N

(k−2)

j
i

∂
∂y(k−1)j ,

..............................................................
δ

δy(k−1)i = ∂
∂y(k−1)i ,

δ
δpi

= ∂
∂pi

.

(1.9)

Under a change of local coordinates on T ∗kM, the vector fields of the adapted
basis transform by the rule:

δ

δxi
=

∂x̃j

∂xi

δ

δx̃j
,

δ

δy(1)i
=

∂x̃j

∂xi

δ

δỹ(1)j
, ...,

δ

δy(k−1)i
=

∂x̃j

∂xi

δ

δỹ(k−1)j
,

δ

δpi
=

δxj

δx̃i

δ

δp̃j
.

(1.10)
The dual basis of the adapted basis (1.8) is given by:{

δxi, δy(1)i, ..., δy(k−1)i, δpi

}
, (1.11)

where:

dxi = δxi,

dy(1)i = δy(1)i − N
(1)

i
jδx

j ,

......................................................................

dy(k−1)i = δy(k−1)i − N
(1)

i
jδy

(k−2)j − ...− N
(k−2)

i
jδy

(1)j − N
(k−1)

i
jδx

j ,

dpi = δpi + Njiδx
j .

(1.12)

With respect to (1.2) the covector fields (1.11) are transformed by the rules:

δx̃i = ∂x̃i

∂xj δxj , δỹ(1)i = ∂x̃i

∂xj δy(1)j , ..., δỹ(k−1)i = ∂x̃i

∂xj δy(k−1)j ,

δp̃i = ∂xj

∂x̃i δpj .
(1.13)
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Let D be an N−linear connection on T ∗kM, with the local coefficients in the
adapted basis (1.8) :

DΓ (N) =
(

Hi
jh, C

(α)

i
jh, Ci

jh

)
, (α = 1, ..., k − 1) . (1.14)

An N−linear connection D is uniquely represented in the adapted basis in the
following form:

D δ

δxj

δ
δxi = Hs

ij
δ

δxs , D δ

δxj

δ
δy(α)i = Hs

ij
δ

δy(α)s , (α = 1, ..., k − 1) ,

D δ

δxj

δ
δpi

= −Hi
sj

δ
δps

,

D δ

δy(α)j

δ
δxi = C

(α)

s
ij

δ
δxs , D δ

δy(α)j

δ
δy(β)i = C

(α)

s
ij

δ
δy(β)s ,

D δ

δy(α)j

δ
δpi

= −C
(α)

i
sj

δ
δps

, (α, β = 1, ..., k − 1) ,

D δ
δpj

δ
δxi = Ci

js δ
δxs , D δ

δpj

δ
δy(α)i = Ci

js δ
δy(α)s , (α = 1, ..., k − 1) ,

D δ
δpj

δ
δpi

= −Cs
ij δ

δps
.

(1.15)

2. The set of the transformations of N−linear connections

Let N̄ be another nonlinear connection on T ∗kM, with the local coefficients(
N̄
(1)

j
i

(
x, y(1), ...,y(k−1), p

)
, ..., N̄

(k−1)

j
i

(
x, y(1), ...,y(k−1), p

)
, Nij

(
x, y(1), ..., y(k−1), p

))
(i, j = 1, 2, ..., n).

Then there exists the uniquely determined tensor fields

A
(α)

j
i ∈ τ1

1

(
T ∗kM

)
, (α = 1, ..., k − 1)

and Aij ∈ τ0
2

(
T ∗kM

)
, such that:{

N̄
(α)

i
j = N

(α)

i
j − A

(α)

i
j , (α = 1, 2, ..., k − 1) ,

N̄ij = Nij −Aij , (i, j = 1, 2, ..., n) .
(2.1)

Conversely, if N
(α)

i
j and A

(α)

i
j , (α = 1, 2, ..., k − 1), respectively Nij and Aij are

given, then N̄
(α)

i
j , (α = 1, 2, ..., k − 1) , respectively N̄ij , given by (2.1) are the coeffi-

cients of a nonlinear connection.
Theorem 2.1. Let N and N̄ be two nonlinear connections on T ∗kM, (k ≥ 2, k ∈ N)
with local coefficients:(
N
(1)

j
i

(
x, y(1), ..., y(k−1), p

)
, ..., N

(k−1)

j
i

(
x, y(1), ...,y(k−1), p

)
, Nij

(
x, y(1), ..., y(k−1), p

))
,(

N̄
(1)

j
i

(
x, y(1), ..., y(k−1), p

)
, ..., N̄

(k−1)

j
i

(
x, y(1), ..., y(k−1), p

)
, N ij

(
x, y(1), ..., y(k−1), p

))
,

(i, j = 1, 2, ..., n) , respectively.
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If D is an N−linear connection on T ∗kM, with local coefficients

DΓ (N) =
(

Hi
jh, C

(α)

i
jh, Ci

jh

)
, (α = 1, ..., k − 1) ,

then the transformation: N −→ N̄ , given by (2.1) of nonlinear connections implies
for the coefficients

DΓ
(
N̄

)
=

(
H̄i

jh, C̄
(α)

i
jh, C̄i

jh

)
, (α = 1, ..., k − 1)

of the N̄−linear connection D, the relations (2.2) , that is the transformation:
DΓ (N) → DΓ

(
N

)
is given by:

H̄i
sj = Hi

sj + A
(1)

m
j

[
C
(1)

i
sm + N

(1)

l
m C

(2)

i
sl + ... + N

(k−2)

l
m C

(k−1)

i
sl + N

(1)

l
mN

(1)

t
l C
(3)

i
st+

... +
(

N
(1)

l
m N

(k−3)

t
l + ... + N

(k−3)

l
mN

(1)

t
l

)
C

(k−1)

i
st + ... + N

(1)
...N

(1)︸ ︷︷ ︸
(k−2)

C
(k−1)

+

+A
(2)

m
j

C
(2)

i
sm + N

(1)

l
m C

(3)

i
sl + ... + N

(k−3)

l
m C

(k−1)

i
sl + ... + N

(1)
...N

(1)︸ ︷︷ ︸
(k−3)

C
(k−1)

+

+... + A
(k−2)

m
j

(
C

(k−2)

i
sm + N

(1)

l
m C

(k−1)

i
sl

)
+ A

(k−1)

m
j C
(k−1)

i
sm −AjmCs

im,

C
(1)

i
sj = C

(1)

i
sj + A

(1)

m
j

[
C
(2)

i
sm + N

(1)

r
m C

(3)

i
sr + ... + N

(k−3)

r
m C

(k−1)

i
sr + ...+

+N
(1)
· ... · N

(1)︸ ︷︷ ︸
(k−3)

C
(k−1)

 + ... + A
(k−3)

m
j

[
C

(k−2)

i
sm + N

(1)

r
m C

(k−1)

i
sr

]
+ A

(k−2)

m
j C
(k−1)

i
sm,

.....................................................................................

C
(k−2)

i
sj = C

(k−2)

i
sj + A

(1)

l
j C
(k−1)

i
sl,

C̄
(k−1)

i
sj = C

(k−1)

i
sj ,

C̄s
ij = C ij

s ,

A
(1)

h
ipj = 0,

Aihpj = 0, (i, j, h = 1, 2..., n) ,
(2.2)

where p denotes the h−covariant derivative with respect to DΓ (N) .
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Proof. It follows first of all that the transformations (2.1) preserve the coefficients
C

(k−1)

h
ij , Ci

jh.

Using the relations (1.9) , (1.15) and (2.1) we obtain:

δ̄
δxi = δ

δxi + A
(1)

j
i

∂
∂y(1)j + ... + A

(k−1)

j
i

∂
∂y(k−1)j −Aij

∂
∂pj

,

δ̄
δy(1)i = δ

δy(1)i + A
(1)

j
i

∂
∂y(2)j + ... + A

(k−2)

j
i

∂
∂y(k−1)j ,

..........................................................
δ̄

δy(k−1)i = δ
δy(k−1)i ,

δ̄
δpi

= δ
δpi

.

(2.3)

Using (1.15) , (2.3) and (1.9) we get:

D δ̄

δxj

δ̄
δy(k−1)i = H̄s

ij
δ̄

δy(k−1)s = H̄s
ij

δ̄
δy(k−1)s .

D δ̄

δxj

δ̄
δy(k−1)i = D(

δ
δxj + A

(1)
l
j

∂

∂y(1)l
+ A

(2)
l
j

∂

∂y(2)l
+...+ A

(k−1)
l
j

∂

∂y(k−1)l
−Ajl

∂
∂pl

) δ
δy(k−1)i =

= Hs
ij

δ
δy(k−1)s +

(
A
(1)

l
j C
(1)

s
il

δ
δy(k−1)s + A

(2)

l
j C
(2)

s
il

δ
δy(k−1)s + ...

... + A
(k−1)

l
j C
(k−1)

s
il

δ
δy(k−1)s −AjlC

ls
i

δ
δy(k−1)s

)
+

+A
(1)

l
j N
(1)

r
lD(

δ

δy(2)r
+N

(1)
sr ∂

∂y(3)s
+...+ N

(k−3)
sr δ

δy(k−1)s

) δ
δy(k−1)i +

+A
(1)

l
j N
(2)

r
lD(

δ

δy(3)r
+N

(1)
sr ∂

∂y(4)s
+...+ N

(k−4)
sr δ

δy(k−1)s

) δ
δy(k−1)i + ...

+A
(1)

l
j N
(k−2)

r
l C
(k−1)

s
ir

δ

δy(k−1)s
+A

(2)

l
j N
(1)

r
lD(

δ

δy(3)r +N
(1)

sr ∂

∂y(4)s
+...+ N

(k−4)
sr δ

δy(k−1)s

) δ

δy(k−1)i
+

+... + A
(2)

l
j N
(k−3)

r
l C
(k−1)

s
ir

δ
δy(k−1)s + ... =

=
(

Hs
ij + A

(1)

l
j C
(1)

s
il + A

(2)

l
j C
(2)

s
il + ... + A

(k−1)

l
j C
(k−1)

s
il −AjlC

ls
i

)
δ

δy(k−1)s +

+
(

A
(1)

l
j N
(1)

r
l C
(2)

s
ir

δ
δy(k−1)s + A

(1)

l
j N
(2)

r
l C
(3)

s
ir

δ
δy(k−1)s + ... + A

(1)

l
j N
(k−2)

r
l C
(k−1)

s
ir

δ
δy(k−1)s

)
+

(
A
(1)

l
j N
(1)

r
lN
(1)

s
rD ∂

∂y(3)s

δ
δy(k−1)i + ... + A

(1)

l
j N
(1)

r
l N
(k−3)

s
r C
(k−1)

m
is

δ
δy(k−1)m

)
+

(
A
(1)

l
j N
(2)

r
lN
(1)

s
rD ∂

∂y(4)s

δ
δy(k−1)i + ... + A

(1)

l
j N
(2)

r
l N
(k−4)

s
r C
(k−1)

m
is
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δ
δy(k−1)m

)
+ ... +

(
A
(2)

l
j N
(1)

r
l C
(3)

s
ir

δ
δy(k−1)s + ... + A

(2)

l
j N
(k−3)

r
l C
(k−1)

s
ir

δ
δy(k−1)s

)
+

+
(

A
(2)

l
j N
(1)

r
lN
(1)

s
rD ∂

∂y(4)s

δ
δy(k−1)i + ... + A

(2)

l
j N
(1)

r
l N
(k−4)

s
r C
(k−1)

m
is

δ
δy(k−1)m

)
+ ...

So, we have obtained (2.11).

D δ̄

δy(1)j

δ̄
δy(k−1)i = C̄

(1)

s
ij

δ̄
δy(k−1)s = C̄

(1)

s
ij

δ
δy(k−1)s .

D δ̄

δy(1)j

δ̄
δy(k−1)i = D(

δ

δy(1)j
+ A

(1)
l
j

∂

∂y(2)l
+ A

(2)
l
j

∂

∂y(3)l
+...+ A

(k−2)
l
j

δ

δy(k−1)l

) δ
δy(k−1)i =

=
(

C
(1)

s
ij + A

(1)

l
j C
(2)

s
il + A

(2)

l
j C
(3)

s
il + ... + A

(k−2)

l
j C
(k−1)

s
il

)
δ

δy(k−1)s +

+A
(1)

l
j N
(1)

s
lD ∂

∂y(3)s

δ
δy(k−1)i + ... + A

(1)

l
j N
(k−3)

r
l C
(k−1)

s
ir

δ
δy(k−1)s +

+A
(2)

l
j N
(1)

s
lD ∂

∂y(4)s

δ
δy(k−1)i + ... + A

(2)

l
j N
(k−4)

r
l C
(k−1)

s
ir

δ
δy(k−1)s + ...

So, we have obtained (2.22).

D δ̄

δy(k−2)j

δ̄
δy(k−1)i = C̄

(k−2)

s
ij

δ̄
δy(k−1)s = C̄

(k−2)

s
ij

δ
δy(k−1)s .

D δ̄

δy(k−2)j

δ̄
δy(k−1)i = C̄

(k−2)

s
ij

δ̄
δy(k−1)s + A

(1)

l
j C̄
(k−1)

s
il

δ
δy(k−1)s .

D δ̄
δpj

δ̄
δy(k−1)i = C̄ js

i
δ̄

δy(k−1)s = C̄ js
i

δ
δy(k−1)s ;

D δ̄
δpj

δ̄
δy(k−1)i = D δ̄

δpj

δ
δy(k−1)i = C js

i
δ

δy(k−1)s ;

So, we have obtained (2.2k−1).

D δ̄
δpj

δ̄
δy(k−2)i = C̄ js

i
δ̄

δy(k−2)s = C̄ js
i

(
δ

δy(k−2)s + A
(1)

l
s

∂
∂y(k−1)l

)
=

= C̄ js
i

δ
δy(k−2)s + C̄ js

i A
(1)

l
s

δ
δy(k−1)l .

D δ̄
δpj

δ̄
δy(k−2)i = D δ̄

δpj

(
δ

δy(k−2)i + A
(1)

l
i

∂
∂y(k−1)l

)
=

= C js
i

δ̄
δy(k−2)s +

(
δ A
(1)

s
i

δpj
+ A

(1)

l
iC

js
l

)
δ̄

δy(k−1)s .

So, we have:
C̄ js

i = C js
i (2.4)
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C̄ jl
i A

(1)

s
l =

δ A
(1)

s
i

δpj
+ A

(1)

l
iC

js
l . (2.5)

Analogous if we calculate D δ̄

δy(k−1)j

δ̄
δy(k−2)i in two manner we obtain:

C
(k−1)

s
ij = C

(k−1)

s
ij , (2.6)

C
(k−1)

l
ij A

(1)

s
l =

δ A
(1)

s
i

δy(k−1)j + A
(1)

l
i C
(k−1)

s
lj . (2.7)

We have:

A
(α)

i
jpk =

δ A
(α)

i
j

δxk
+ A

(α)

m
jH

i
mk − A

(α)

i
mHm

jk, (α = 1, 2, ..., k − 1). (2.8)

Using (2.8), (2.7), (2.6), (2.5), (2.4), (2.2k−1), (2.22) in the relation obtained analogous
from D δ̄

δxj

δ̄
δyi , we obtain: A

(1)

h
ipj = 0. In the same manner we get Aihpj = 0. �

Theorem 2.2. Let N and N̄ be two nonlinear connections on T ∗kM , (k ≥ 2, k ∈ N),
with local coefficients(
N
(1)

j
i

(
x, y(1), ...,y(k−1), p

)
, ..., N

(k−1)

j
i

(
x, y(1), ...,y(k−1), p

)
, Nij

(
x, y(1), ..., y(k−1), p

))
,

(
N̄
(1)

j
i

(
x, y(1), ...,y(k−1), p

)
, ..., N̄

(k−1)

j
i

(
x, y(1), ..., y(k−1), p

)
, N ij

(
x, y(1), ..., y(k−1), p

))
,

(i, j = 1, 2, ..., n), respectively.
If

DΓ (N) =
(

Hi
jh, C

(α)

i
jh, Ci

jh

)
and

DΓ̄
(
N̄

)
=

(
H̄i

jh, C̄
(α)

i
jh, C̄i

jh

)
,

(α = 1, ..., k − 1) are the local coefficients of two N−, respectively N̄ -linear connec-
tions, D, respectively D̄ on the differentiable manifold T ∗kM, (k ≥ 2, k ∈ N) , then
there exists only one system of tensor fields(

A
(1)

i
j , ..., A

(k−1)

i
j , Aij , B

i
jh, D

(1)

i
jh, ..., D

(k−1)

i
jh, Di

jh

)
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such that:

N̄
(α)

i
j = N

(α)

i
j − A

(α)

i
j , (α = 1, ..., k − 1),

N̄ij = Nij −Aij ,

H̄i
sj = Hi

sj + A
(1)

m
j

[
C
(1)

i
sm + N

(1)

l
m C

(2)

i
sl + ... + N

(k−2)

l
m C

(k−1)

i
sl + N

(1)

l
mN

(1)

t
l C
(3)

i
st+

+... +
(

N
(1)

l
m N

(k−3)

t
l + ... + N

(k−3)

l
mN

(1)

t
l

)
C

(k−1)

i
st + ... + N

(1)
...N

(1)︸ ︷︷ ︸
(k−2)

C
(k−1)

+

+A
(2)

m
j

C
(2)

i
sm + N

(1)

l
m C

(3)

i
sl + ... + N

(k−3)

l
m C

(k−1)

i
sl + ... + N

(1)
...N

(1)︸ ︷︷ ︸
(k−3)

C
(k−1)

+

+... + A
(k−2)

m
j

(
C

(k−2)

i
sm + N

(1)

l
m C

(k−1)

i
sl

)
+ A

(k−1)

m
j C
(k−1)

i
sm −AjmCs

im −Bi
sj ,

C
(1)

i
sj = C

(1)

i
sj + A

(1)

m
j

[
C
(2)

i
sm + N

(1)

r
m C

(3)

i
sr + ... + N

(k−3)

r
m C

(k−1)

i
sr + ...+

+N
(1)
· ... · N

(1)︸ ︷︷ ︸
(k−3)

C
(k−1)

 + ... + A
(k−3)

m
j

[
C

(k−2)

i
sm + N

(1)

r
m C

(k−1)

i
sr

]
+

+ A
(k−2)

m
j C
(k−1)

i
sm − D

(1)

i
sj ,

C
(k−2)

i
sj = C

(k−2)

i
sj + A

(1)

l
j C
(k−1)

i
sl − D

(k−2)

i
sj ,

C̄
(k−1)

i
sj = C

(k−1)

i
sj − D

(k−1)

i
sj ,

C̄s
ij = C ij

s −Ds
ij ,

(2.9)
with: {

A
(1)

h
ipj = 0,

Aihpj = 0, (i, j, h = 1, 2..., n) ,
(2.10)

where ”p ” denotes the h−covariant derivative with respect to DΓ (N) .

Proof. The first equality (2.9) determines uniquely the tensor fields:
A
(α)

i
j , (α = 1, ..., k − 1) .The second equality (2.9) determines uniquely the tensor field

Aij . Since C
(α)

i
jh, (α = 1, ..., k − 1) and C jh

i are d−tensor fields, the third equation

(2.9) determines uniquely the tensor field Bi
jh. Similarly the fourth,... and the last

equation (2.9) determines the tensor field Di
jh respectively. �

We have immediately:
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Theorem 2.3. If DΓ (N) =
(

Hi
jh, C

(α)

i
jh, Ci

jh

)
(α = 1, ..., k − 1) , are the local coeffi-

cients of an N−linear connection D on T ∗kM and(
A
(1)

i
j , ..., A

(k−1)

i
j , Aij , B

i
jh, D

(1)

i
jh, ..., D

(k−1)

i
jh, Di

jh

)
,

is a system of tensor fields on T ∗kM, then DΓ̄
(
N̄

)
=

(
H̄i

jh, C̄
(α)

i
jh, C̄i

jh

)
, (α =

1, ..., k−1), given by (2.9)−(2.10) are the local coefficients of an N̄−linear connection,
D̄, on T ∗kM, (k ≥ 2, k ∈ N).

Following the definition given by M. Matsumoto [4, 5] in the case of Finsler
spaces, we have:
Definition 2.1. i) The system of tensor fields:(

A
(1)

i
j , ..., A

(k−1)

i
j , Aij , B

i
jh, D

(1)

i
jh, ..., D

(k−1)

i
jh, Di

jh

)
, (k ≥ 2, k ∈ N)

is called the difference tensor fields of DΓ (N) to DΓ̄
(
N̄

)
.

ii) The mapping: DΓ (N) −→ DΓ̄
(
N̄

)
given by (2.9) − (2.10) is called a trans-

formation of N−linear connection to N̄−linear connection on T ∗kM, and it is noted
by:

t

(
A
(1)

i
j , ..., A

(k−1)

i
j , Aij , B

i
jh, D

(1)

i
jh, ..., D

(k−1)

i
jh, Di

jh

)
.

Theorem 2.4. The set T of the transformations of N−linear connections to N̄−linear
connections on T ∗kM, (k ≥ 2, k ∈ N) together with the composition of mappings isn’t
a group.
Proof. Let

t

(
A
(1)

i
j , ..., A

(k−1)

i
j , Aij , B

i
jh, D

(1)

i
jh, ..., D

(k−1)

i
jh, Di

jh

)
: DΓ (N) −→ DΓ̄

(
N̄

)
and

t

(
Ā
(1)

i
j , ..., Ā

(k−1)

i
j , Āij , B̄

i
jh, D̄

(1)

i
jh, ..., D̄

(k−1)

i
jh, D̄i

jh

)
: DΓ̄

(
N̄

)
−→ D

=

Γ
(

=

N

)
,

be two transformations from T , given by (2.9)− (2.10) .
From (2.9) we have:

=

N
(α)

i
j = N

(α)

i
j −

(
A
(α)

i
j + Ā

(α)

i
j

)
, (α = 1, ..., k − 1) ,

=

N ij = Nij −
(

Aij +
=

Aij

)
.

We obtain for example:
=

C
(k−2)

i
jh = C

(k−2)

i
jh +

(
A
(1)

l
h + Ā

(1)

l
h

)
· C
(k−1)

i
jl −

(
D

(k−2)

i
jh + D̄

(k−2)

i
jh + D

(k−1)

i
jl Ā

(1)

l
h

)
.

So
=

C
(k−2)

i
jh hasn’t the form (2.9) . It follows that the composition of two trans-

formations from T isn’t a transformation from T , that is T , together with the com-
position of mappings isn’t a group. �
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Remark 2.1. If we consider A
(α)

i
j = 0, (α = 1, ..., k − 1) and Aij = 0 in (2.10) we

obtain the set TN of transformations of N−linear connections corresponding to the
same nonlinear connection N :

TN =

t

0, ..., 0︸ ︷︷ ︸
(k)

, Bi
jh, D

(1)

i
jh, ..., D

(k−1)

i
jh, Di

jh

 ∈ T

 .

We have:
Theorem 2.5. The set TN of the transformations of N−linear connections to N−linear
connections on T ∗kM, (k ≥ 2, k ∈ N), together with the composition of mappings is a
group. This group, acts effectively and transitively on the set of N−linear connections.

Proof. Let t

0, ..., 0︸ ︷︷ ︸
(k)

, Bi
jh, D

(1)

i
jh, ..., D

(k−1)

i
jh, Di

jh

 : DΓ (N) −→ DΓ̄ (N) be a trans-

formation from TN ,given by (2.11) :

N̄
(α)

i
j = N

(α)

i
j , (α = 1, ..., k − 1) ,

N̄ij = Nij ,
H̄i

jh = Hi
jh −Bi

jh,

C̄
(α)

i
jh = C

(α)

i
jh − D

(α)

i
jh, (α = 1, ..., k − 1) ,

C̄i
jh = Ci

jh −Di
jh, (i, j, h = 1, 2, ..., n) .

(2.11)

The composition of two transformations from TN is a transformation from TN , given
by:

t

0, ..., 0︸ ︷︷ ︸
(k)

, B̄i
jh, D̄

(1)

i
jh, ..., D̄

(k−1)

i
jh, D̄i

jh

 ◦ t

0, ..., 0︸ ︷︷ ︸
(k)

, Bi
jh, D

(1)

i
jh, ..., D

(k−1)

i
jh, Di

jh



= t

0, ..., 0︸ ︷︷ ︸
(k)

, Bi
jh,+B̄i

jh, D
(1)

i
jh + D̄

(1)

i
jh, ..., D

(k−1)

i
jh + D̄

(k−1)

i
jh, Di

jh + D̄i
jh

 .

The inverse of a transformation from TN is the following transformation from TN :

t

(
0, 0, 0,−Bi

jh,−D
(1)

i
jh, ...,− D

(k−1)

i
jh,−Di

jh

)
: DΓ (N) −→ DΓ̄ (N) .

The transformations (2.11) preserve all N−linear connections D if:

Bi
jh = D

(1)

i
jh = ... = D

(k−1)

i
jh = Di

jh = 0, (i, j, h = 1, 2, ..., n) .

Therefore TN acts effectively on the set of N−linear connections. From the Theorem
2.2 results that TN acts transitively on this set. �
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Let us consider:

TNH =

t

0, ..., 0︸ ︷︷ ︸
(k+1)

, D
(1)

i
jh, ..., D

(k−1)

i
jh, Di

jh

 ∈ TN

 ,

TN C
(1)

=

t

0, ..., 0︸ ︷︷ ︸
(k)

, Bi
jh, 0, D

(2)

i
jh, ..., D

(k−1)

i
jh, Di

jh

 ∈ TN

 ,

...............................................................

TN C
(k−1)

=

t

0, ..., 0︸ ︷︷ ︸
(k)

, Bi
jh, D

(1)

i
jh, ..., D

(k−2)

i
jh, 0, Di

jh

 ∈ TN

 ,

TNC =

t

0, ..., 0︸ ︷︷ ︸
(k)

, Bi
jh, D

(1)

i
jh, ..., D

(k−1)

i
jh, 0

 ∈ TN

 ,

TN C
(1)

... C
(k−1)

C =

t

0, ..., 0︸ ︷︷ ︸
(k)

, Bi
jh, 0, ..., 0︸ ︷︷ ︸

(k)

 ∈ TN

 , (k ≥ 2, k ∈ N).

Proposition 2.1. The sets:TNH , TN C
(1)

, ..., TN C
(k−1)

, ..., TNC , TN C
(1)

... C
(k−1)

C are Abelian sub-

groups of TN .
Proposition 2.2. The group TN preserves the nonlinear connection N, TNH pre-
serves the nonlinear connection N and the component Hi

jh of the local coefficients
DΓ (N) ; TN C

(1)
preserves the nonlinear connection N and the component C

(1)

i
jh of the

local coefficients DΓ (N) , ..., TN C
(k−1)

preserves the nonlinear connection N and the

component C
(k−1)

i
jh of the local coefficients DΓ (N) , TNC preserves the nonlinear con-

nection N and the component Ci
jh of the local coefficients DΓ (N) and TN C

(1)
... C

(k−1)
C

preserves the nonlinear connection N and the components C
(1)

i
jh, , ..., C

(k−1)

i
jh, Ci

jh of

the local coefficients DΓ (N) .
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Totally supra b−continuous and slightly
supra b−continuous functions

Jamal M. Mustafa

Abstract. In this paper, totally supra b-continuity and slightly supra b-continuity
are introduced and studied. Furthermore, basic properties and preservation theo-
rems of totally supra b-continuous and slightly supra b-continuous functions are
investigated and the relationships between these functions and their relationships
with some other functions are investigated.

Mathematics Subject Classification (2010): 54C05, 54C08, 54C10.

Keywords: b−open sets, supra b-open sets, supra b-continuous functions, totally
supra b-continuous functions and slightly supra b−continuous functions.

1. Introduction and preliminaries

In 1983, A. S. Mashhour et al. [11] introduced the supra topological spaces. In
1996, D. Andrijevic [1] introduced and studied a class of generalized open sets in a
topological space called b-open sets. This type of sets discussed by El-Atike [10] under
the name of γ−open sets. Also, in recent years, Ekici has studied some relationships
of γ−open sets [5, 6, 8, 9]. In 2010, O. R. Sayed et al. [12] introduced and studied
a class of sets and a class of maps between topological spaces called supra b-open
sets and supra b-continuous functions, respectively. Now we introduce the concepts of
totally supra b-continuous and slightly supra b-continuous functions and investigate
several properties for these concepts.

Throughout this paper (X, τ), (Y, ρ) and (Z, σ) (or simply X, Y and Z) denote
topological spaces on which no separation axioms are assumed unless explicitly stated.
For a subset A of (X, τ), the closure and the interior of A in X are denoted by
Cl(A) and Int(A), respectively. The complement of A is denoted by X − A. In the
space (X, τ), a subset A is said to be b-open [1] if A ⊆ Cl(Int(A)) ∪ Int(Cl(A)). A
subcollection µ ⊆ 2X is called a supra topology [11] on X if X, φ ∈ µ and µ is closed
under arbitrary union. (X, µ) is called a supra topological space. The elements of µ

Jamal M. Mustafa did this research in Jerash University during the sabbatical leave which was given

from the Department of Mathematics, Al al-Bayt University, Mafraq, Jordan.
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are said to be supra open in (X, µ) and the complement of a supra open set is called a
supra closed set. The supra closure of a set A, denoted by Clµ(A), is the intersection
of supra closed sets including A. The supra interior of a set A, denoted by Intµ(A), is
the union of supra open sets included in A. The supra topology µ on X is associated
with the topology τ if τ ⊆ µ.

Definition 1.1. [12] Let (X, µ) be a supra topological space. A set A is called a supra
b-open set if A ⊆ Clµ(Intµ(A)) ∪ Intµ(Clµ(A)). The complement of a supra b-open
set is called a supra b-closed set.

Definition 1.2. [2] Let (X, µ) be a supra topological space. A set A is called a supra α-
open set if A ⊆ Intµ(Clµ(Intµ(A))). The complement of a supra α-open set is called
a supra α-closed set.

Theorem 1.3. [12]. (i) Arbitrary union of supra b-open sets is always supra b-open.
(ii) Finite intersection of supra b-open sets may fail to be supra b-open.

Lemma 1.4. [12] The intersection of a supra α-open set and a supra b-open set is a
supra b-open set.

Definition 1.5. [12] The supra b-closure of a set A, denoted by Clµb (A), is the inter-
section of supra b-closed sets including A. The supra b-interior of a set A, denoted by
Intµb (A), is the union of supra b-open sets included in A.

Definition 1.6. [7] A function f : X −→ Y is called:
(1) slightly γ-continuous at a point x ∈ X if for each clopen subset V in Y

containing f(x), there exists a γ-open subset U of X containing x such that f(U) ⊂ V .
(2) slightly γ-continuous if it has this property at each point of X.

Definition 1.7. [3, 7] A function f : X −→ Y is called:
(i) γ-irresolute if for each γ-open subset G of Y , f−1(G) is γ-open in X.
(ii) γ-open if for every γ-open subset A of X, f(A) is γ-open in Y .

Definition 1.8. [7] A space X is called γ-connected provided that X is not the union
of two disjoint nonempty γ-open sets.

Definition 1.9. [3] A space X is said to be:
(i) γ−T1 if for each pair of distinct points x and y of X, there exist γ-open sets

U and V containing x and y, respectively such that y /∈ U and x /∈ V .
(ii) γ − T2 (γ-Hausdorff) if for each pair of distinct points x and y of X, there

exist disjoint γ-open sets U and V in X such that x ∈ U and y ∈ V .

Definition 1.10. [3, 7] A space X is said to be:
(i) γ−Lindelöf if every γ-open cover of X has a countable subcover.
(ii) γ−closed-compact if every γ-closed cover of X has a finite subcover.
(iii) γ−closed-Lindelöf if every cover of X by γ-closed sets has a countable sub-

cover.
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2. Totally supra b−continuous functions

In this section, the notion of totally supra b-continuous functions is introduced.
If A is both supra b-open and supra b-closed, then it is said to be supra b-clopen.

Definition 2.1. [12] Let (X, τ) and (Y, ρ) be two topological spaces and µ be an as-
sociated supra topology with τ . A function f : (X, τ) −→ (Y, ρ) is called a supra
b-continuous function if the inverse image of each open set in Y is supra b-open
in X.

Definition 2.2. Let (X, τ) and (Y, ρ) be two topological spaces and µ be an associated
supra topology with τ . A function f : (X, τ) −→ (Y, ρ) is called a totally supra b-
continuous function if the inverse image of each open set in Y is supra b-clopen in X.

Remark 2.3. Every totally supra b-continuous function is supra b-continuous but the
converse need not be true as it can be seen from the following example.

Example 2.4. Let X = {a, b, c} and τ = {X, φ, {a, b}} be a topology on X. The supra
topology µ is defined as follows: µ = {X, φ, {a}, {a, b}}. Let f : (X, τ) −→ (X, τ) be
a function defined as follows: f(a) = a, f(b) = c, f(c) = b. The inverse image of the
open set {a, b} is {a, c} which is supra b-open but it is not supra b-clopen. Then f is
supra b-continuous but it is not totally supra b-continuous.

Definition 2.5. A supra topological space (X, µ) is called supra b − connected if it is
not the union of two nonempty disjoint supra b-open sets.

Theorem 2.6. A supra topological space (X, µ) is supra b − connected if and only if
X and φ are the only supra b-clopen subsets of X.

Proof. Obvious. �

Theorem 2.7. Let (X, τ) be a topological spaces and µ be an associated supra topology
with τ . If f : (X, τ) −→ (Y, ρ) is a totally supra b-continuous surjection and (X, µ) is
supra b− connected, then (Y, ρ) is an indiscrete space.

Proof. Suppose that (Y, ρ) is not an indiscrete space and let V be a proper nonempty
open subset of (Y, ρ). Since f is a totally supra b-continuous function, then f−1(V ) is
a proper nonempty supra b-clopen subset of X. Therefore X = f−1(V )∪(X−f−1(V ))
and X is a union of two nonempty disjoint supra b-open sets, which is a contradiction.
Therefore X must be an indiscrete space. �

Theorem 2.8. Let (X, τ) be a topological space and µ be an associated supra topology
with τ . The supra topological space (X, µ) is supra b− connected if and only if every
totally supra b-continuous function from (X, τ) into any T0−space (Y, ρ) is a constant
map.

Proof. ⇒) Suppose that f : (X, τ) −→ (Y, ρ) is a totally supra b-continuous function,
where (Y, ρ) is a T0−space. Assume that f is not constant and x, y ∈ X such that
f(x) 6= f(y). Since (Y, ρ) is T0, and f(x) and f(y) are distinct points in Y , then there
is an open set V in (Y, ρ) containing only one of the points f(x), f(y). We take the
case f(x) ∈ V and f(y) /∈ V . The proof of the other case is similar. Since f is a totally
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supra b-continuous function, f−1(V ) is a supra b-clopen subset of X and x ∈ f−1(V ),
but y /∈ f−1(V ). Since X = f−1(V ) ∪ (X − f−1(V )), X is a union of two nonempty
disjoint supra b-open subsets of X. Thus (X, µ) is not supra b− connected, which is
a contradiction.

⇐) Suppose that (X, µ) is not a supra b−connected space, then there is a proper
nonempty supra b-clopen subset A of X. Let Y = {a, b} and ρ = {Y, φ, {a}, {b}},
define f : (X, τ) −→ (Y, ρ) by f(x) = a for each x ∈ A and f(x) = b for x ∈ X − A.
Clearly f is not constant and totally supra b-continuous where Y is T0, and thus we
have a contradiction. �

Definition 2.9. A supra topological space X is said to be:

(i) supra b−T1 if for each pair of distinct points x and y of X, there exist supra
b-open sets U and V containing x and y, respectively such that y /∈ U and x /∈ V .

(ii) supra b − T2 if for each pair of distinct points x and y in X, there exist
disjoint supra b-open sets U and V in X such that x ∈ U and y ∈ V .

Theorem 2.10. Let (X, τ) and (Y, ρ) be two topological spaces and µ be an associ-
ated supra topology with τ . Let f : (X, τ) −→ (Y, ρ) be a totally supra b-continuous
injection. If Y is T0 then (X, µ) is supra b− T2.

Proof. Let x, y ∈ X with x 6= y. Since f is injection, f(x) 6= f(y). Since Y is T0,
there exists an open subset V of Y containing f(x) but not f(y), or containing f(y)
but not f(x). Thus for the first case we have, x ∈ f−1(V ) and y /∈ f−1(V ). Since f
is totally supra b-continuous and V is an open subset of Y , f−1(V ) and X − f−1(V )
are disjoint supra b-clopen subsets of X containing x and y, respectively. The second
case is proved in the same way. Thus X is supra b− T2. �

Definition 2.11. Let (X, τ) be a topological space and µ be an associated supra topology
with τ . A function f : (X, τ) −→ Y is called a strongly supra b-continuous function
if the inverse image of every subset of Y is a supra b-clopen subset of X.

Remark 2.12. Every strongly supra b-continuous function is totally supra b-con-
tinuous, but the converse need not be true as the following example shows.

Example 2.13. Let X = {a, b, c} and τ = {X, φ} be a topology on X. The supra
topology µ is defined as follows: µ = {X, φ, {a, c}}. Let f : (X, τ) −→ (X, τ) be the
identity function, then f is totally supra b-continuous but it is not strongly supra
b-continuous.

3. Slightly supra b−continuous functions

In this section, the notion of slightly supra b-continuous functions is introduced
and characterizations and some relationships of slightly supra b-continuous functions
and basic properties of slightly supra b-continuous functions are investigated and
obtained.
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Definition 3.1. Let (X, τ) and (Y, ρ) be two topological spaces and µ be an associated
supra topology with τ . A function f : (X, τ) −→ (Y, ρ) is called a slightly supra b-
continuous function at a point x ∈ X if for each clopen subset V in Y containing
f(x), there exists a supra b-open subset U in X containing x such that f(U) ⊆ V .
The function f is said to be slightly supra b-continuous if it has this property at each
point of X.

Remark 3.2. Every supra b-continuous function is slightly supra b-continuous but the
converse need not be true as it can be seen from the following example.

Example 3.3. Let R and N be the real numbers and natural numbers, respectively.
Take two topologies on R as τ = {R,φ} and ρ = {R,φ, R − N} and µ be the
associated supra topology with τ defined as µ = {R,φ, N}. Let f : (R, τ) −→ (R, ρ)
be an identity function. Then, f is slightly supra b-continuous, but it is not supra
b-continuous.

Remark 3.4. Since every totally supra b-continuous function is supra b-continuous
then every totally supra b-continuous function is slightly supra b-continuous but the
converse need not be true. The function f in Example 3.3 is slightly supra b-continuous
but it is not totally supra b-continuous.

Remark 3.5. Since every strongly supra b-continuous function is totally supra b-
continuous then every strongly supra b-continuous function is slightly supra b-
continuous but the converse need not be true. The function f in Example 2.13 is
slightly supra b-continuous but it is not strongly supra b-continuous.

Theorem 3.6. Let (X, τ) and (Y, ρ) be two topological spaces and µ be an associated
supra topology with τ . The following statements are equivalent for a function f :
(X, τ) −→ (Y, ρ):

(1) f is slightly supra b-continuous;
(2) for every clopen set V ⊆ Y , f−1(V ) is supra b-open;
(3) for every clopen set V ⊆ Y , f−1(V ) is supra b-closed;
(4) for every clopen set V ⊆ Y , f−1(V ) is supra b-clopen.

Proof. (1) ⇒ (2): Let V be a clopen subset of Y and let x ∈ f−1(V ). Since f is slightly
supra b-continuous, by (1) there exists a supra b-open set Ux in X containing x such
that f(Ux) ⊆ V ; hence Ux ⊆ f−1(V ). We obtain that f−1(V ) = ∪{Ux : x ∈ f−1(V )}.
Thus, f−1(V ) is supra b-open.

(2) ⇒ (3): Let V be a clopen subset of Y . Then Y − V is clopen. By (2)
f−1(Y − V ) = X − f−1(V ) is supra b-open. Thus f−1(V ) is supra b-closed.

(3) ⇒ (4): It can be shown easily.
(4) ⇒ (1): Let x ∈ X and V be a clopen subset in Y with f(x) ∈ V . Let

U = f−1(V ). By assumption U is supra b-clopen and so supra b-open. Also x ∈ U
and f(U) ⊆ V . �

Corollary 3.7. [7] Let (X, τ) and (Y, ρ) be topological spaces. The following statements
are equivalent for a function f : X −→ Y :

(1) f is slightly γ-continuous;
(2) for every clopen set V ⊂ Y, f−1(V ) is γ-open;
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(3) for every clopen set V ⊂ Y, f−1(V ) is γ-closed;
(4) for every clopen set V ⊂ Y, f−1(V ) is γ-clopen.

Theorem 3.8. Every slightly supra b-continuous function into a discrete space is
strongly supra b-continuous.

Proof. Let f : X −→ Y be a slightly supra b-continuous function and Y be a discrete
space. Let A be any subset of Y . Then A is a clopen subset of Y . Hence f−1(A) is
supra b-clopen in X. Thus f is strongly supra b-continuous. �

Definition 3.9. Let (X, τ) and (Y, ρ) be two topological spaces and µ, η be associated
supra topologies with τ and ρ, respectively. A function f : (X, τ) → (Y, ρ) is called
a supra b-irresolute function if the inverse image of each supra b-open set in Y is a
supra b-open set in X.

Theorem 3.10. Let (X, τ), (Y, ρ) and (Z, σ) be topological spaces and µ, η be associated
supra topologies with τ and ρ, respectively. Let f : (X, τ) → (Y, ρ) and g : (Y, ρ) →
(Z, σ) be functions. Then, the following properties hold:

(1) If f is supra b-irresolute and g is slightly supra b-continuous, then gof is
slightly supra b-continuous.

(2) If f is slightly supra b-continuous and g is continuous, then gof is slightly
supra b-continuous.

Proof. (1) Let V be any clopen set in Z. Since g is slightly supra b-continuous, g−1(V )
is supra b-open. Since f is supra b-irresolute, f−1(g−1(V )) = (gof)−1(V ) is supra
b-open. Therefore, gof is slightly supra b-continuous.

(2) Let V be any clopen set in Z. By the continuity of g, g−1(V ) is clopen.
Since f is slightly supra b-continuous, f−1(g−1(V )) = (gof)−1(V ) is supra b-open.
Therefore, gof is slightly supra b-continuous. �

Corollary 3.11. Let (X, τ), (Y, ρ) and (Z, σ) be topological spaces and µ, η be associated
supra topologies with τ and ρ, respectively. If f : (X, τ) → (Y, ρ) is a supra b-irresolute
function and g : (Y, ρ) → (Z, σ) is a supra b-continuous function, then gof is slightly
supra b-continuous.

Corollary 3.12. [7] Let f : X → Y and g : Y → Z be functions. Then, the following
properties hold:

(1) If f is γ-irresolute and g is slightly γ-continuous, then gof : X → Z is
slightly γ-continuous.

(2) If f is γ-irresolute and g is γ-continuous, then gof : X → Z is slightly
γ-continuous.

Definition 3.13. A function f : (X, τ) → (Y, ρ) is called a supra b-open function if the
image of each supra b-open set in X is a supra b-open set in Y .

Theorem 3.14. Let (X, τ), (Y, ρ) and (Z, σ) be topological spaces and µ, η be associated
supra topologies with τ and ρ, respectively. Let f : (X, τ) → (Y, ρ) be a supra b-
irresolute, supra b-open surjection and g : (Y, ρ) → (Z, σ) be a function. Then g is
slightly supra b-continuous if and only if gof is slightly supra b-continuous.
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Proof. ⇒) Let g be slightly supra b-continuous. Then by Theorem 3.10, gof is slightly
supra b-continuous.

⇐) Let gof be slightly supra b-continuous and V be clopen set in Z.
Then (gof)−1(V ) is supra b-open. Since f is a supra b-open surjection, then
f((gof)−1(V )) = g−1(V ) is supra b-open in Y . This shows that g is slightly supra
b-continuous. �

Corollary 3.15. [7] f : X → Y be surjective, γ-irresolute and γ-open and g : Y → Z
be a function. Then gof : X → Z is slightly γ-continuous if and only if g is slightly
γ-continuous.

Theorem 3.16. Let (X, τ) be a topological space and µ be an associated supra topology
with τ . If f : (X, τ) −→ (Y, ρ) is a slightly supra b-continuous function and (X, µ) is
supra b− connected, then Y is connected.

Proof. Suppose that Y is a disconnected space. Then there exist nonempty disjoint
open sets U and V such that Y = U ∪ V . Therefore, U and V are clopen sets in
Y . Since f is slightly supra b-continuous, f−1(U) and f−1(V ) are supra b-open in
X. Moreover, f−1(U) and f−1(V ) are disjoint and X = f−1(U) ∪ f−1(V ). Since f is
surjective, f−1(U) and f−1(V ) are nonempty. Therefore, X is not supra b−connected.
This is a contradiction and hence Y is connected. �

Corollary 3.17. [7] If f : X → Y is slightly γ-continuous surjective function and X is
γ-connected space, then Y is a connected space.

Corollary 3.18. The inverse image of a disconnected space under a slightly supra b-
continuous surjection is supra b− disconnected.

Recall that a space X is said to be (1) locally indiscrete if every open set of X
is closed in X, (2) 0-dimensional if its topology has a base consisting of clopen sets.

Theorem 3.19. Let (X, τ) be a topological space and µ be an associated supra topology
with τ . If f : (X, τ) −→ (Y, ρ) is a slightly supra b-continuous function and Y is
locally indiscrete, then f is supra b-continuous.

Proof. Let V be any open set of Y . Since Y is locally indiscrete, V is clopen and
hence f−1(V ) are supra b-open in X. Therefore, f is supra b-continuous. �

Theorem 3.20. Let (X, τ) be a topological space and µ be an associated supra topology
with τ . If f : (X, τ) −→ (Y, ρ) is a slightly supra b-continuous function and Y is
0-dimensional, then f is supra b-continuous.

Proof. Let x ∈ X and V ⊆ Y be any open set containing f(x). Since Y is 0-
dimensional, there exists a clopen set U containing f(x) such that U ⊆ V . But f
is slightly supra b-continuous then there exists a supra b-open set G containing x
such that f(x) ∈ f(G) ⊆ U ⊆ V . Hence f is supra b-continuous. �

Corollary 3.21. [7] If f : X → Y is slightly γ-continuous and Y is 0-dimensional,
then f is γ-continuous.
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Theorem 3.22. Let (X, τ) be a topological space and µ be an associated supra topology
with τ . Let f : (X, τ) −→ (Y, ρ) be a slightly supra b-continuous injection and Y is
0-dimensional. If Y is T1 (resp. T2), then X is supra b− T1 (resp. supra b− T2).

Proof. We prove only the second statement, the prove of the first being analogous.
Let Y be T2. Since f is injective, for any pair of distinct points x, y ∈ X, f(x) 6= f(y).
Since Y is T2, there exist open sets V1, V2 in Y such that f(x) ∈ V1, f(y) ∈ V2

and V1 ∩ V2 = φ. Since Y is 0-dimensional, there exist clopen sets U1, U2 in Y such
that f(x) ∈ U1 ⊆ V1 and f(y) ∈ U2 ⊆ V2. Consequently x ∈ f−1(U1) ⊆ f−1(V1),
y ∈ f−1(U2) ⊆ f−1(V2) and f−1(U1) ∩ f−1(U2) = φ. Since f is slightly supra b-
continuous, f−1(U1) and f−1(U2) are supra b-open sets and this implies that X is
supra b− T2. �

Definition 3.23. A space X is said to be:
(i) clopen T1 [4,7] if for each pair of distinct points x and y of X, there exist

clopen sets U and V containing x and y, respectively such that y /∈ U and x /∈ V .
(ii) clopen T2 (clopen Hausdorff or ultra-Hausdorff) [13] if for each pair of dis-

tinct points x and y in X, there exist disjoint clopen sets U and V in X such that
x ∈ U and y ∈ V .

Theorem 3.24. Let (X, τ) be a topological space and µ be an associated supra topology
with τ . Let f : (X, τ) −→ (Y, ρ) be a slightly supra b-continuous injection and Y is
clopen T1, then X is supra b− T1.

Proof. Suppose that Y is clopen T1. For any distinct points x and y in X, there exist
clopen sets V and W such that f(x) ∈ V , f(y) /∈ V and f(y) ∈ W , f(x) /∈ W . Since
f is slightly supra b-continuous, f−1(V ) and f−1(W ) are supra b-open subsets of X
such that x ∈ f−1(V ), y /∈ f−1(V ) and y ∈ f−1(W ), x /∈ f−1(W ). This shows that
X is supra b− T1. �

Corollary 3.25. [7] If f : X → Y is slightly γ-continuous injection and Y is clopen
T1, then X is γ − T1.

Theorem 3.26. Let (X, τ) be a topological space and µ be an associated supra topology
with τ . Let f : (X, τ) −→ (Y, ρ) be a slightly supra b-continuous injection and Y is
clopen T2, then X is supra b− T2.

Proof. For any pair of distinct points x and y in X, there exist disjoint clopen sets U
and V in Y such that f(x) ∈ U and f(y) ∈ V . Since f is slightly supra b-continuous,
f−1(U) and f−1(V ) are supra b-open subsets of X containing x and y, respectively.
Therefore f−1(U) ∩ f−1(V ) = φ because U ∩ V = φ. This shows that X is supra
b− T2. �

Definition 3.27. [13] A space X is said to be mildly compact (resp. mildly Lindelöf)
if every clopen cover of X has a finite (resp. countable) subcover.

Definition 3.28. A supra topological space (X, µ) is called supra b-compact (resp. supra
b-Lindelöf) if every supra b-open cover of X has a finite (resp. countable) subcover.
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Theorem 3.29. Let (X, τ) be a topological space and µ be an associated supra topology
with τ . Let f : (X, τ) −→ (Y, ρ) be a slightly supra b-continuous surjection, then the
following statements hold:

(1) if (X, µ) is supra b-compact, then Y is mildly compact.
(2) if (X, µ) is supra b-Lindelöf, then Y is mildly Lindelöf.

Proof. We prove (1), the proof of (2) being entirely analogous.
Let {Vα : α ∈ ∆} be a clopen cover of Y . Since f is slightly supra b-continuous,

{f−1(Vα) : α ∈ ∆} is a supra b-open cover of X . Since X is supra b-compact, there
exists a finite subset ∆0 of ∆ such that X = ∪{f−1(Vα) : α ∈ ∆0}. Thus we have
Y = ∪{Vα : α ∈ ∆0} which means that Y is mildly compact. �

Definition 3.30. A supra topological space (X, µ) is called supra b-closed compact (resp.
supra b-closed Lindelöf) if every cover of X by supra b-closed sets has a finite (resp.
countable) subcover.

Theorem 3.31. Let (X, τ) be a topological space and µ be an associated supra topology
with τ . Let f : (X, τ) −→ (Y, ρ) be a slightly supra b-continuous surjection, then the
following statements hold:

(1) if (X, µ) is supra b-closed compact, then Y is mildly compact.
(2) if (X, µ) is supra b-closed Lindelöf, then Y is mildly Lindelöf.

Proof. It can be obtained similarly as Theorem 3.29. �

Corollary 3.32. [7] Let f : X → Y be a slightly γ-continuous surjection. Then the
following statements hold:

(1) if X is γ-Lindelöf, then Y is mildly Lindelöf.
(2) if X is γ-compact, then Y is mildly compact.
(3) if X is γ–closed-compact, then Y is mildly compact.
(4) if X is γ-closed-Lindelöf, then Y is mildly Lindelöf.
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