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On saturated triples associated to some block
algebras of finite groups

Constantin-Cosmin Todea

Abstract. Saturated triples are recently defined in [3]. Block algebras of finite
groups give an important example of such saturated triples. In this short article
we prove that the principal block and the group algebra viewed as an algebra
acted by the group of automorphisms of the finite group provides a new example
of saturated triples.

Mathematics Subject Classification (2010): 20C20.

Keywords: Block algebra, finite group, permutation algebra.

1. Preliminaries

We follow [4] to recall definitions and basic properties of block algebras of finite
groups. Let G be a finite group and let k be an algebraically closed field of character-
istic p such that p divides the order of G. A block algebra of kG is an indecomposable
factor B of kG as an algebra. The block algebras are in bijection with the primitive
idempotents of the center Z(kG). We denote by Bl(kG) the finite set of block algebras
(i.e. primitive idempotents in Z(kG)). If B is a block algebra we have B = bkG, where
b is the corresponding primitive idempotent from Z(kG).

kG is a p-permutation G-algebra, where G acts by conjugation and then Bl(kG)
are actually the primitive idempotents of (kG)G = Z(kG). If G acts on a set X we
denote by OrbG(X) its orbits and if C ∈ OrbG(X) we denote by C+ the sum of all
elements in the orbit C. If we use a set of indices I for the orbits we usually mean an
arbitrary family of orbits, if not, it means that we consider all the orbits. We follow
[2, 2.1] for results and notations regarding permutation algebras. By [2, Lemma 2.2]
the set {C+ : C ∈ OrbG(G)} is a k-basis of (kG)G, where G acts by conjugation on
G. We denote by N the element

∑
g∈G g.

The augmentation map ε : kG → k is the surjective homomorphism of k-algebras
defined by ε(g) = 1k for any g ∈ G, that is, for an element

∑
x∈G αxx ∈ kG we have

ε(
∑
x∈G

αxx) =
∑
x∈G

αx.
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ker(ε) is a maximal ideal of kG, the augmentation ideal and is generated as a k-
vector space by {g − 1 : g ∈ G}. Let εG be the restriction of ε to (kG)G (as a map
εG : Z(kG) → k) and let {Ci}i∈I ⊆ OrbG(G). Then it is easy to see that

εG(
∑
i∈I

αiC
+
i ) =

∑
i∈I

| Ci | αi.

Proposition 1.1. With the above notations we have:
(1) εG is a surjective homomorphism.
(2) ker(εG) 6= 0 and ker(εG) is a maximal ideal of Z(kG).

Proof. (1) Obviously εG is a k-algebra homomorphism. We only prove that is surjec-
tive. Let α ∈ k. Then is easy to see that

a = (α + 1k)1G +
∑

C∈OrbG(G)\{1G}

C+ ∈ (kG)G.

We have that

εG(a) = (α + 1k)1k +
∑

C∈OrbG(G)\{1G}

| C | 1k = α + 1k+ | G | 1k − 1k = α.

(2) Since εG(N) =| G |= 0 then N ∈ ker(εG). �

2. The action of Aut(G) on kG

We consider in this section an action of Aut(G) on kG, which we describe in the
following lines. If f ∈ Aut(G) then there is f ∈ Autk(kG), where Autk(kG) represents
the group of all k-algebra automorphisms of kG. For

∑
x∈G αxx ∈ kG we have that

f is defined by
f(

∑
x∈G

αxx) =
∑
x∈G

αxf(x).

Now kG becomes an Aut(G)-algebra where f ∈ Aut(G) acts on a ∈ kG by
fa = f(a). By [2] we have that (kG)Aut(G) has as k-basis the set

{C+ | C ∈ OrbAut(G)G}.

As above, let εAut(G) be the restriction of ε to (kG)Aut(G), that is the map

εAut(G) : (kG)Aut(G) → k.

Proposition 2.1. With the above notations we have:
(1) εAut(G) is a surjective homomorphism.
(2) ker(εAut(G)) 6= 0 and ker(εAut(G)) is a maximal ideal of (kG)Aut(G).

Proof. (1) We have the same proof as in Proposition 1.1, using the element

a′ = (α + 1k)1G +
∑

C∈OrbAut(G)(G)\{1G}

C+ ∈ (kG)Aut(G).

(2) Similarly we have that N ∈ ker(εAut(G)). �
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We denote by b0 ∈ Bl(kG) the unique block such that b0N = N , equivalently b0

is the unique block such that ε(b0) 6= 0. We call b0 the principal block of kG, see [4,
Section 40].

Proposition 2.2. Let f ∈ Aut(G). If b ∈ Bl(kG) then f(b) ∈ Bl(kG). Moreover for the
principal block we have f(b0) = b0.

Proof. It is easy to verify that f(b) is an idempotent. To prove that it is central let
g ∈ G. Then

f(b)g = f(b)f(f−1(g)) = f(bf−1(g)) = f(f−1(g)b) = gf(b).

It is easy to check, by contradiction, that f(b) is primitive in Z(kG).
For the second part, since N ∈ (kG)Aut(G) we have that

f(b0)N = f(b0)f(N) = f(b0N) = f(N) = N.

�

3. Saturated triples

From [2] we know that (A, b,G) is a saturated triple if b is a central idempotent,
primitive in AG such that for any (A, b,G)-Brauer pair (Q, e) we have that e is prim-
itive in A(Q)CG(Q,e), where A is a p-permutation algebra. See [2, IV, Section 2] for
more details.

Theorem 3.1. With the above notation we have that the triple (kG, Aut(G), b0) is a
saturated triple.

Proof. We have that (kG)G = (kG)Inn(G) , where Inn(G) is the normal subgroup in
Aut(G) of inner automorphisms. Then (kG)Aut(G) ⊆ (kG)G. By Proposition 2.2 we
have that b0 remains primitive in (kG)Aut(G).

Let Q be a p-subgroup of Aut(G) and e a primitive idempotent of Z(kG(Q)).
Since Aut(G) acts on G (the action given in Section 2), by [1, 2.5] we have that
kG(Q) ∼= kCG(Q), where

CG(Q) = {g ∈ G | f(g) = g,∀f ∈ Q}.
We prove next that e remains primitive in kCG(Q)CAut(G)(Q,e), where

CAut(G)(Q, e) = {f | f ∈ Aut(G), f(e) = e, f ◦ q = q ◦ f,∀q ∈ Q}.
We consider InnCG(Q)(G) as the following subset of Aut(G), given by

InnCG(Q)(G) = {cx | x ∈ CG(Q), cx : G → G, cx(g) = xgx−1,∀g ∈ G}.
It is easy to check that InnCG(Q)(G) is a subgroup of Aut(G). If we restrict an element
cx ∈ InnCG(Q)(G) to CG(Q) we have that Im(cx |CG(Q)) = CG(Q), then it follows that

kCG(Q)CG(Q) = kCG(Q)InnCG(Q)(G) (3.1)

Next we prove that InnCG(Q)(G) is a subset of CAut(G)(Q, e) (in particular it is
a subgroup). Let cx ∈ InnCG(Q)(G), q ∈ Q, g ∈ G. We have that

cx(e) = xex−1 = e,
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since e ∈ kCG(Q)CG(Q). The following statements holds

(cx ◦ q)(g) = xq(g)x−1;

(q ◦ cx)(g) = q(xgx−1) = q(x)q(g)q(x)−1 = xq(g)x−1,

since q ∈ Q and x ∈ CG(Q).
We now obtain that InnCG(Q)(G) ≤ CAut(G)(Q, e), hence e remains primitive in

kCG(Q)CAut(G)(Q,e) ⊆ kCG(Q)InnCG(Q)(G) = Z(kCG(Q)),

where the last equality is proved in (3.1). �

Remark 3.2. Theorem 3.1 remains valid if we replace b0 with any block b such that
b ∈ (kG)Aut(G), which remains primitive in this smaller algebra (kG)Aut(G).

Acknowledgements. This work was possible with the financial support of the Sectoral
Operational Program for Human Resources Development 2007-2013, co-financed by
the European Social Fund, within the project POSDRU 89/1.5/S/60189 with the title
”Postdoctoral Programs for Sustainable Development in a Knowledge Based Society”.
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On certain subclasses of analytic functions

Imran Faisal, Zahid Shareef and Maslina Darus

Abstract. In the present paper, we introduce and study certain new subclasses
of analytic functions in the open unit disk U . Some inclusion relationships and
integral preserving properties have also discussed in particular with reference to
a new integral operator.

Mathematics Subject Classification (2010): 30C45.

Keywords: Analytic functions, starlike functions, inclusion relationship.

1. Introduction

Let A be the class of functions of the form f(z) = z+
∞∑

k=2

akzk which are analytic

and normalized in the open unit disk U = {z : |z| < 1}.

Next we define some well known subclasses such as starlike, convex, close-to-convex
and quasi-convex functions of A, denoted by S∗(ξ), C(ξ), K(ρ, ξ) and K∗(ρ, ξ) re-
spectively as follow(cf.[1]-[3]):

S∗(ξ) =
{

f ∈ A : <
(

zf ′(z)
f(z)

)
> ξ, z ∈ U

}
, 0 ≤ ξ < 1.

C(ξ) =
{

f ∈ A : <
(

1 +
zf ′′(z)
f ′(z)

)
> ξ, z ∈ U

}
, 0 ≤ ξ < 1.

K(ρ, ξ) =
{

f ∈ A : ∃g(z) ∈ S∗(ξ) ∧ <
(

zf ′(z)
g(z)

)
> ρ, z ∈ U

}
, 0 ≤ ρ < 1.

K∗(ρ, ξ) =
{

f ∈ A : ∃g(z) ∈ C(ξ) ∧ <
(

(zf ′(z))′

g′(z)

)
> ρ, z ∈ U

}
.

Note that

f(z) ∈ C(ξ) ⇔ zf ′(z) ∈ S∗(ξ) ∧ f(z) ∈ K∗(ρ, ξ) ⇔ zf ′(z) ∈ K(ρ, ξ).
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For f ∈ A and β, γ ≥ 0, we define a new differential operator as follows:

Θ0(β, γ)f(z) = f(z)
(γ + β + 1)Θ1(β, γ)f(z) = βf(z) + (γ + 1)(zf ′(z))

...

Θn(β, γ)f(z) = z +
∞∑

k=2

(
β + k(γ + 1)
γ + β + 1

)n

akzk. (1.1)

This operator is closely related to the following operators:

1. Θn(λ, 0)f(z) = Θn(λ)f(z) = z +
∞∑

k=2

(
k+λ
1+λ

)n

akzk,(see [4, 5]);

2. Θn(1, 0)f(z) = Θnf(z) = z +
∞∑

k=2

(
k+1
2

)n
akzk,(see[6]);

3. Θn(0, 0)f(z) = Θnf(z) = z +
∞∑

k=2

(k)nakzk,(see[7]).

(1.1) ⇒ (γ + 1)z(Θn(β, γ)f(z))′ = (γ + 1 + β)Θn+1(β, γ)f(z)− βΘn(β, γ)f(z).
Now for linear operator Θn(β, γ) we define the following subclasses of A:

S∗n(ξ, β, γ) = {f ∈ A : Θn(β, γ)f ∈ S∗(ξ)};
Cn(ξ, β, γ) = {f ∈ A : Θn(β, γ)f ∈ C(ξ)};

Kn(ρ, ξ, β, γ) = {f ∈ A : Θn(β, γ)f ∈ K(ρ, ξ)};
K∗

n(ρ, ξ, β, γ) = {f ∈ A : Θn(β, γ)f ∈ K∗(ρ, ξ)}.

2. Inclusion relationships

Lemma 2.1. [8, 9] Let ϕ(µ, υ) be a complex function such that ϕ : D → C, D ⊆ C×C,
and let µ = µ1 + iµ2, υ = υ1 + iυ2. Suppose that ϕ(µ, υ) satisfies the following
conditions:

1. ϕ(µ, υ) is continuous in D;
2. (1, 0) ∈ D and <ϕ(1, 0) > 0;
3. <ϕ(iµ2, υ1) ≤ 0 for all (iµ2, υ1) ∈ D such that υ1 ≤ −1

2 (1 + µ2
2).

Let h(z) = 1 + c1z + c2z
2 + · · · be analytic in U, such that (h(z), zh′(z)) ∈ D for all

z ∈ U. If <{ϕ(h(z), zh′(z))} > 0(z ∈ U) , then <{h(z)} > 0.

Theorem 2.2. Let f ∈ A, 0 ≤ ξ < 1, β, γ ≥ 0, n ∈ N then

S∗n+1(ξ, β, γ) ⊆ S∗n(ξ, β, γ) ⊆ S∗n−1(ξ, β, γ).

Proof. Let f ∈ S∗n+1(ξ, β, γ), and suppose that

z(Θn(β, γ)f(z))′

Θn(β, γ)f(z)
= ξ + (1− ξ)h(z).

Since

(1 +
β

γ + 1
)
Θn+1(β, γ)f(z)
Θn(β, γ)f(z)

= ξ + (1− ξ)h(z) +
β

γ + 1
,
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therefore
z(Θn+1(β, γ)f(z))′

Θn+1(β, γ)f(z)
− ξ = (1− ξ)h(z) +

(γ + 1)(1− ξ)zh′(z)
β + (γ + 1)ξ + (1− ξ)h(z)

.

Taking h(z) = µ = µ1 + iµ2 and zh′(z) = υ = υ1 + iυ2, we define ϕ(µ, υ) by:

ϕ(µ, υ) = (1− ξ)µ +
(γ + 1)(1− ξ)υ

β + (γ + 1)ξ + (1− ξ)µ
.

⇒ <{ϕ(iµ2, υ1)} =
[1 + (γ + 1)ξ](γ + 1)(1− ξ)υ1

(1 + (γ + 1)ξ)2 + (1− ξ)2µ2
2

,

<{ϕ(iµ2, υ1)} ≤ − [1 + (γ + 1)ξ](γ + 1)(1− ξ)(1 + µ2
2)

(1 + (γ + 1)ξ)2 + (1− ξ)2µ2
2

< 0.

Clearly ϕ(µ, υ) satisfies the conditions of Lemma 2.1. Hence <{h(z)} > 0(z ∈ U),
implies f ∈ S∗n(ξ, β, γ). �

Theorem 2.3. Let f ∈ A, 0 ≤ ξ < 1, β, γ ≥ 0, n ∈ N0 then

Cn+1(ξ, β, γ) ⊆ Cn(ξ, β, γ) ⊆ Cn−1(ξ, β, γ).

Proof. Let f ∈ Cn+1(ξ, β, γ) ⇒ Θn+1(β, γ)f ∈ C(ξ) ⇔ z(Θn+1(β, γ)f)′ ∈ S∗(ξ) ⇒
Θn+1(β, γ)(zf ′) ∈ S∗(ξ) ⇒ zf ′ ∈ S∗n+1(ξ, β, γ) ⊆ S∗n(ξ, β, γ) ⇒ zf ′ ∈ S∗n(ξ, β, γ) ⇒
Θn(β, γ)(zf ′) ∈ S∗(ξ) ⇒ z(Θn(β, γ)f)′ ∈ S∗(ξ) ⇔ Θn(β, γ)f ∈ C(ξ) ⇒ f ∈
Cn(ξ, β, γ). �

Theorem 2.4. Let f ∈ A, 0 ≤ ξ < 1, β, γ ≥ 0, 0 ≤ ρ < 1, n ∈ N0 then

Kn+1(ρ, ξ, β, γ) ⊆ Kn(ρ, ξ, β, γ) ⊆ Kn−1(ρ, ξ, β, γ).

Proof. Let f ∈ Kn+1(ρ, ξ, β, γ) and suppose that

(
z(Θn(β, γ)f(z))′

Θn(β, γ)g(z)
) = ρ + (1− ρ)h(z), z ∈ U.

Using (1.1) we have

z(Θn+1(β, γ)f(z))′

Θn+1(β, γ)g(z)
=

(γ+1)z(Θn(β,γ)f ′(z))′

Θn(β,γ)g(z) + βz(Θn(β,γ)zf ′(z))
Θn(β,γ)g(z)

(γ+1)z(Θn(β,γ)g(z))′

Θn(β,γ)g(z) + β
.

Since (Θn(β,γ)zf ′(z))
Θn(β,γ)g(z) = ρ+(1−ρ)h(z) and g(z) ∈ S∗n+1(ξ, β, γ) ⊆ S∗n(ξ, β, γ). Therefore

z(Θn+1(β, γ)f(z))′

Θn+1(β, γ)g(z)
− ρ = (1− ρ)h(z) +

(γ + 1)(1− ρ)zh′(z)
(γ + 1)(ξ + (1− ξ)H(z)) + β

.

Taking h(z) = µ = µ1 + iµ2 and zh′(z) = υ = υ1 + iυ2, we define ϕ(µ, υ) by

ϕ(µ, υ) = (1− ρ)µ +
(γ + 1)(1− ρ)υ

(γ + 1)(ξ + (1− ξ)H(z)) + β
.

This implies

<[ϕ(iµ2, υ1)] = − (γ+1)(1+µ2
2)(1−ρ)[β+ξ(γ+1)+(γ+1)(1−ξ)h1(x1,y1)]

[β+ξ(γ+1)+(γ+1)(1−ξ)h1(x1,y1)]2+[(γ+1)(1−ξ)h2(x1,y1)]2
< 0.



12 Imran Faisal, Zahid Shareef and Maslina Darus

Hence, the function ϕ(µ, υ) satisfies the conditions of Lemma 2.1. Implies <{h(z)} >
0(z ∈ U) gives f ∈ Kn(ρ, ξ, β, γ). �

Similarly we proved the following theorem.

Theorem 2.5. Let f ∈ A, 0 ≤ ξ < 1, 0 ≤ ρ < 1, β, γ ≥ 0, n ∈ N0 then

K∗
n+1(ρ, ξ, β, γ) ⊆ K∗

n(ρ, ξ, β, γ) ⊆ K∗
n−1(ρ, ξ, β, γ).

3. Integral operator

For c > −1 and f ∈ A, the integral operator Lc(f) : A → A is defined by

Lc(f) =
c + 1
zc

∫ z

0

tc−1f(t)dt. (3.1)

The operator Lc(f) was introduced by Bernardi [10].

Theorem 3.1. Let c > −1, 0 ≤ ξ < 1. If f ∈ S∗n(ξ, β, γ), then Lc(f) ∈ S∗n(ξ, β, γ).

Proof. By using (3.1) we get

z(Θn(β, γ)Lcf(z))′

Θn(β, γ)Lcf(z)
= (c + 1)

Θn(β, γ)f(z)
Θn(β, γ)Lcf(z)

− c.

Let
z(Θn(β, γ)Lcf(z))′

Θn(β, γ)Lcf(z)
= ξ + (1− ξ)h(z), h(z) = 1 + c1z + c2z

2 + · · · .

z(Θn(β, γ)Lcf(z))′

Θn(β, γ)Lcf(z)
− ξ = (1− ξ)h(z) +

(1− ξ)zh′(z)
ξ + (1− ξ)h(z) + c

.

This implies

ϕ(µ, υ) = (1− ξ)µ +
(1− ξ)υ

ξ + c + (1− ξ)µ
, (same as Theorem 2.2),

and

<[ϕ(iµ2, υ1)] =
(ξ + c)(1− ξ)υ1

[ξ + c]2 + [(1− ξ)µ2]2
≤ −(ξ + c)(1− ξ)(1 + µ2

2)
2[ξ + c]2 + 2[(1− ξ)µ2]2

< 0.

After using Theorem 2.1 and Lemma 2.1., we have Lc(f) ∈ S∗n(ξ, λ, α, β, µ). �

Theorem 3.2. Let c > −1, 0 ≤ ξ < 1. If f(z) ∈ Cn(ξ, β, γ), then Lc(f) ∈ Cn(ξ, β, γ).

Proof. Proof is same as that of Theorem 2.3. �

Theorem 3.3. Let c > −1, 0 ≤ ξ < 1, 0 ≤ ρ < 1. If f(z) ∈ Kn(ρ, ξ, β, γ), then
Lc(f) ∈ Kn(ρ, ξ, β, γ).

Proof. Since f ∈ Kn(ξ, β, γ) ⇒ Θn(β, γ)f ∈ K(ρ, ξ). Let

z(Θn(β, γ)Lcf(z))′

Θn(β, γ)Lcg(z)

′
= ρ + (1− ρ).
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Using (3.1) we have

(
z(Θn(β, γ)f(z))′

Θn(β, γ)g(z)
) =

z(Θn(β,γ)Lc(zf ′(z))′

Θn(β,γ)Lcg(z) + c (Θn(β,γ)Lc(zf ′(z))
Θn(β,γ)Lcg(z)

z(Θn(β,γ)Lc(g(z))′

Θn(β,γ)Lcg(z) + c
.

Since g(z) ∈ S∗n(ξ, β, γ) ⇒ Lc(g(z)) ∈ S∗n(ξ, β, γ).Let
z(Θn(β, γ)Lc(g(z))′

Θn(β, γ)Lcg(z)
= ξ + (1− ξ)H(z), <(H(z)) > 0.

⇒ (
z(Θn(β, γ)f(z))′

Θn(β, γ)g(z)
)− ρ = (1− ρ)h(z) +

(1− ρ)zh′(z)
ξ + (1− ξ)H(z) + c

.

Using method of Theorem 2.3, we get

ϕ(µ, υ) = (1− ρ)µ +
(1− ρ)υ

ξ + (1− ξ)H(z) + c
.

Taking h(z) = µ = µ1 + iµ2 and zh′(z) = υ = υ1 + iυ2, we define the function ϕ(µ, υ)
by:

<[ϕ(iµ2, υ1)] = −1
2

(1 + µ2
2)(1− ρ)[(ξ + c) + (1− ξ)h1(x1, y1)]

[(ξ + c) + (1− ξ)h1(x1, y1)]2 + [(1− ξ)h2(x2, y2)]2
< 0.

Hence, by using Lemma 2.1. we have Lc(f) ∈ Kn(ρ, ξ, β, γ). �

Similarly we proved the following theorem.

Theorem 3.4. Let c > −1, 0 ≤ ξ < 1, and 0 ≤ ρ < 1. If f(z) ∈ K∗
n(ρ, ξ, β, γ), then

Lc(f) ∈ K∗
n(ρ, ξ, β, γ).

Acknowledgement. The work is supported by LRGS/TD/2011/UKM/ICT/03/02 and
GUP-2012-023.

References

[1] Robertson, M.S., On the theory of univalent functions, Ann. Math., 37(1936), 374-408.

[2] Noor, K.I., On quasi-convex functions and related topics, Internat. J. Math. Math. Sci.,
10(1987), 241-258.

[3] Libera, R.J., Some radius of convexity problems, Duke Math. J., 31(1964), 143-158.

[4] Cho, N.E., Kim, T.H., Multiplier transformations and strongly close to convex functions,
Bull. Korean Math. Soc., 40(2003), 399-410.

[5] Cho, N.E., Srivastava, H.M., Argument estimates of certain analytic functions defined
by a class of multiplier transformations, Math. Comput. Modeling, 37(2003), 39-49.

[6] Uralegaddi, B.A., Somanatha, C., Certain classes of univalent functions, In: current
topics in analytic functions theory, eds., H.M. Srivastava and S. Owa, World Scientific
Company, Singapore, 1992, 371-374.

[7] Salagean, G.S., Subclasses of univalent functions, Lecture Notes in Math., 1013,
Springer-Verlag, Heideberg, 1983, 362-372.



14 Imran Faisal, Zahid Shareef and Maslina Darus

[8] Miller, S.S., Differential inequalities and Caratheodory function, Bull. Amer. Math. Soc.,
8(1975), 79-81.

[9] Miller, S.S., Mocanu, P.T., Second order differential inequalities in the complex plane,
J. Math. Anal. Appl., 65(1978), 289-305.

[10] Bernardi, S.D., Convex and starlike univalent functions, Trans. Amer. Math. Soc.,
135(1969), 429-446.

Imran Faisal
Department of Mathematics
COMSATS Institute of Information Technology Attock Campus, Pakistan
e-mail: faisalmath@gmail.com

Zahid Shareef
School of Mathematical Sciences
University Kebangsaan Malaysia, Bangi, Selangor, Malaysia
e-mail: zahidmath@yahoo.com

Maslina Darus
School of Mathematical Sciences
University Kebangsaan Malaysia, Bangi, Selangor, Malaysia
e-mail: maslina@ukm.my
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Partial sums of harmonic univalent functions

Saurabh Porwal and Kaushal Kishore Dixit

Abstract. In this paper, authors obtain conditions under which the partial sums
of the Libera integral operator of functions in the class HP (α), (0 ≤ α < 1),
consisting of harmonic univalent functions f = h+g for which Re{h′(z)+g′(z)} >
α, belong to the similar class HP (β), (0 ≤ β < 1). Further, we improve a recent
result on partial sums of functions of bounded turning in [6].

Mathematics Subject Classification (2010): 30C45, 26D05.

Keywords: Harmonic, univalent, partial Sums.

1. Introduction

A continuous complex-valued function f = u + iv is said to be harmonic in a
simply connected domain D if both u and v are real harmonic in D. In any simply
connected domain we can write f = h+g , where h and g are analytic in D. We call h
the analytic part and g the co-analytic part of f . A necessary and sufficient condition
for f to be locally univalent and sense-preserving in D is that |h′(z)| > |g′(z)|, z ∈ D
(see Clunie and Sheil-Small [2]).

Denote by SH the class of functions f = h+g which are harmonic univalent and
sense-preserving in the unit disk U = {z : |z| < 1} for which f(0) = fz(0) − 1 = 0.
Then for f = h + g ∈ SH we may express the analytic functions h and g as

h(z) = z +
∞∑

k=2

akzk, g(z) =
∞∑

k=1

bkzk, |b1| < 1. (1.1)

For basic results on harmonic functions one may refer to the following standard
introductory text book by Duren [3].

Note that SH reduces to the class S of normalized analytic univalent functions
if the co-analytic part of its member is zero. For this class f(z) may be expressed as

f(z) = z +
∞∑

k=2

akzk, z ∈ U. (1.2)
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For 0 ≤ α < 1 , B (α) denote the class of functions of the form (1.2) such that
Re {f ′ (z)} > α in U . The functions in B (α) are called functions of bounded turning
(cf. [5]).

Recently, Yalcin et al.[13] introduced the subclass HP (α) of SH consisting of
functions f of the form (1.1) satisfying the condition

Re {h′ (z) + g′ (z)} > α. (1.3)

In [13], HP ∗ (α) denote the subclass of HP (α) consisting of functions f = h+g
such that h and g are of the form

h(z) = z −
∞∑

k=2

|ak| zk, g(z) = −
∞∑

k=1

|bk| zk. (1.4)

We note that for f of the form (1.2), HP (α) reduces to the class B (α) satisfying
the condition Re {f ′ (z)} > α in U .

For f of the form (1.2), the Libera integral operator F is given by

F (z) =
2
z

∫ z

0

f (ς) dς = z +
∞∑

k=2

2
k + 1

akzk. (1.5)

For f = h + g in SH , where h and g are given by (1.1), the Libera integral
operator led us to define integral operator given by

F (z) =
2
z

∫ z

0

h (ς) dς +
2
z

∫ z

0

g (ς) dς = z +
∞∑

k=2

2
k + 1

akzk +
∞∑

k=1

2
k + 1

bkzk. (1.6)

The nth partial sums Fn (z) of the integral operator F (z) for functions f of the
form (1.1) are given by

Fn (z) = z +
n∑

k=2

2
k + 1

akzk +
n∑

k=1

2
k + 1

bkzk. (1.7)

= Hn (z) + Gn (z).

The nth partial sums Fn (z) of the Libera integral operator F (z) for analytic
univalent functions of the form (1.2) have been studied by various authors in ([6],
[8]) ( See also [1], [7], [9], [10], [11], [12]), yet analogous results on harmonic univalent
functions have not been so far explored. Motivated with the work of Jahangiri and
Farahmand [6], an attempt has been made to systematically study the partial sums
of harmonic univalent functions.

2. Main results

To derive our first main result, we need the following three lemmas. The first
lemma is due to Gasper [4], the second is due to Jahangiri and Farahmand [6] and
the third is a well-known and celebrated result (cf. [5]) that can be derived from the
Herglotz representation for positive real part functions.
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Lemma 2.1. Let θ be a real number and let m and k be natural numbers. Then

1
3

+
m∑

k=1

cos (kθ)
k + 2

≥ 0. (2.1)

Lemma 2.2. For z ∈ U ,

Re

(
m∑

k=1

zk

k + 2

)
> −1

3
. (2.2)

Lemma 2.3. Let P (z) be analytic in U , P (0) = 1 and Re (P (z)) > 1
2 in U . For

functions Q analytic in U , the convolution function P ∗Q takes values in the convex
hull of the image on U under Q.

The operator “∗′′ stands for the Hadamard product or convolution of two power
series f(z) =

∑∞
k=0 akzk and g(z) =

∑∞
k=0 bkzk is given by

(f ∗ g) (z) = f (z) ∗ g (z) =
∞∑

k=0

akbkzk.

Theorem 2.4. If f of the form (1.1) with b1 = 0 and f ∈ HP (α) , then Fn ∈
HP

(
4α−1

3

)
, for 1

4 ≤ α < 1.

Proof. Let f be of the form (1.1) and belong to HP (α) for 1
4 ≤ α < 1.

Since
Re {h′ (z) + g′ (z)} > α,

we have

Re

{
1 +

1
2 (1− α)

( ∞∑
k=2

kakzk−1 +
∞∑

k=2

kbkzk−1

)}
>

1
2
. (2.3)

Applying the convolution properties of power series to H ′
n (z) + G′

n (z), we may
write

H ′
n (z) + G′

n (z) = 1 +
n∑

k=2

2k

k + 1
akzk−1 +

n∑
k=2

2k

k + 1
bkzk−1

=

(
1 +

1
2 (1− α)

( ∞∑
k=2

k (ak + bk) zk−1

))
∗

(
1 + (1− α)

n∑
k=2

4
k + 1

zk−1

)
= P (z) ∗Q(z). (2.4)

From Lemma 2.2 for m = n− 1, we obtain

Re

(
n∑

k=2

zk−1

k + 1

)
> −1

3
. (2.5)

By applying a simple algebra to inequality (2.5) and Q(z) in (2.4)), one may
obtain

Re (Q (z)) = Re

{
1 + (1− α)

n∑
k=2

4
k + 1

zk−1

}
>

4α− 1
3

.
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On the other hand, the power series P (z) in (2.4) in conjunction with the con-
dition (2.3) yields

Re (P (z)) >
1
2
.

Therefore, by Lemma 2.3, Re {H ′
n (z) + G′

n (z)} > 4α−1
3 .

This completes the proof of Theorem 2.4. �

If f of the form (1.2) in Theorem 2.4, we obtain the following result of Jahangiri
and Farahmand in [6].

Corollary 2.5. If f of the form (1.2) and f ∈ B (α) , then Fn ∈ B
(

4α−1
3

)
, for

1
4 ≤ α < 1.

To prove our next theorem, we need the following Lemma due to Yalcin et al. [13].

Lemma 2.6. Let f = h + g be given by (1.4). Then f ∈ HP ∗ (α) if and only if
∞∑

k=2

k |ak|+
∞∑

k=1

k |bk| ≤ 1− α, 0 ≤ α < 1.

Theorem 2.7. Let f be of the form (1.4) with b1 = 0 and f ∈ HP ∗ (α) , then the
functions F (z) defined by (1.6) belongs to HP ∗ (ρ) , where ρ = 1+2α

3 . The result is
sharp. Further, the converse need not to be true.

Proof. Since f ∈ HP ∗ (α) , Lemma 2.6 ensures that
∞∑

k=2

k

1− α
(|ak|+ |bk|) ≤ 1. (2.6)

Also, from (1.6) we have

F (z) = z −
∞∑

k=2

2
k + 1

|ak| zk −
∞∑

k=2

2
k + 1

|bk| z̄k.

Let F (z) ∈ HP ∗ (σ) , then, by Lemma 2.6, we have
∞∑

k=2

(
k

1− σ

)(
2

k + 1
|ak|+

2
k + 1

|bk|
)
≤ 1.

Thus we have to find largest value of σ so that the above inequality holds. Now
this inequality holds if

∞∑
k=2

(
k

1− σ

)(
2

k + 1
|ak|+

2
k + 1

|bk|
)
≤

∞∑
k=2

k

1− α
(|ak|+ |bk|) .

or, if (
k

1− σ

)
2

k + 1
≤ k

1− α
, for each k = 2, 3, 4......

which is equivalent to

σ ≤ k − 1 + 2α

k + 1
= ρk, k = 2, 3, 4.......
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It is easy to verify that ρk is an increasing function of k. Therefore, ρ = inf
k≥2

ρk = ρ2

and, hence

ρ =
1 + 2α

3
.

To show the sharpness, we take the function f (z) given by

f (z) = z − (1− α)
2

|x| z2 − (1− α)
2

|y| z̄2, where |x|+ |y| = 1.

Then

F (z) = z − (1− α)
3

|x| z2 − (1− α)
3

|y| z̄2

= H (z) + G (z)

and therefore

H ′ (z) + G′ (z) = 1− 2 (1− α)
3

|x| z − 2 (1− α)
3

|y| z

=
3− 2 (1− α) (|x|+ |y|) z

3

=
1 + 2α

3
, for z → 1.

Hence, the result is sharp.
We now show that the converse of above theorem need not to be true. To this

end, we consider the function

F (z) = z − (1− σ)
3

|x| z3 − (1− σ)
3

|y| z̄3,

where

|x|+ |y| = 1, σ =
2α + 1

3
.

Lemma 2.6 guarantees that F (z) ∈ HP ∗ (σ).
But the corresponding function

f (z) = z − 2 (1− σ)
3

|x| z3 − 2 (1− α)
3

|y| z̄3,

does not belong to HP ∗ (α) , since, for this f (z) the coefficient inequality of Lemma
2.6 is not satisfied. �

In next theorem, we improve the result of Theorem 2.4 for functions f of the
form (1.4) for this we need the following Lemma due to Yalcin et al. [13].

Lemma 2.8. If 0 ≤ α1 ≤ α2 < 1 , then

HP ∗ (α2) ⊆ HP ∗ (α1) .

Theorem 2.9. Let f of the form (1.4) with b1 = 0 and f ∈ HP ∗ (α). Then the function

Fn (z) defined by (1.7) belong to HP ∗
(

2α + 1
3

)
.
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Proof. Since

f (z) = z −
∞∑

k=2

|ak| zk −
∞∑

k=2

|bk| z̄k.

Then

F (z) = z −
∞∑

k=2

2
k + 1

|ak| zk −
∞∑

k=2

2
k + 1

|bk| z̄k.

By using Theorem 2.7, we have

F (z) ∈ HP ∗(σ), where σ =
2α + 1

3
.

Now

Fn (z) = z −
n∑

k=2

2
k + 1

|ak| zk −
n∑

k=2

2
k + 1

|bk| z̄k.

To show that Fn (z) ∈ HP ∗ (σ) , we have
n∑

k=2

(
k

1− σ

)(
2

k + 1
|ak|+

2
k + 1

|bk|
)

≤
∞∑

k=2

(
k

1− σ

)(
2

k + 1
|ak|+

2
k + 1

|bk|
)

≤1.

Thus Fn (z) ∈ HP ∗ (σ).
In next theorem, we improve a result of Jahangiri and Farahmand in [6] when

f has form f(z) = z −
∑∞

k=2 |ak| zk , for this we need the following Lemma. �

Lemma 2.10. If 0 ≤ α1 ≤ α2 < 1 , then

B (α2) ⊆ B (α1) .

Proof. The proof of the above lemma is straightforward, so we omit the details. �

Theorem 2.11. Let f(z) = z −
∞∑

k=2

|ak| zk. If f(z) ∈ B (α) , then

Fn(z) = z −
n∑

k=2

2
k + 1

|ak| zk

belongs to B
(

2α+1
3

)
.

Proof. The proof of this theorem is much akin to that of Theorem 2.9 and therefore
we omit the details. �

Remark 2.12. For 1
4 ≤ α < 1 , f(z) ∈ B (α) Jahangiri and Farahmand [6] shows that

Fn(z) ∈ B
(

4α−1
3

)
and our result states that Fn (z) ∈ B

(
2α+1

3

)
.

Since 2α+1
3 > 4α−1

3 , for 1
4 ≤ α < 1 , and using Lemma 2.10, we have

B

(
2α + 1

3

)
⊂ B

(
4α− 1

3

)
.
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Hence our result provides a smaller class in comparison to the class given by Jahangiri
and Farahmand [6].
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functions with respect to symmetric points
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Abstract. In this paper, using the principle of subordination we introduce the
class of Bazilević functions with respect to k-symmetric points. Several subordi-
nation results are obtained for this classes of functions involving a certain family
of linear operators.
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1. Introduction, definitions and preliminaries

Let H be the class of functions analytic in the open unit disc U = {z : | z |< 1}.
Let H(a, n) be the subclass of H consisting of functions of the form

f(z) = a + anzn + an+1z
n+1 + . . . .

Let
An = {f ∈ H, f(z) = z + an+1z

n+1 + an+2z
n+2 + . . .}

and let A = A1.
Let S denote the class of functions in A which are univalent in U . Also let P to

denote the class of functions of the form

p(z) = 1 +
∞∑

n=1

pnzn (z ∈ U),

which satisfy the condition Re(p(z)) > 0.
We denote by S∗, C, K and C∗ the familiar subclasses of A consisting of functions

which are respectively starlike, convex, close-to-convex and quasi-convex in U . One of
our favorite reference of the field is [4] which covers most of the topics in a lucid and
economical style.

Let the functions f(z) and g(z) be members of A. we say that the function g is
subordinate to f (or f is superordinate to g), written g ≺ f , if there exists a function
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w analytic in U , with w(0) = 0 and |w(z)| < 1 and such that g(z) = f(w(z)). In
particular, if g is univalent, then f ≺ g if f(0) = g(0) and f(U) ⊂ g(U). Using the
concept of subordination of analytic functions, Ma and Minda[6] introduced the class

S∗(φ) of functions in A satisfying zf
′
(z)

f(z) ≺ φ where φ ∈ P with φ
′
(0) > 0 maps U

onto a region starlike with respect to 1 and symmetric with respect to real axis.
For a fixed non zero positive integer k and fk(z) defined by the following equality

fk(z) =
1
k

k−1∑
ν=0

ε−ν
k f(εν

kz)
(

εk = exp
(

2πi

k

))
, (1.1)

a function f(z) ∈ A is said to be in the class S(k)
s (φ) if and only if it satisfies the

condition
zf

′
(z)

fk(z)
≺ φ(z) (z ∈ U), (1.2)

where φ ∈ P, the class of functions with positive real part.
Similarly, a function f(z) ∈ A is said to be in the class C(k)

s (φ) if and only if it
satisfies the condition

(zf
′
(z))

′

f
′
k(z)

≺ φ(z) (z ∈ U), (1.3)

where φ ∈ P, k ≥ 1 is a fixed positive integer and fk(z) is defined by equality (1.1).
The classes S(k)

s (φ) and C(k)
s (φ) were introduced and studied by Wang et. al. [11].

Motivated by the class of univalent Bazilević functions, we introduce the following:
For 0 ≤ γ < ∞, a function f(z) ∈ A is said to be in Bk(γ; φ) if and only if it satisfies
the condition

zf
′
(z)

[fk(z)]1−γ [gk(z)]γ
≺ φ(z), (z ∈ U ; g ∈ S(k)

s (φ)) (1.4)

where φ ∈ P and gk(z) 6= 0 for all z ∈ U is defined as in (1.1).
For complex parameters α1, . . . , αq and β1, . . . , βs (βj ∈ C \ Z−0 ; Z−0 =

0,−1, −2, . . . ; j = 1, . . . , s), we define the generalized hypergeometric function
qFs(α1, . . . , αq; β1, . . . , βs; z) by

qFs(α1, α2, . . . , αq; β1, β2, . . . , βs; z) =
∞∑

n=0

(α1)n . . . (αq)n

(β1)n . . . (βs)n

zn

n!

(q ≤ s + 1; q, s ∈ N0 = N ∪ {0}; z ∈ U),
where N denotes the set of positive integers and (x)k is the Pochhammer symbol
defined, in terms of the Gamma function Γ, by

(x)k =
Γ(x + k)

Γ(x)
=

{
1 if k = 0
x(x + 1)(x + 2) . . . (x + k − 1) if k ∈ N = {1, 2, , . . .}.

Corresponding to a function Gq, s(α1, β1; z) defined by

Gq, s(α1, β1; z) := z qFs(α1, α2, . . . , αq; β1, β2, . . . , βs; z), (1.5)
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Selvaraj and Karthikeyan in [9] recently introduced the following operator
Dm, q

λ, s (α1, β1)f : A −→ A by

D0, q
λ, s(α1, β1)f(z) = f(z) ∗ Gq, s(α1, β1; z)

D1, q
λ, s(α1, β1)f(z) = (1−λ)(f(z)∗Gq, s(α1, β1; z))+λ z(f(z)∗Gq, s(α1, β1; z))

′
(1.6)

Dm, q
λ, s (α1, β1)f(z) = D1, q

λ, s(D
m−1, q
λ, s (α1, β1)f(z)) (1.7)

If f of the form f(z) = z +
∑∞

n=2 anzn, then from (1.6) and (1.7) we may easily
deduce that

Dm, q
λ, s (α1, β1)f(z) = z +

∞∑
n=2

[
1 + (n− 1)λ

]m (α1)n−1 . . . (αq)n−1

(β1)n−1 . . . (βs)n−1

anzn

(n− 1)!
(1.8)

where m ∈ N0 = N ∪ {0} and λ ≥ 0. We remark that, for choice of the parameter
m = 0, the operator Dm, q

λ, s (α1, β1)f(z) reduces to the well-known Dziok- Srivastava
operator [1] and for q = 2, s = 1; α1 = β1, α2 = 1 and λ = 1, we get the operator
introduced by G. Ş. Sălăgean [8]. Also many (well known and new) integral and
differential operators can be obtained by specializing the parameters.

Throughout this paper we assume that

m, q, s ∈ N0, εk = exp
(

2πi

k

)
and

fq, s
k, λ(α1, β1; m; z) =

1
k

k−1∑
ν=0

ε−ν
k Dm, q

λ, s (α1, β1)f(εν
kz). (1.9)

Clearly, for k = 1, we have

fq, s
1, λ(α1, β1; m; z) = Dm, q

λ, s (α1, β1)f(z).

Lemma 1.1. [3]Let h be convex in U , with h(0) = a, δ 6= 0 and Re δ ≥ 0. If p ∈ H(a, n)
and

p(z) +
zp

′
(z)
δ

≺ h(z),

then
p(z) ≺ q(z) ≺ h(z),

where
q(z) =

δ

n zδ/n

∫ z

0

h(t) t(δ/n)−1dt.

The function q is convex and is the best (a, n)-dominant.

Lemma 1.2. [7]Let h be starlike in U , with h(0) = 0. If p ∈ H(a, n) satisfies

zp
′
(z) ≺ h(z),

then
p(z) ≺ q(z) = a + n−1

∫ z

0

h(t) t−1 dt.

The function q is convex and is the best (a, n)-dominant.

Remark 1.3. The Lemma 1.1 for the case of n = 1 was earlier given by Suffridge [10].



26 Chellaian Selvaraj and Chinnian Santhosh Moni

2. Main results

We begin with the following

Theorem 2.1. Let f, g ∈ A with f(z), f
′
(z), fk(z) 6= 0 and gk(z) 6= 0 for all z ∈

U \ {0}. Also let h be convex in U with h(0) = 1 and Reh(z) > 0. Further suppose
that g ∈ S(k)

s (φ) and(
z(Dm, q

λ, s (α1, β1)f(z))
′

[fq, s
k, λ(α1, β1; m; z)]1−γ [gq, s

k, λ(α1, β1; m; z)]γ

)2 [
3 + 2

{
z(Dm, q

λ, s (α1, β1)f(z))
′′

(Dm, q
λ, s (α1, β1)f(z))′ −

(1− γ)
z
(
fq, s

k, λ(α1, β1; m; z)
)′

fq, s
k, λ(α1, β1; m; z)

− γ
z
(
gq, s

k, λ(α1, β1; m; z)
)′

gq, s
k, λ(α1, β1; m; z)

}]
≺ h(z).

(2.1)
Then

z(Dm, q
λ, s (α1, β1)f(z))

′

[fq, s
k, λ(α1, β1; m; z)]1−γ [gq, s

k, λ(α1, β1; m; z)]γ
≺ φ(z) =

√
Q(z) (2.2)

where

Q(z) =
1
z

∫ z

0

h(t) dt

and φ is convex and is the best dominant.

Proof. Let

p(z) =
z(Dm, q

λ, s (α1, β1)f(z))
′

[fq, s
k, λ(α1, β1; m; z)]1−γ [gq, s

k, λ(α1, β1; m; z)]γ
(z ∈ U ; γ ≥ 0),

then p(z) ∈ H(1, 1) with p(z) 6= 0.
Since h is convex, it can be easily seen that Q is convex and univalent in U . If we

make the change of the variables P (z) = p2(z), then P (z) ∈ H(1, 1) with P (z) 6= 0
in U .

By a straight forward computation, we have

zP
′
(z)

P (z)
= 2

[
1 +

z(Dm, q
λ, s (α1, β1)f(z))

′′

(Dm, q
λ, s (α1, β1)f(z))′ − (1− γ)

z
(
fq, s

k, λ(α1, β1; m; z)
)′

fq, s
k, λ(α1, β1; m; z)

−

γ
z
(
gq, s

k, λ(α1, β1; m; z)
)′

gq, s
k, λ(α1, β1; m; z)

]
.

Thus by (2.1), we have

P (z) + zP
′
(z) ≺ h(z) (z ∈ U). (2.3)

Now by Lemma 1.1, we deduce that

P (z) ≺ Q(z) ≺ h(z).
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Since Reh(z) > 0 and Q(z) ≺ h(z) we also have ReQ(z) > 0. Hence the univalence
of Q implies the univalence of

√
Q(z), p2(z) ≺ Q(z) implies that p(z) ≺

√
Q(z) and

the proof is complete. �

Corollary 2.2. Let f, g ∈ A with f
′
(z), fk(z) and gk(z) 6= 0 for all z ∈ U \ {0}. If

g ∈ S(k)
s and Re [Ω(z)] > η (0 ≤ η < 1), where

Ω(z) =

(
z(Dm, q

λ, s (α1, β1)f(z))
′

[fq, s
k, λ(α1, β1; m; z)]1−γ [gq, s

k, λ(α1, β1; m; z)]γ

)2

[
3 + 2

{
z(Dm, q

λ, s (α1, β1)f(z))
′′

(Dm, q
λ, s (α1, β1)f(z))′ − (1− γ)

z
(
fq, s

k, λ(α1, β1; m; z)
)′

fq, s
k, λ(α1, β1; m; z)

−γ
z
(
gq, s

k, λ(α1, β1; m; z)
)′

gq, s
k, λ(α1, β1; m; z)

}]
,

then

Re

[
z(Dm, q

λ, s (α1, β1)f(z))
′

[fq, s
k, λ(α1, β1; m; z)]1−γ [gq, s

k, λ(α1, β1; m; z)]γ

]
> λ(η),

where λ(η) = [2(1− η) · log 2 + (2η − 1)]
1
2 . This result is sharp.

Proof. If we let h(z) =
1 + (2η − 1)z

1 + z
0 ≤ η < 1 in Theorem 2.1.

It follows that Q(z) is convex and ReQ(z) > 0. Therefore

min
|z|≤1

Re
√

Q(z) =
√

Q(1) = [2(1− η) · log 2 + (2η − 1)]
1
2 .

Hence the proof of the Corollary.
If we let m = γ = 0, q = 2, s = 1, α1 = β1 and α2 = 1 in the Corollary 2.2, then

we have the following

Corollary 2.3. Let f ∈ A with f
′
(z) and fk(z) 6= 0 for all z ∈ U \ {0}. If

Re


(

zf
′
(z)

fk(z)

)2 [
3 +

2 zf
′′
(z)

f ′(z)
− 2 zf

′

k(z)
fk(z)

] > η,

then

Re
zf

′
(z)

fk(z)
> λ(η),

where λ(η) = [2(1− η) · log 2 + (2η − 1)]
1
2 . This result is sharp.

If we let γ = 1, m = 0, q = 2, s = 1, α1 = β1 and α2 = 1 in the Corollary 2.2,
then we have the following
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Corollary 2.4. Let f, g ∈ A with f
′
(z) and gk(z) 6= 0 for all z ∈ U \ {0}. If g ∈ S(k)

s

and

Re


(

zf
′
(z)

gk(z)

)2 [
3 +

2 zf
′′
(z)

f ′(z)
− 2 zg

′

k(z)
gk(z)

] > η,

then

Re
zf

′
(z)

gk(z)
> λ(η),

where λ(η) = [2(1− η) · log 2 + (2η − 1)]
1
2 . This result is sharp.

Remark 2.5. If we let k = 1 in Corollary 2.4 and in Corollary 2.3, then we have the
condition for usual starlikeness and close-to-convex respectively.

Theorem 2.6. Let f, g ∈ A with f(z), f
′
(z) and gk(z) 6= 0 for all z ∈ U \{0}. Further

suppose h is starlike with h(0) = 0 in the unit disk U , g ∈ S(k)
s (φ) and

1 +
z(Dm, q

λ, s (α1, β1)f(z))
′′

(Dm, q
λ, s (α1, β1)f(z))′ − (1− γ)

z
(
fq, s

k, λ(α1, β1; m; z)
)′

fq, s
k, λ(α1, β1; m; z)

−

γ
z
(
gq, s

k, λ(α1, β1; m; z)
)′

gq, s
k, λ(α1, β1; m; z)

≺ h(z) (z ∈ U ; γ ≥ 0).

(2.4)

Then

z(Dm, q
λ, s (α1, β1)f(z))

′

[fq, s
k, λ(α1, β1; m; z)]1−γ [gq, s

k, λ(α1, β1; m; z)]γ
≺ φ(z) = exp

(∫ z

0

h(t)
t

dt

)
(2.5)

where φ is convex and is the best dominant.

Proof. Let

Ψ(z) = 1 +
z(Dm, q

λ, s (α1, β1)f(z))
′′

(Dm, q
λ, s (α1, β1)f(z))′ −

(1− γ)
z
(
fq, s

k, λ(α1, β1; m; z)
)′

fq, s
k, λ(α1, β1; m; z)

− γ
z
(
gq, s

k, λ(α1, β1; m; z)
)′

gq, s
k, λ(α1, β1; m; z)

.

(2.6)

Since f , g ∈ A with f
′
(z), fk(z) and gk(z) 6= 0 for all z ∈ U \ {0}, therefore

Ψ(z) = z + b1z + b2z
2 + . . . .

Obviously Ψ is analytic in U . Thus we have

Ψ(z) = h(z) (z ∈ U).

Now by Lemma, we deduce that∫ z

0

Ψ(t)
t

dt ≺
∫ z

0

h(t)
t

dt. (2.7)



A class of Bazilević functions with respect to symmetric points 29

Hence using

Ψ(z)
z

=
d

dz

[
log

{
z(Dm, q

λ, s (α1, β1)f(z))
′

[fq, s
k, λ(α1, β1; m; z)]1−γ [gq, s

k, λ(α1, β1; m; z)]γ

}]
in (2.7), we arrive at the desired result. �

If we let m = 0, q = 2, s = 1, α1 = β1 and α2 = 1 in the Theorem 2.6, then we
have the following

Corollary 2.7. Let f, g ∈ A with f(z), f
′
(z) and gk(z) 6= 0 for all z ∈ U \{0}. Further

suppose h is starlike with h(0) = 0 in the unit disk U and

1 +
zf

′′
(z)

f ′(z)
− (1− γ)

zf
′

k(z)
fk(z)

− γ
zg

′

k(z)
gk(z)

≺ h(z) (z ∈ U ; γ ≥ 0).

Then
zf

′
(z)

[fk(z)]1−γ [gk(z)]γ
≺ φ(z) = exp

(∫ z

0

h(t)
t

dt

)
where φ is convex and is the best dominant.

For k = 1 in the Corollary 2.7, we get result obtained by Goyal and Goswami in [2].
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[5] Liczberski, P., Po lubiński, J., On (j, k)-symmetrical functions, Math. Bohem., 120(1995),
no. 1, 13-28.

[6] Ma, W.C., Minda, D., A unified treatment of some special classes of univalent functions,
In: Proceedings of the Conference on Complex Analysis (Tianjin, 1992), Conf. Proc.
Lecture Notes Anal., I, Int. Press, Cambridge, MA, 1994, 157-169.

[7] Miller, S.S., Mocanu, P.T., Differential subordinations, Marcel Dekker Inc., New York,
2000.
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univalent functions defined by convolution structure. We investigate various im-
portant properties and characteristics properties for this class. Further we obtain
partial sums for the same.
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1. Introduction

Let S denote the class of functions of the form

f(z) = z +
∞∑

n=2

anzn (1.1)

which are analytic and univalent in U = {z : z ∈ C, |z| < 1}, normalized by f(0) =
f ′(0)− 1 = 0. Denote by S∗(γ) and K(γ), (0 ≤ γ < 1) the subclasses of function in S
that are starlike and convex functions of order γ respectively. Analytically, f ∈ S∗(γ)
if and only if, f is of the form (1.1) and satisfies

Re
(

zf ′(z)
f(z)

)
> γ, z ∈ U,

similarly, f ∈ K(γ), if and only if, f is of the form (1.1) and satisfies

Re
(

1 +
zf ′′(z)
f ′(z)

)
> γ, z ∈ U,

Also denote by T the subclass of S consisting of functions of the form

f(z) = z −
∞∑

n=2

anzn, an ≥ 0, (1.2)
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introduced and studied by Silverman [18], let T ∗(γ) = T ∩ S∗(γ), CV (γ) = T ∩
K∗(γ). The classes T ∗(γ) and K∗(γ) possess some interesting properties and have
been extensively studied by Silverman [18] and others.

In 1991, Goodman [7, 8] introduced an interesting subclass uniformly convex
(uniformly starlike) of the class CV of convex functions (ST starlike functions) de-
noted by UCV (UST ). A function f(z) is uniformly convex (uniformly starlike) in U
if f(z) in CV (ST ) has the property that for every circular arc γ contained in U, with
center ξ also in U, the arc f(γ) is a convex arc (starlike arc) with respect to f(ξ).
Motivated by Gooodman [7, 8], Rønning [16, 17] introduced and studied the follow-
ing subclasses of S. A function f ∈ S is said to be in the class Sp(γ, k) uniformly
k−starlike functions if it satisfies the condition

Re
(

zf ′(z)
f(z)

− γ

)
> k

∣∣∣∣zf ′(z)
f(z)

− 1
∣∣∣∣ , (0 ≤ γ < 1; k ≥ 0) z ∈ U (1.3)

and is said to be in the class UCV (γ, k), uniformly k−convex functions if it satisfies
the condition

Re
(

1 +
zf ′′(z)
f ′(z)

− γ

)
> k

∣∣∣∣zf ′′(z)
f ′(z)

∣∣∣∣ , (0 ≤ γ < 1; k ≥ 0) z ∈ U. (1.4)

Indeed it follows from (1.3) and (1.4) that

f ∈ UCV (γ, k) ⇔ zf ′ ∈ Sp(γ, k). (1.5)

Further Ahuja et al.[1], Bharathi et al. [6], Murugusundaramoorthy and Magesh
[11] and others have studied and investigated interesting properties for the classes
Sp(γ, k) and UCV (γ, k).

Let Σ denote the class of functions of the form

f(z) = z−1 +
∞∑

n=1

anzn, an ≥ 0, (1.6)

which are analytic in the punctured open unit disk U∗ := {z : z ∈ C, 0 < |z| < 1} =:
U \ {0}.

Let ΣS , Σ∗(γ) and ΣK(γ), (0 ≤ γ < 1) denote the subclasses of Σ that are mero-
morphic univalent, meromorphically starlike functions of order γ and meromophically
convex functions of order γ respectively. Analytically, f ∈ Σ∗(γ) if and only if, f is of
the form (1.6) and satisfies

−Re
(

zf ′(z)
f(z)

)
> γ, z ∈ U,

similarly, f ∈ ΣK(γ), if and only if, f is of the form (1.6) and satisfies

−Re
(

1 +
zf ′′(z)
f ′(z)

)
> γ, z ∈ U,

and similar other classes of meromorphically univalent functions have been extensively
studied by (for example) Altintas et al [2], Aouf [3], Mogra et al. [12], Uralegadi et
al. [21, 22, 23] and others(see[10, 13, 14]).



On certain subclasses of meromorphic functions 33

Let f, g ∈ Σ, where f is given by (1.6) and g is defined by

g(z) = z−1 +
∞∑

n=1

bnzn. (1.7)

Then the Hadamard product (or convolution) f ∗g of the functions f and g is defined
by

(f ∗ g)(z) := z−1 +
∞∑

n=1

anbnzn =: (g ∗ f)(z). (1.8)

Motivated by Ravichandaran et al [15] and Atshan et al [5], now, we define a
new subclass Σ∗(g, γ, k, λ) of Σ.

Definition 1.1. For 0 ≤ γ < 1, k ≥ 0 and 0 ≤ λ < 1
2 , we let Σ∗(g, γ, k, λ) be the

subclass of ΣS consisting of functions of the form (1.6) and satisfying the analytic
criterion

− Re
(

z(f ∗ g)′(z)
(f ∗ g)(z)

+ λ
z2(f ∗ g)′′(z)

(f ∗ g)(z)
+ γ

)
(1.9)

> k

∣∣∣∣z(f ∗ g)′(z)
(f ∗ g)(z)

+ λ
z2(f ∗ g)′′(z)

(f ∗ g)(z)
+ 1

∣∣∣∣ .

Also by suitably choosing g(z) involved in the class, the class Σ∗(g, γ, k, λ) re-
duces to various new subclasses. These considerations can fruitfully be worked out
and we skip the details in this regard.

The main object of this paper is to study some usual properties of the geometric
function theory such as the coefficient bounds, extreme points, radii of meromorphic
starlikeness and meromorphic convexity for the class Σ∗(g, γ, k, λ). Further, we obtain
partial sums for aforementioned class.

2. Coefficients inequalities

In this section we obtain necessary and sufficient condition for a function f to be
in the class Σ∗(g, γ, k, λ). In this connection we state the following lemmas without
proof.

Lemma 2.1. If γ is a real number and w = −(u + iv) is a complex number, then
Re (w) ≥ γ ⇔ |w + (1− γ)| − |w − (1 + γ)| ≥ 0.

Lemma 2.2. If w = u + iv is a complex number and γ, k are real numbers, then

− Re (w) ≥ k|w + 1|+ γ ⇔ − Re(w(1 + keiθ) + keiθ) ≥ γ, −π ≤ θ ≤ π.

Theorem 2.3. Let f ∈ Σ be given by (1.6). Then f ∈ Σ∗(g, γ, k, λ) if and only if
∞∑

n=1

[n(k + 1)(1 + (n− 1)λ) + (k + γ)] an bn ≤ (1− γ)− 2λ(k + 1). (2.1)
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Proof. Let f ∈ Σ∗(g, γ, k, λ). Then by definition and using Lemma 2.2, it is enough
to show that

− Re
{(

z(f ∗ g)′(z)
(f ∗ g)(z)

+ λ
z2(f ∗ g)′′(z)

(f ∗ g)(z)

)
(1 + keiθ) + keiθ

}
> γ, −π ≤ θ ≤ π.

(2.2)
For convenience, we let

A(z) := − [z(f ∗ g)′(z) + λz2(f ∗ g)′′(z)](1 + keiθ)− keiθ(f ∗ g)(z)

B(z) := (f ∗ g)(z).

That is, the equation (2.2) is equivalent to

− Re
(

A(z)
B(z)

)
≥ γ.

In view of Lemma 2.1, we only need to prove that

|A(z) + (1− γ)B(z)| − |A(z)− (1 + γ)B(z)| ≥ 0.

Therefore

|A(z) + (1− γ)B(z)| ≥ (2− γ − 2λ(k + 1))
1
|z|

−
∞∑

n=1

[n(1 + (n− 1)λ)− (k + 1) + k + γ − 1)]bnan|z|n

and

|A(z)−(1+γ)B(z)| ≤ (γ+2λ(k+1))
1
|z|

+
∞∑

n=1

[n(1+(n−1)λ)(k+1)+k+γ+1]bnan|z|n

It is now easy to show that

|A(z) + (1− γ)B(z)| − |A(z)− (1 + γ)B(z)|

≥ (2(1− γ)− 4λ(k + 1))
1
|z|

− 2
∞∑

n=1

[n(1 + (n− 1)λ)(k + 1) + (γ + k)]bnan|z|n

≥ 0,

by the given condition (2.1). Conversely, suppose f ∈ Σ∗(g, γ, k, λ). Then by Lemma
2.2, we have (2.2).

Choosing the values of z on the positive real axis the inequality (2.2) reduces to

Re


(1− γ − 2λ(keiθ + 1)) 1

z2 +
∞∑

n=1

[n(1 + (n− 1)λ)(1 + keiθ) + (γ + keiθ)]bnanzn−1

1
z2 +

∞∑
n=1

bnanzn−1

≥0.

Since Re (−eiθ) ≥ −|eiθ| = −1, the above inequality reduces to

Re


(1− γ − 2λ(k + 1)) 1

r2 +
∞∑

n=1
[n(1 + k)(1 + (n− 1)λ) + (γ + k)bnanrn−1

1
r2 +

∞∑
n=1

bnanrn−1

 ≥ 0.
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Letting r → 1− and by the mean value theorem we have desired inequality (2.1). �

Corollary 2.4. If f ∈ Σ∗(g, γ, k, λ) then

an ≤
(1− γ)− 2λ(k + 1)

[n(k + 1)(1 + (n− 1)λ) + (k + γ)] bn
. (2.3)

By taking λ = 0, in Theorem 2.3, we get the following corollary.

Corollary 2.5. Let f(z) ∈ Σ be given by (1.6). Then f ∈ Σ(γ, k) if and only if
∞∑

n=1

[n(k + 1) + (k + γ)] bn an ≤ (1− γ).

Next we obtain the growth theorem for the class Σ∗(g, γ, k, λ).

Theorem 2.6. If f ∈ Σ∗(g, γ, k, λ) and bn ≥ b1(n ≥ 1), then

1
r
− (1− γ)− 2λ(k + 1)

(2k + γ + 1) b1
r ≤ |f(z)| ≤ 1

r
+

(1− γ)− 2λ(k + 1)
(2k + γ + 1) b1

r (|z| = r)

and
1
r2
− (1− γ)− 2λ(k + 1)

(2k + γ + 1) b1
≤ |f ′(z)| ≤ 1

r2
+

(1− γ)− 2λ(k + 1)
(2k + γ + 1) b1

(|z| = r).

The result is sharp for

f(z) =
1
z

+
(1− γ)− 2λ(k + 1)

(2k + γ + 1) b1
z. (2.4)

Proof. Since f(z) = 1
z +

∑∞
n=1 anzn, we have

|f(z)| ≤ 1
r

+
∞∑

n=1

anrn ≤ 1
r

+ r

∞∑
n=1

an. (2.5)

Since for n ≥ 1, (2k + γ + 1) b1 ≤ [n(k + 1) + (k + γ)]bn, using Theorem 2.3, we have

(2k + γ + 1) b1

∞∑
n=1

an ≤
∞∑

n=1

[n(k + 1)(1 + (n− 1)λ) + (k + γ)] an bn

≤ (1− γ)− 2λ(k + 1).

That is,
∞∑

n=1

an ≤
(1− γ)− 2λ(k + 1)

(2k + γ + 1) b1
.

Using the above equation in (2.5), we have

|f(z)| ≤ 1
r

+
(1− γ)− 2λ(k + 1)

(2k + γ + 1) b1
r

and

|f(z)| ≥ 1
r
− (1− γ)− 2λ(k + 1)

(2k + γ + 1) b1
r.
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The result is sharp for f(z) = 1
z + (1−γ)−2λ(k+1)

(2k+γ+1) b1
z. Similarly we have,

|f ′(z)| ≥ 1
r2
− (1− γ)− 2λ(k + 1)

(2k + γ + 1) b1

and

|f ′(z)| ≤ 1
r2

+
(1− γ)− 2λ(k + 1)

(2k + γ + 1) b1
.

�

Let the functions fj(z) (j = 1, 2, ...,m) be given by

fj(z) =
1
z

+
∞∑

n=1

an,jz
n, an,j ≥ 0, n ∈ N, n ≥ 1. (2.6)

We state the following closure theorem for the class Σ∗(g, γ, k, λ) without proof.

Theorem 2.7. Let the function fj(z) defined by (2.6) be in the class Σ∗(g, γ, k, λ) for
every j = 1, 2, ...,m. Then the function f(z) defined by

f(z) =
1
z

+
∞∑

n=1

anzn,

belongs to the class Σ∗(g, γ, k, λ), where an = 1
m

∑m
j=1 an,j , (n = 1, 2, ..).

Theorem 2.8. (Extreme Points) Let

f0(z) =
1
z

and fn(z) =
1
z
+

(1− γ)− 2λ(k + 1)
[n(k + 1)(1 + (n− 1)λ) + (k + γ)] bn

zn, (n ≥ 1). (2.7)

Then f ∈ Σ∗(g, γ, k, λ), if and only if it can be represented in the form

f(z) =
∞∑

n=0

µnfn(z), (µn ≥ 0,

∞∑
n=0

µn = 1). (2.8)

Proof. Suppose f(z) can be expressed as in (2.8). Then

f(z) =
∞∑

n=0

µnfn(z)

= µ0f0(z) +
∞∑

n=1

µnfn(z)

=
1
z

+
∞∑

n=1

µn
(1− γ)− 2λ(k + 1)

[n(1 + k)(1 + (n− 1)λ) + (k + γ)] bn
zn.
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Therefore,
∞∑

n=1

µn
(1− γ)− 2λ(k + 1)

[n(1 + k)(1 + (n− 1)λ) + (k + γ)] bn

× [n(1 + k)(1 + (n− 1)λ) + (k + γ)] bn

(1− γ)− 2λ(k + 1)
zn

=
∞∑

n=1

µn − 1 = 1− µ0 ≤ 1.

So by Theorem 2.3, f ∈ Σ∗(g, γ, k, λ).
Conversely, we suppose f ∈ Σ∗(g, γ, k, λ). Since

an ≤
(1− γ)− 2λ(k + 1)

[n(1 + k)(1 + (n− 1)λ) + (γ + k)] bn
, n ≥ 1.

We set,

µn =
[n(k + 1)(1 + (n− 1)λ) + (k + γ)] bn

(1− γ)− 2λ(k + 1)
an, n ≥ 1

and µ0 = 1−
∞∑

n=1
µn. Then we have,

f(z) =
∞∑

n=0

µnfn(z)

= µ0f0(z) +
∞∑

n=1

µnfn(z).

Hence the results follows. �

3. Radii of meromorphically starlikeness and meromorphically
convexity

Theorem 3.1. Let f ∈ Σ∗(g, γ, k, λ). Then f is meromorphically starlike of order
δ(0 ≤ δ < 1) in the disc |z| < r1, where

r1 = inf
n

[(
1− δ

n + 2− δ

)
[n(k + 1)(1 + (n− 1)λ) + (k + γ)] bn

(1− γ)− 2λ(k + 1)

] 1
n+1

(n ≥ 1),

The result is sharp for the extremal function f(z) given by (2.7).

Proof. The function f ∈ Σ∗(g, γ, k, λ) of the form (1.6) is meromorphically starlike of
order δ in the disc |z| < r1, if and only if it satisfies the condition∣∣∣∣zf ′(z)

f(z)
+ 1

∣∣∣∣ < 1− δ. (3.1)

Since ∣∣∣∣zf ′(z)
f(z)

+ 1
∣∣∣∣ ≤ ∣∣∣∣∑∞

n=1(n + 1)anzn+1

1 +
∑∞

n=1 anzn+1

∣∣∣∣ ≤ ∑∞
n=1(n + 1)|an||z|n+1

1−
∑∞

n=1 |an||z|n+1
.
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The above expression is less than 1− δ if
∞∑

n=2

n + 2− δ

1− δ
|an| |z|n−1 < 1.

Using the fact, that f ∈ Σ∗(g, γ, k, λ) if and only if
∞∑

n=2

[n(k + 1)(1 + (n− 1)λ) + (k + γ)] bn

(1− γ)− 2λ(k + 1)
an < 1.

We say (3.1) is true if

n + 2− δ

1− δ
|z|n+1 <

[n(k + 1)(1 + (n− 1)λ) + (k + γ)] bn

(1− γ)− 2λ(k + 1)
.

Or, equivalently,

|z|n+1 <
(1− δ)

(n + 2− δ)
[n(k + 1)(1 + (n− 1)λ) + (k + γ)] bn

(1− γ)− 2λ(k + 1)

which yields the starlikeness of the family. �

Theorem 3.2. Let f ∈ Σ∗(g, γ, k, λ). Then f is meromorphically convex of order δ (0 ≤
δ < 1) in the unit disc |z| < r2, where

r2 = inf
n

[(
1− δ

n(n + 2− δ)

)
[n(k + 1)(1 + (n− 1)λ) + (k + γ)] bn

(1− γ)− 2λ(k + 1)

] 1
n+1

(n ≥ 1),

The result is sharp for the extremal function f(z) given by (2.4).

Proof. The proof is analogous to that of Theorem 3.1, and we omit the details. �

4. Partial sums

Let f ∈ Σ be a function of the form (1.6). Motivated by Silverman [19] and Silvia [20]
see also [4], we define the partial sums fm defined by

fm(z) =
1
z

+
m∑

n=1

anzn (m ∈ N). (4.1)

In this section, we consider partial sums of functions from the class Σ∗(g, γ, k, λ)
and obtain sharp lower bounds for the real part of the ratios of f to fm and f ′ to f ′m.

Theorem 4.1. Let f ∈ Σ∗(g, γ, k, λ) be given by (1.6) and define the partial sums f1(z)
and fm(z), by

f1(z) =
1
z

and fm(z) =
1
z

+
m∑

n=1

|an|zn, (m ∈ N/{1}). (4.2)

Suppose also that
∞∑

n=1

dn|an| ≤ 1,
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where

dn ≥

{
1 for n = 1, 2, 3, . . . ,m

[n(1+k)(1+(n−1)λ)+(γ+k)] bn

(1−γ)−2λ(k+1) for n = m + 1,m + 2,m + 3 · · · . (4.3)

Then f ∈ Σ∗(g, γ, k, λ). Furthermore,

Re

(
f(z)
fm(z)

)
> 1− 1

dm+1
(4.4)

and

Re

(
fm(z)
f(z)

)
>

dm+1

1 + dm+1
. (4.5)

Proof. For the coefficients dn given by (4.3) it is not difficult to verify that

dn+1 > dn > 1. (4.6)

Therefore we have
m∑

n=1

|an|+ dm+1

∞∑
n=m+1

|an| ≤
∞∑

n=1

dn|an| ≤ 1 (4.7)

by using the hypothesis (4.3). By setting

g1(z) = dm+1

(
f(z)
fm(z)

−
(

1− 1
dm+1

))

= 1 +
dm+1

∞∑
n=m+1

anzn−1

1 +
m∑

n=1
anzn−1

,

then it suffices to show that

Re (g1(z)) ≥ 0 (z ∈ U∗)

or, ∣∣∣∣g1(z)− 1
g1(z) + 1

∣∣∣∣ ≤ 1 (z ∈ U∗)

and applying (4.7), we find that

∣∣∣∣g1(z)− 1
g1(z) + 1

∣∣∣∣ ≤
dm+1

∞∑
n=m+1

|an|

2− 2
m∑

n=1
|an| − dm+1

∞∑
n=m+1

|an|

≤ 1, z ∈ U∗,

which readily yields the assertion (4.4) of Theorem 4.1. In order to see that

f(z) =
1
z

+
zm+1

dm+1
(4.8)

gives sharp result, we observe that for z = reiπ/m that f(z)
fm(z) = 1− rm+2

dm+1
→ 1− 1

dm+1

as r → 1−.
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Similarly, if we take

g2(z) = (1 + dm+1)
(

fm(z)
f(z)

− dm+1

1 + dm+1

)
and making use of (4.7), we deduce that

∣∣∣∣g2(z)− 1
g2(z) + 1

∣∣∣∣ ≤ (1 + dm+1)
∞∑

n=m+1
|an|

2− 2
m∑

n=1
|an| − (1− dm+1)

∞∑
n=m+1

|an|

which leads us immediately to the assertion (4.5) of Theorem 4.1. The bound in (4.5)
is sharp for each m ∈ N with the extremal function f(z) given by (4.8). �

Theorem 4.2. If f(z) of the form (1.6) satisfies the condition (2.1). Then

Re

(
f ′(z)
f ′m(z)

)
≥ 1− m + 1

dm+1

and

Re

(
f ′m(z)
f ′(z)

)
≥ dm+1

m + 1 + dm+1
,

where

dn ≥

{
n for n = 2, 3, . . . ,m

n[n(1+k)(1+(n−1)λ)+(γ+k)] bn

(1−γ)−2λ(k+1) for n = m + 1,m + 2,m + 3 · · · .

The bounds are sharp, with the extremal function f(z) of the form (2.4).

Proof. The proof is analogous to that of Theorem 4.1, and we omit the details. �
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Inclusion results for four dimensional Cesàro
submethods

Mehmet Ünver

Abstract. We define submethods of four dimensional Cesàro matrix. Comparisons
between these submethods are established.

Mathematics Subject Classification (2010): 40B05, 40D25.
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1. Introduction

Some equivalance results for Cesàro submethods have been studied by Goffman
and Petersen [2], Armitage and Maddox [1] and Osikiewicz [5]. In this paper we
consider the same concept for four dimensional Cesàro method C1 := (C, 1, 1). First
we recall some definitions.

A double sequence [x] = (xjk) is said to be P − convergent (i.e., it is convergent
in Pringsheim sense) to L if for all ε > 0 there exists an n0 = n0(ε) such that
|xnm − L| < ε for all n, m ≥ n0 [7]. In this case we write P − lim

j,k
xjk = L. Recall that

[x] is bounded if and only if

‖x‖(∞,2) := sup
j,k

|xjk| < ∞.

By l(∞,2) we denote the set of all bounded double sequences.
Note that a P − convergent double sequence need not be in l(∞,2). Let

P − l(∞,2) :=

{
[x] = (xjk) : sup

n≥h1,m≥h2

|xjk| < ∞, for some h1, h2 ∈ N

}
and call it the space of all P − bounded double sequences where N denotes the set of
all positive integers. If a double sequence is P − convergent then it is P − bounded
and it is easy to see that P − lim [x] [y] = 0 whenever P − lim [x] = 0 and [y] is
P − bounded.
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Let A = (anm
jk ) be a four dimensional summability matrix and [x] = (xjk) be

a double sequence. If [Ax] := {(Ax)nm} is P − convergent to L then we say [x] is
A− summable to L where

(Ax)nm :=
∑
j,k

anm
jk xjk, for all n, m ∈ N.

A is said to be RH − regular if it maps every bounded P − convergent sequence into
a P − convergent sequence with the same P−limit [3]. Some recent developments
concerning the summability by four dimensional matrices may be found in [6].

Recall that four dimensional Cesàro matrix C1 = (cnm
jk ) is defined by

cnm
jk =

{
1

nm , j ≤ n and k ≤ m
0, otherwise.

The double index sequence β = β(n, m) is defined as β(n, m) = (λ(n), µ(m))
where λ(n) and µ(m) are strictly increasing single sequences of positive integers.
Let [x] = (xjk) be a double sequence. We say [y] = (yjk) is a subsequence of [x] if
yjk = xβ(j,k) for all j, k ∈ N.

Let β(n, m) = (λ(n), µ(m)) be a double index sequence and [x] = (xjk) be a
double sequence. Then the Cesàro submethod Cβ := (C

β
, 1, 1) is defined to be

(Cβx)nm =
1

λ(n)µ(m)

(λ(n),µ(m))∑
(j,k)=(1,1)

xjk

where
(λ(n),µ(m))∑
(j,k)=(1,1)

xjk =
λ(n)∑
j=1

µ(m)∑
k=1

xjk. Since
{
(Cβx)nm

}
is a subsequence of {(Cx)nm},

the method Cβ is RH − regular for any β.
Let x = (xk) be a single sequence and [xc] = (xc

jk), [xr] = (xr
jk) be two double

sequences such that
xc

jk = xj , for all k ∈ N
xr

jk = xk, for all j ∈ N.

It easy to see that the following statements are equivalent:
(a) lim x = L; (b) P − lim [xc] = L; (c) P − lim [xr] = L.
The next result follows easily.

Proposition 1.1. Let [x] = (xjk) be a double sequence such that xjk = yjzk for all
j, k ∈ N where y = (yj) and z = (zk) are single sequences (we call such a double
sequence as a factorable double sequence). If y, z are convergent to L1, L2 respectively
then [x] is P−convergent to L1L2.

2. Inclusion results

Let A and B two four dimensional summability matrix methods. If every double
sequence which is A summable is also B summable to the same limit, then we say B
includes A and we write A ⊆ B.
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In [1] Armitage and Maddox have given an inclusion theorem for submethods of
ordinary Cesàro method. Now, we give an analog of that result for four dimensional
Cesàro submethods.

Theorem 2.1. Let β1(n, m) =
(
λ(1)(n), µ(1)(m)

)
and β2(n, m) =

(
λ(2)(n), µ(2)(m)

)
be

two double index sequences.
i) If E(λ(2))\E

(
λ(1)

)
and E(µ(2))\E(µ(1)) are finite sets then Cβ1 ⊆ Cβ2 .

ii) If Cβ1 ⊆ Cβ2 then E(λ(2))\E
(
λ(1)

)
or E(µ(2))\E(µ(1)) is finite set,

where

E
(
λ(i)

)
:=

{
λ(i)(n) : n ∈ N

}
and E

(
µ(i)

)
:=

{
µ(i)(m) : m ∈ N

}
; i=1,2.

Proof. i) If E(λ(2))\E
(
λ(1)

)
and E(µ(2))\E(µ(1)) are finite then there exists n0 such

that
{
λ(2)(n) : n ≥ n0

}
⊂ E

(
λ(1)

)
and

{
µ(2)(m) : m ≥ n0

}
⊂ E(µ(1)). Let n(j) and

m(k) be two increasing index sequences such that for all n, m ≥ n0

λ(2)(n) = λ(1)(n(j)) and µ(2)(m) = µ(1)(m(k)).

Then P − lim(Cβ1x)nm = L implies P − lim(Cβ1x)n(j),m(k) = L. Hence this implies
P − lim(Cβ2x)nm = L.

ii) Suppose that Cβ1 implies Cβ2 but that E(λ(2))\E
(
λ(1)

)
and E(µ(2))\E(µ(1))

are infinite sets. Then there are strictly increasing sequences λ(2)(n(j)) and µ(2)(m(k))
such that for all j, k ∈ N λ(2)(n(j)) 6∈ E

(
λ(1)

)
and µ(2)(m(k)) 6∈ E(µ(1)). Define

[t] = (tnm) by

tnm=

{
jk, if n = λ(2)(n(j)) and m = µ(2)(m(k))
0, otherwise

.

Let (Cs)nm = tnm, i.e.
1

nm

(n,m)∑
(j,k)=(1,1)

sjk = tnm. If n ∈ E
(
λ(1)

)
and m ∈ E(µ(1)) then

tnm = 0 which implies the sequence [s] is Cβ1 − summable to zero. Now we define a
double index sequence β3 as

β3 = (λ(2)(n(j)), µ(2)(m(k))).

Since

1
λ(2)(n(j))µ(2)(m(k))

((λ(2)(n(j))µ(2)(m(k))))∑
(p,q)=(1,1)

spq = Cλ(2)(n(j)),µ(2)(m(k))

and tnm = jk for n ∈
{
λ(2)(n(j))

}
and m ∈

{
µ(2)(m(k))

}
we have [s] 6∈ Cβ3 which

implies [s] 6∈ Cβ2 . �

Osikiewicz [5] has given a characterization for equivalence of Cesàro method
and its submethods. The following theorem is an analog for four dimensional Cesàro
method and its submethods.
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Theorem 2.2. Let β = (λ(n), µ(m)) be a double index sequence.
i) If

lim
n

λ(n + 1)
λ(n)

= lim
m

µ(m + 1)
µ(m)

= 1 (2.1)

then C1 and Cβ are equivalent for bounded double sequences.
ii) If C1 and Cβ are equivalent for bounded double sequences then

lim
n

λ(n + 1)
λ(n)

= 1 or lim
m

µ(m + 1)
µ(m)

= 1.

Proof. i) By Theorem 2.1 we have C1 ⊆ Cβ . Let [x] = (xjk) be a bounded double
sequence that is Cβ summable to L and assume

lim
n

λ(n + 1)
λ(n)

= lim
m

µ(m + 1)
µ(m)

= 1.

Consider the sets F1 = N\E(λ) =: {α1(n)} and F2 = N\E(µ) =: {α2(m)} .
Case I. If the sets F1 and F2 are finite, then Theorem 2.1 implies that Cβ ⊆ C1.
Case II. Assume F1 and F2 are both infinite sets. Then there exists an n0 such that for
n, m ≥ n0, α1(n) > λ(1) and α2(m) > µ(1). Since E(λ)∩F1 = ∅ and E(µ)∩F2 = ∅,
for all n, m ≥ n0, there exist p, q ∈ N such that λ(p) < α1(n) < λ(p + 1) and
µ(q) < α2(m) < µ(q+1). It can be written that α1(n) = λ(p)+a and α2(m) = µ(q)+b,
where

0 < a < λ(p + 1)− λ(p) and 0 < b < µ(q + 1)− µ(q). (2.2)
Now define a double index sequence β′ as

β′(n, m) = (α1(n), α2(m)) .

Then for n, m ≥ n0,∣∣∣(Cβ′x)nm − (Cβx)pq

∣∣∣ =

∣∣∣∣∣∣ 1
α1(n)α2(m)

(α1(n),α2(m))∑
(j,k)=(1,1)

xjk −
1

λ(p)µ(q)

(λ(p),µ(q))∑
(j,k)=(1,1)

xjk

∣∣∣∣∣∣
=

∣∣∣∣∣∣ 1
(λ(p) + a) (µ(q) + b)

(λ(p)+a,µ(q)+b)∑
(j,k)=(1,1)

xjk −
1

λ(p)µ(q)

(λ(p),µ(q))∑
(j,k)=(1,1)

xjk

∣∣∣∣∣∣
=

∣∣∣∣∣∣ 1
(λ(p) + a) (µ(q) + b)

(λ(p),µ(q))∑
(j,k)=(1,1)

xjk −
1

λ(p)µ(q)

(λ(p),µ(q))∑
(j,k)=(1,1)

xjk

+
1

(λ(p) + a) (µ(q) + b)


(λ(p),µ(q)+b)∑

(j,k)=(1,µ(q)+1)

xjk +
(λ(p)+a,µ(q))∑

(j,k)=(λ(p)+1,1)

xjk

+
(λ(p)+a,µ(q)+b)∑

(j,k)=(λ(p)+1,µ(q)+1)

xjk


∣∣∣∣∣∣

≤ ‖x‖(∞,2)

(λ(p),µ(q))∑
(j,k)=(1,1)

∣∣∣∣ 1
(λ(p) + a) (µ(q) + b)

− 1
λ(p)µ(q)

∣∣∣∣
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+ ‖x‖(∞,2)

bλ(p) + aµ(q) + ab

(λ(p) + a) (µ(q) + b)

≤ 2 ‖x‖(∞,2)

bλ(p) + aµ(q) + ab

λ(p)µ(q)
.

By 2.2 we have∣∣∣(Cβ′x)nm − (Cβx)pq

∣∣∣ ≤ 2 ‖x‖(∞,2)

bλ(p) + aµ(q) + ab

λ(p)µ(q)

≤ 2 ‖x‖(∞,2)

(
λ(p + 1)µ(q + 1)

λ(p)µ(q)
− 1

)
. (2.3)

Since ∣∣(Cβ′x)nm − L
∣∣ ≤ ∣∣∣(Cβ′x)nm − (Cβx)pq

∣∣∣ +
∣∣∣(Cβx)pq − L

∣∣∣
it follows from 2.1, 2.3 and Proposition 1.1 that P − lim

n,m
(Cβ′x)nm = L.

As the double sequence {(C1x)nm} may be partitioned into two subsequences{
(Cβ′x)nm

}
and

{
(Cβx)nm

}
, each having the common P -limit L, [x] must be C1 −

summable to L. Hence Cβ ⊆ C1.
Case III. Assume F1 is infinite set and F2 is finite set and define a double index
sequence β′ as

β′(n, m) = (α1(n), µ(m)) .

Now using the same argument in Case II with taking b = 0 we have∣∣∣(Cβ′x)nm − (Cβx)pq

∣∣∣ ≤ 2 ‖x‖(∞,2)

(
λ(p + 1)

λ(p)
− 1

)
. (2.4)

Since ∣∣(Cβ′x)nm − L
∣∣ ≤ ∣∣∣(Cβ′x)nm − (Cβx)pq

∣∣∣ +
∣∣∣(Cβx)pq − L

∣∣∣
it follows from 2.1, 2.4 and Proposition 1.1 that P − lim

n,m
(Cβ′x)nm = L.

As the double sequence {(C1x)nm} may be partitioned into two subsequences{
(Cβ′x)nm

}
and

{
(Cβx)nm

}
, each having the common P -limit L, [x] must be C1 −

summable to L. Hence Cβ ⊆ C1.
Case IV. If F1 is finite set and F2 is infinite set, then we can get the proof as in Case
III by changing the roles of F1 and F2.

Hence for all cases we get Cβ ⊆ C1.

ii) Assume that lim sup
n

λ(n + 1)
λ(n)

> 1 and lim sup
m

µ(m + 1)
µ(m)

> 1. Then, we choose

two strictly increasing sequences of positive integers n(j) and m(k) such that

lim
j

λ(n(j) + 1)
λ(n(j))

= L1 > 1 and lim
k

µ(m(k) + 1)
µ(m(k))

= L2 > 1 (2.5)

with λ(n(j) + 1) − λ(n(j)) and µ(m(k) + 1) − µ(m(k)) are odd. Let Ij and Sk

be the intervals [λ(n(j)) + 1, λ(n(j) + 1)− 1] and [µ(m(k)) + 1, µ(m(k) + 1)− 1] , re-
spectively. |Ij | and |Sk| will always be even by the choice of n(j) and m(k), where
|E| is the number of the integers in E. If we define a double sequence [x] by xpq = 0
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if p ∈
[
λ(n(j)) + 1, λ(n(j)) +

|Ij |
2

]
or q ∈

[
µ(m(k)) + 1, µ(m(k)) +

|Sk|
2

]
, xpq = 1

if p ∈
(

λ(n(j)) +
|Ij |
2

, λ(n(j) + 1)− 1
]

and q ∈
(

µ(m(k)) +
|Sk|
2

, µ(m(k) + 1)− 1
]
,

xpq = 0 if p 6∈ |Ij | or q 6∈ |Sk| and p or q is odd, xpq = 1 if p 6∈ |Ij | or q 6∈ |Sk| and p

and q are even, for j, k = 1, 2, .... Then for given j, k we have
∑

(p,q)∈Ij×Sk

xpq =
|Ij | |Sk|

4
and for given n, m we have

(Cβx)nm =
1

λ(n)µ(m)

(λ(n),µ(m))∑
(p,q)=(1,1)

xpq =
1

λ(n)µ(m)

[∣∣∣∣λ(n)
2

∣∣∣∣] [∣∣∣∣µ(m)
2

∣∣∣∣]
where [|K|] denotes the greatest integer that is not greater than K. Hence, we have

P − lim
n,m

(Cβx)nm =
1
4
. Now define a double index sequence σ(j, k) by

σ(j, k) = (a(j), b (k))

where a(j) = λ(n(j)) +
|Ij |
2

and b(k) = µ(m(k)) +
|Sk|
2

. For all j we get

(Cσx)jk =
1

a(j)b (k)

(a(k),b(k))∑
(p,q)=(1,1)

xpq

=
1(

λ(n(j)) +
|Ij |
2

) 1(
µ(m(k)) +

|Sk|
2

)
λ(n(j))+

|Ij |
2

,µ(m(k))+
|Sk|
2

∑
(p,q)=(1,1)

xpq

=
1(

λ(n(j)) +
|Ij |
2

) 1(
µ(m(k)) +

|Sk|
2

) (λ(n(j)),µ(m(k)))∑
(p,q)=(1,1)

xpq

≈ 1(
λ(n(j)) +

|Ij |
2

) 1(
µ(m(k)) +

|Sk|
2

) λ(n(j))
2

µ(m(k))
2

=
λ(n(j))

2λ(n(j)) + |Ij |
µ(m(k))

2µ(m(k)) + |Sk|

=
λ(n(j))

2λ(n(j)) + λ(n(j) + 1)− λ(n(j))− 1
µ(m(k))

2µ(m(k)) + µ(m(k) + 1)− µ(m(k))− 1

=
1

λ(n(j) + 1)
λ(n(j))

+ 1− 1
λ(n(j))

1
µ(m(k) + 1)

µ(m(k))
+ 1− 1

µ(m(k))

.

From 2.5 and Proposition 1.1 we have

P − lim
j,k

(Cσx)jk =
1

L1 + 1
1

L2 + 1
<

1
4
.
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Since
{

(Cσx)jk

}
and

{
(Cβx)nm

}
are two subsequences of {(C1x)nm} with P −

lim
j,k

(Cσx)jk <
1
4

and P − lim
n,m

(Cβx)nm =
1
4
, [x] cannot be C1 − summable.On the

other hand, we may choose n(j) and m(k) such that

λ(n(j) + 1)− λ(n(j)) and µ(m(k) + 1)− µ(m(k)) are even

or

λ(n(j) + 1)− λ(n(j)) is odd and µ(m(k) + 1)− µ(m(k)) is even

or

λ(n(j) + 1)− λ(n(j)) is even and µ(m(k) + 1)− µ(m(k)) is odd

and we will continue the proof in the same way. Hence, we have C1 and Cβ are not
equivalent for bounded sequences. �

Osikiewicz [5] has given an inclusion result between submethods of the ordi-
nary Cesàro method. The following theorem gives similar results for four dimensional
Cesàro submethods.

Theorem 2.3. Let β1(n, m) = (λ(1)(n), µ(1)(m)) and β2(n, m) = (λ(2)(n), µ(2)(m)) be
two double index sequences such that

P − lim
nm

λ(1)(n)µ(1)(m)
λ(2)(n)µ(2)(m)

= 1

then Cβ1 and Cβ2 are equivalent for bounded double sequences.

Proof. Let [x] be a bounded double sequence, and define two double sequences T (n, m)
and t(n, m) by

T (n, m) = max
{

λ(1)(n)µ(1)(m), λ(2)(n)µ(2)(m)
}

and

t(n, m) = min
{

λ(1)(n)µ(1)(m), λ(2)(n)µ(2)(m)
}

.

It is easy to see that P − lim
nm

t(n, m)
T (n, m)

= 1. Now define two double index sequences

T ∗(n, m) = (T1(n), T2(m)) and t∗(n, m) = (t1(n), t2(m)) by

T ∗(n, m) =
{ (

λ(1)(n), µ(1)(m)
)
, λ(1)(n)µ(1)(m) = T (n, m)(

λ(2)(n), µ(2)(m)
)
, λ(2)(n)µ(2)(m) = T (n, m)

and

t∗(n, m) =
{ (

λ(1)(n), µ(1)(m)
)
, λ(1)(n)µ(1)(m) = t(n, m)(

λ(2)(n), µ(2)(m)
)
, λ(2)(n)µ(2)(m) = t(n, m).
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Note that T (n, m) = T1(n)T2(m) and t(n, m) = t1(n)t2(m). Then for fixed n, m we
get

∣∣(Cβ1x)nm − (Cβ2x)nm

∣∣ =

∣∣∣∣∣∣∣
1

λ(1)(n)µ(1)(m)

(λ(1)(n),µ(1)(m))∑
(j,k)=(1,1)

xjk −

1
λ(2)(n)µ(2)(m)

(λ(2)(n),µ(2)(m))∑
(j,k)=(1,1)

xjk

∣∣∣∣∣∣∣
=

∣∣∣∣∣∣ 1
T (n, m)

T∗(n,m)∑
(j,k)=(1,1)

xjk −
1

t(n, m)

t∗(n,m)∑
(j,k)=(1,1)

xjk

∣∣∣∣∣∣
=

∣∣∣∣∣∣
t∗(n,m)∑

(j,k)=(1,1)

(
1

T (n, m)
− 1

t(n, m)

)
xjk

+
1

T (n, m)


(T1(n),t2(m))∑

(j,k)=(t1(n)+1,1)

xjk +
(t1(n),T2(m))∑

(j,k)=(1,t2(m)+1)

xjk

+
(T1(n),T2(m))∑

(j,k)=(t1(n)+1,t2(m)+1)

xjk


∣∣∣∣∣∣

≤ ‖x‖(∞,2)

t∗(n,m)∑
(j,k)=(1,1)

T1(n)T2(m)− t1(n)t2(m)
T1(n)T2(m)t1(n)t2(m)

+ ‖x‖(∞,2)

1
T1(n)T2(m)

{(T1(n)− t1(n)) t2(m)

+t1(n) (T2(m)− t2(m)) + (T1(n)− t1(n)) (T2(m)− t2(m))}

= 2 ‖x‖(∞,2)

T1(n)T2(m)− t1(n)t2(m)
T1(n)T2(m)

= 2 ‖x‖(∞,2)

(
1− t1(n)t2(m)

T1(n)T2(m)

)
= 2 ‖x‖(∞,2)

(
1− t(n, m)

T (n, m)

)
. (2.6)

Since ∣∣(Cβ1x)nm − L
∣∣ ≤ ∣∣(Cβ1x)nm − (Cβ2x)nm

∣∣ +
∣∣(Cβ2x)nm − L

∣∣ ,

2.6 implies that [x] is Cβ1 summable to L provided that [x] is Cβ2 summable to L.
Hence, Cβ1 is equivalent to Cβ2 for bounded double sequences. �

We have compared Cβ and C1 for bounded double sequences in Theorem 2.2.
Next, replacing the convergence condition in 2.1 by P − boundedness, we show that
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Cβ is equivalent to C1 for nonnegative double sequences that are Cβ − summable to
0.

Theorem 2.4. Let β = (λ(n), µ(m)) be a double index sequence. Then the following
statements are equivalent:

i) The double sequence [y] = (ynm) defined by

ynm =
(

λ(n + 1)µ(m + 1)
λ(n)µ(m)

)
, for all n, m ∈ N (2.7)

is P − bounded.
ii) [x] is C1 summable to 0 where [x] is a nonnegative double sequence that is

Cβ summable to 0.

Proof. Let [x] is a nonnegative double sequence that is Cβ summable to 0 and assume
that the double sequence [y] defined by 2.7 is P − bounded. Consider the sets

F1 = N\E(λ) =: {α1(n)} and F2 = N\E(µ) =: {α2(m)} .

Case I. If the sets F1 and F2 are finite then Theorem 2.1 implies that Cβ ⊆ C1.
Case II. Assume F1 and F2 are both infinite sets. Then there exists an n0 such that for
n, m ≥ n0, α1(n) > λ(1) and α2(m) > µ(1). Since E(λ)∩F1 = ∅ and E(µ)∩F2 = ∅,
for all n, m ≥ n0, there exist p, q ∈ N such that λ(p) < α1(n) < λ(p + 1) and
µ(q) < α2(m) < µ(q+1). It can be written that α1(n) = λ(p)+a and α2(m) = µ(q)+b,
where

0 < a < λ(p + 1)− λ(p) and 0 < b < µ(q + 1)− µ(q). (2.8)

Now define a double index sequence β′ as

β′(n, m) = (α1(n), α2(m)) .

Then for n, m ≥ n0 we have,

(Cβ′x)nm =
1

α1(n)α2(m)

(α1(n),α2(m))∑
(j,k)=(1,1)

xjk =
1

(λ(p) + a) (µ(q) + b)

(λ(p),µ(q))∑
(j,k)=(1,1)

xjk

+
1

(λ(p) + a) (µ(q) + b)


(λ(p),µ(q)+b)∑

(j,k)=(1,µ(q)+1)

xjk +
(λ(p)+a,µ(q))∑

(j,k)=(λ(p)+1,1)

xjk +

(λ(p)+a,µ(q)+b)∑
(j,k)=(λ(p)+1,µ(q)+1)

xjk


≤ 1

λ(p)µ(q)

(λ(p),µ(q))∑
(j,k)=(1,1)

xjk +
3

(λ(p) + a) (µ(q) + b)

(λ(p+1),µ(q+1))∑
(j,k)=(1,1)

xjk

≤ 1
λ(p)µ(q)

(λ(p),µ(q))∑
(j,k)=(1,1)

xjk
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+3
λ(p + 1)µ(q + 1)

(λ(p) + a) (µ(q) + b)
1

λ(p + 1)µ(q + 1)

(λ(p+1),µ(q+1))∑
(j,k)=(1,1)

xjk

≤ (Cβx)pq + 3
λ(p + 1)µ(q + 1)

λ(p)µ(q)
(Cβx)p+1,q+1 . (2.9)

Since P − lim [x] = 0 and [y] is P − bounded, from 2.9 we get

P − lim
n,m

(Cβ′x)nm = 0.

As the double sequence {(C1x)nm} may be partitioned into two subsequences{
(Cβ′x)nm

}
and

{
(Cβx)nm

}
, each having the common P -limit 0, [x] must be

C1 − summable to 0.
Case III. Assume F1 is infinite set and F2 is finite set and define a double index
sequence β′ as

β′(n, m) = (α1(n), µ(m)) .

Then for all n ≥ n0 and for all m ∈ N

(Cβ′x)nm =
1

α1(n)µ(m)

(α1(n),µ(m))∑
(j,k)=(1,1)

xjk

=
1

(λ(p) + a)µ(m)


(λ(p),µ(m))∑
(j,k)=(1,1)

xjk +
(λ(p)+a,µ(m))∑

(j,k)=(λ(p)+1,1)

xjk


≤ 1

λ(p)µ(m)

(λ(p),µ(m))∑
(j,k)=(1,1)

xjk +
1

(λ(p) + a)µ(m)

(λ(p+1),µ(m+1))∑
(j,k)=(1,1)

xjk

≤ 1
λ(p)µ(m)

(λ(p),µ(m))∑
(j,k)=(1,1)

xjk

+
λ(p + 1)µ(m + 1)
(λ(p) + a)µ(m)

1
λ(p + 1)µ(m + 1)

(λ(p+1),µ(m+1))∑
(j,k)=(1,1)

xjk

≤ (Cβx)pq +
λ(p + 1)µ(m + 1)

λ(p)µ(m)
(Cβx)p+1,m+1 .

Then as in Case II we have P − lim
n,m

(C1x)nm = 0.

Case IV. If F1 is finite set and F2 is infinite set, then we can get the proof as in Case
III by interchanging the roles of F1 and F2.

Conversely assume that [y] is not P − bounded. Then there exist two index
sequences n(j) and m(k) such that

P − lim
λ(n(j) + 1)µ(m(k) + 1)

λ(n(j))µ(m(k))
= ∞, (2.10)

λ(n(j) + 1) > 2λ (n(j)) and µ(m(k) + 1) > 2µ(m(k)), (2.11)
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for all a, b ∈ N0 := N∪{0}

lim
j

λ(n(j))
λ(n(j + a))

= 1 and lim
k

µ(m(k))
µ(m(k + b))

= 1 (2.12)

and for all s ∈ N

λ(n(1))µ(m(1)) + ... + λ(n(s− 1))µ(m(s− 1)) < λ(n(s))µ(m(s)).

Now define the double sequence [x] = (xpq) by

xpq =

 1,

 p ∈ (λ(n(t)), 2λ (n(t))]
and

q ∈ (µ(m(t)), 2µ(m(t))]
t = 1, 2, ...

0, otherwise

.

For fixed n, m such that λ(n(1) + 1) ≤ λ(n) and µ(m(1) + 1) ≤ µ(m), there exist j, k
such that λ(n(j) + 1) ≤ λ(n) ≤ λ(n(j + 1)) and µ(m(k) + 1) ≤ µ(m) ≤ µ(m(k + 1)).
Then we have,

(Cβx)nm =
1

λ(n)µ(m)

(λ(n),µ(m))∑
(p,q)=(1,1)

xpq

=
1

λ(n)µ(m)


(2λ(n(1)),2µ(m(1)))∑

(p,q)=(λ(n(1))+1,µ(m(k))+1)

1 + ... +
(2λ(n(i)),2µ(m(i)))∑

(p,q)=(λ(n(i))+1,µ(m(i))+1)


=

λ(n(i) + 1)µ(m(i) + 1)
λ(n)µ(m)

λ(n(1))µ(m(1)) + ... + λ(n(i))µ(m(i))
λ(n(i) + 1)µ(m(i) + 1)

≤ λ(n(i) + 1)µ(m(i) + 1)
λ(n)µ(m)

2λ(n(i))µ(m(i))
λ(n(i) + 1)µ(m(i) + 1)

≤ 2λ(n(i))µ(m(i))
λ(n(i) + 1)µ(m(i) + 1)

(2.13)

where i = min {j, k} . Hence, from 2.10 and 2.13 we get

P − lim
n,m

(Cβx)nm = 0. (2.14)

Now let β′(j, k) = (α(j), γ(k)) be a double index sequences where

α(j) = 2λ(n(j)) and γ(k) = 2µ(m(k)).
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Then we get

(Cβ′x)jk =
1

α(j)γ(k)

(α(j),γ(k))∑
(j,k)=(1,1)

xjk

=
1

4λ(n(j))µ(m(k))

(2λ(n(j)),2µ(m(k)))∑
(j,k)=(1,1)

xjk

=
1

4λ(n(j))µ(m(k))


(λ(n(j)),µ(m(k)))∑

(j,k)=(1,1)

xjk +
(2λ(n(j)),µ(m(k)))∑
(j,k)=(λ(n(j))+1,1)

xjk

+
(λ(n(j)),2µ(m(k)))∑

(j,k)=(1,µ(m(k))+1)

xjk +
(2λ(n(j)),2µ(m(k)))∑

(j,k)=(λ(n(j))+1,µ(m(k))+1)

xjk


=

1
4

(Cβx)jk +
3
4

λ(n(i))µ(m(i))
λ(n(j))µ(m(k))

.

Since i = min{j, k}, there exist nonnegative integers a, b such that i = j + a and

i = k + b. Then 2.12, 2.14 and Proposition 1.1 imply that P − lim
j,k

(Cβ′x)jk =
3
4
.

Hence [x] is not C1 summable. �
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Rate of convergence for Szász type operators
including Sheffer polynomials
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Abstract. In the present paper, we study the rate of convergence of Szász type and
Kantorovich-Szász type operators involving Sheffer polynomials with the help of
modulus of continuity and examine these type operators including reverse Bessel
polynomials which are Sheffer type. Furthermore, we compute error estimation
for a function f by operators containing reverse Bessel polynomials.

Mathematics Subject Classification (2010): 41A25, 41A35.

Keywords: Szász operator, Rate of convergence, Sheffer polynomials, Bessel poly-
nomials, Modulus of continuity.

1. Introduction

One of the fundamental problems of approximation theory is to approximate
function f by functions which have better properties than f . In 1953, Korovkin [4]
discovered the most powerful and simplest criterion for positive approximation pro-
cesses. This theory has widely affected not only classical approximation theory but
also such other areas of mathematics as partial differential equations, harmonic anal-
ysis, orthogonal polynomials and wavelet analysis.

In 1950, Szász [7] introduced and exhaustively investigated the operator

Sn (f ;x) := e−nx
∞∑

k=0

(nx)k

k!
f

(
k

n

)
(1.1)

defined on the set of real valued function on [0,∞).
Jakimovski and Leviatan [3] presented a new type of operators which involves

Appell polynomials as follows

Pn (f ;x) :=
e−nx

A (1)

∞∑
k=0

pk (nx) f

(
k

n

)
. (1.2)
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In the above relation pk are Appell polynomials defined by the generating functions

A (u) eux =
∞∑

k=0

pk (x)uk

where A (z) =
∞∑

k=0

akzk (a0 6= 0) be an analytic function in the disc |z| < R (R > 1)

and suppose A (1) 6= 0. They obtained important results analogue to Szász [7]. If we
take A (z) = 1, we get Szász operators (1.1) by using above generating functions.

Ismail [2] generalized Jakimovski and Leviatan’s work by dealing with the ap-
proximation of Szász operators with the help of Sheffer polynomials as follows

Tn (f ;x) :=
e−nxH(1)

A (1)

∞∑
k=0

pk (nx) f

(
k

n

)
(1.3)

whenever the right hand side of (1.3) exists. In the relation (1.3) pk are Sheffer poly-
nomials given by the generating functions

A (u) exH(u) =
∞∑

k=0

pk (x)uk (1.4)

where

A (z) =
∞∑

k=0

akzk (a0 6= 0)

H (z) =
∞∑

k=1

hkzk (h1 6= 0) (1.5)

be analytic functions in the disc |z| < R (R > 1). Under the restrictions:

(i) For x ∈ [0,∞) and k ∈ N ∪ {0} , pk (x) ≥ 0,

(ii) A (1) 6= 0 and H
′
(1) = 1,

(iii) (1.4) relation is valid for |u| < R and
the power series given by (1.5) converges for |z| < R (R > 1) ,

(1.6)

Ismail showed that the same type of results which are obtained by Jakimovski and
Leviatan are still valid for the operators including Sheffer polynomials known as more
general class of polynomials than Appell polynomials. It is clear that the operators
(1.3) contain (1.1) and (1.2). Furthermore, Ismail introduced Kantorovich generaliza-
tion of the operators (1.3) as

T ∗n (f ;x) := n
e−nxH(1)

A (1)

∞∑
k=0

pk (nx)

(k+1)/n∫
k/n

f (s) ds . (1.7)

Ismail proved that for f ∈ C [0,∞) , |f (x)| ≤ ceKx K ∈ R and c ∈ R+, the operators
Tn (f ; .) converge to the function f in each compact subset of [0,∞) by using the
methods of Szász [7]. And he also investigated that the operators T ∗n converge for

the functions f ∈ C [0,∞) ,
t∫
0

f (s) ds = O
(
eKt
)
, (t →∞) .
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As it is known, there are two main problems in approximation theory. One of
them is existence of approximation, the other is rate of convergence.

The purpose of the present paper is to study the rate of approximation of the
sequences of operators Tn and T ∗n by means of the modulus of continuity. Moreover,
since these operators are of general form, we give an example of these type operators
Tn and T ∗n including reverse Bessel polynomials [5] and obtain error estimation for
operators Tn including reverse Bessel polynomials with the help of Maple13.

2. Approximation properties of Tn and T ∗
n operators

We begin by considering the following definition of the class E as follows:

E :=
{
f : ∀x ∈ [0,∞) , |f (x)| ≤ ceKx K ∈ R and c ∈ R+

}
.

In the sequel, we shall need the following auxiliary result.

Lemma 2.1. For x ∈ [0,∞), we have

Tn (1;x) = 1,

Tn (ξ;x) = x +
A
′
(1)

nA (1)
,

Tn

(
ξ2;x

)
= x2 +

(
2A

′
(1)

A (1)
+ H

′′
(1) + 1

)
x

n
+

A
′
(1) + A

′′
(1)

n2A (1)
.

Proof. With the help of generating functions of Sheffer polynomials (1.4), we get the
assertion of our lemma. �

Lemma 2.2. For x ∈ [0,∞) , the following equality holds:

Tn

(
(ξ − x)2 ;x

)
=

H
′′

(1) + 1
n

x +
A
′
(1) + A

′′
(1)

n2A (1)
.

Proof. From the linearity property of Tn operators and Lemma 2.1, one can find the
above relation. �

Definition 2.3. The modulus of continuity of a function f ∈ C̃ [0,∞) is a function
ω (f ; δ) defined by the relation

ω (f ; δ) := sup
|x−y|≤δ
x,y∈[0,∞)

|f (x)− f (y)|

where C̃ [0,∞) is uniformly continuous functions space.

Ismail proved that for f ∈ C [0,∞) ∩ E the operators Tn (f ; .) converge to the
function f in each compact subset of [0,∞) by using the methods of Szász [7]. On the
other hand, if we consider the Lemma 2.1, we obtain the approximation result through
the instrument of universal Korovkin-type theorem whenever functions belong to the
convenient set. The following theorem is the quantitative version of the result of Ismail
only in a particular case. While the result of Ismail holds for functions f ∈ C [0,∞)∩E,
Theorem 2.4 is valid for restrictive functions f ∈ C̃ [0,∞) ∩ E. Now we are going
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to state the degree of convergence of the former operator by using the modulus of
continuity.

Theorem 2.4. If f ∈ C̃ [0,∞) ∩ E, then for any x ∈ [0,∞) we have

|Tn (f ;x)− f (x)| ≤

(
1 +

√
(H ′′ (1) + 1)x +

A′ (1) + A′′ (1)
nA (1)

)
ω

(
f ;

1√
n

)
. (2.1)

Proof. By the aid of Lemma 2.1 and property of modulus of continuity, one has the
following expression

|Tn (f ;x)− f (x)| ≤

{
1 +

1
δ

e−nxH(1)

A (1)

∞∑
k=0

pk (nx)
∣∣∣∣kn − x

∣∣∣∣
}

ω (f ; δ) . (2.2)

On the other hand, making use of the Cauchy-Schwarz inequality we can write

∞∑
k=0

pk (nx)
∣∣∣∣kn − x

∣∣∣∣ ≤ A (1) enxH(1)

√
H ′′ (1) + 1

n
x +

A′ (1) + A′′ (1)
n2A (1)

.

Combining the above relation with (2.2), also choosing δ = 1√
n
, we obtain (2.1). This

completes the proof. �

We will need the following lemmas for proving our results about order of con-
vergence for T ∗n operators. Let us consider the class

E :=

f : [0,∞) → R |
t∫

0

f (s) ds = O
(
eKt
)
, (t →∞)

 .

Lemma 2.5. There hold the equalities

T ∗n (1;x) = 1,

T ∗n (ξ;x) = x +

(
1
2

+
A
′
(1)

A (1)

)
1
n

,

T ∗n
(
ξ2;x

)
= x2 +

2A
′
(1) +

(
H
′′

(1) + 2
)

A (1)

A (1)

 x

n

+
3
(
A
′′

(1) + 2A
′
(1)
)

+ A (1)

3n2A (1)
.

Proof. As a consequence of the Lemma 2.1, we immediately get the desired conclusion.
�

Therefore by the Lemma 2.5 and by the linearity of T ∗n , we can state the following
result.
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Lemma 2.6. For all x ∈ [0,∞), we have

T ∗n

(
(ξ − x)2 ;x

)
=

H
′′

(1) + 1
n

x +
A (1) + 3

(
A
′′

(1) + 2A
′
(1)
)

3n2A (1)
.

Through the instrument of Lemma 2.5 and universal Korovkin-type theorem, if
function f belongs to appropriate set then the operators given by (1.7) convergence
uniformly to the function f in each compact subset of [0,∞) . We obtain quantitative
version of the theorem of Ismail only in specific case in the following theorem. Hence,
we are going to prove the degree of convergence for T ∗n with the help of modulus of
continuity.

Theorem 2.7. Let f be a function of class C̃ [0,∞) ∩ E. Then for any x ∈ [0,∞), we
have

|T ∗n (f ;x)− f (x)| ≤ (1 + λn (x))ω

(
f ;

1√
n

)
(2.3)

where

λn (x) :=

√
(H ′′ (1) + 1)x +

A (1) + 3 (A′′ (1) + 2A′ (1))
3nA (1)

.

Proof. According to Lemma 2.5 and using the property of modulus of continuity, it
follows that

|T ∗n (f ;x)− f (x)| ≤ n
e−nxH(1)

A (1)

∞∑
k=0

pk (nx)

 1
n

+
1
δ

(k+1)/n∫
k/n

|s− x| ds

ω (f ; δ) .

(2.4)
By a simple application of the Cauchy-Schwarz inequality to the right hand side of
(2.4), we obtain

|T ∗n (f ;x)− f (x)| ≤

1 +
1
δ

√
n

e−nxH(1)

A (1)

∞∑
k=0

pk (nx)

√√√√√√
(k+1)/n∫
k/n

(s− x)2 ds

ω (f ; δ) .

Once again, by the Cauchy-Schwarz inequality and then with the help of Lemma 2.6
we find that

|T ∗n (f ;x)− f (x)| ≤(
1 +

1
δ

1√
n

√
(H ′′ (1) + 1)x +

A (1) + 3 (A′′ (1) + 2A′ (1))
3nA (1)

)
ω (f ; δ) . (2.5)

In the inequality (2.5) with choosing δ = 1√
n
, we get (2.3). �

Remark 2.8. A general estimate in terms of modulus of continuity was given by Shisha
and Mond [6]. In the proof of Theorem 2.4 and Theorem 2.7, we follow the method
of proof in this mentioned estimate.
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3. Example of these type operators

Example 3.1. The Bessel polynomials [5] which are defined by

yk (x) =
k∑

j=0

(k + j)!
(k − j)!j!

(x

2

)j

are an orthogonal sequence of polynomials. Carlitz [1] subsequently constructed a
related set of polynomials known as reverse Bessel polynomials as follows

θk (x) = xkyk−1

(
1
x

)
=

k∑
j=1

(2k − j − 1)!
(j − 1)! (k − j)!2k−j

xj . (3.1)

The generating function for θk (x) is

exp
[
x
(
1−

√
1− 2t

)]
=

∞∑
k=0

θk (x)
k!

tk . (3.2)

If we consider the generating function (3.2) , then reverse Bessel polynomials are
Sheffer type polynomials. Taking into account of explicit formula (3.1), reverse Bessel
polynomials θk (x) are positive for x ≥ 0. Now, let be

pk (x) =
θk

(
2
√

2x
)

4kk!
.

Then by virtue of (3.2), we easily find A (t) = 1 and H (t) = 2
√

2
(
1−

√
1− t

2

)
.

From these facts; A (1) 6= 0, H
′
(1) = 1 and pk (x) ≥ 0 (x ≥ 0) are verified. Therefore,

we get operators T̃n and T̃ ∗n including reverse Bessel polynomials as follows:

T̃n (f ;x) : = e−2(
√

2−1)nx
∞∑

k=0

θk

(
2
√

2nx
)

4kk!
f

(
k

n

)
,

T̃ ∗n (f ;x) : = ne−2(
√

2−1)nx
∞∑

k=0

θk

(
2
√

2nx
)

4kk!

(k+1)/n∫
k/n

f (s) ds .

Remark 3.2. Taking into account Theorem 2.4, we obtain quantitative error estimate
for the approximation by T̃n positive linear operators as follows∣∣∣T̃n (f ;x)− f (x)

∣∣∣ ≤ (1 +

√
3
2
x

)
ω

(
f ;

1√
n

)
; f ∈ C̃ [0,∞) ∩ E.

Remark 3.3. According to Theorem 2.7, quantitative estimate of the rate of conver-
gence is available for T̃ ∗n positive linear operators as follows∣∣∣T̃ ∗n (f ;x)− f (x)

∣∣∣ ≤ (1 +

√
3
2
x +

1
3n

)
ω

(
f ;

1√
n

)
; f ∈ C̃ [0,∞) ∩ E .
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Remark 3.4. Due to reverse Bessel polynomials are not Appell polynomials, Jaki-
movski and Leviatan’s result [3] does not involve the convergence of T̃n (f ;x) to f (x)
and of T̃ ∗n (f ;x) to f (x).

Example 3.5. Let us take f (x) =
x√

1 + x4
. We compute error estimation by using

modulus of continuity for operators T̃n which contain reverse Bessel polynomials in
the Table 1 with the help of Maple13 and give its algorithm after the Table 1.

n Error estimate by T̃n operators including {θk (x)}∞k=1 sequence
10 0.7000346345
102 0.2224633643
103 0.0703525749
104 0.0222474486
105 0.0070352610
106 0.0022247448
107 0.0007035261
108 0.0002224744
109 0.0000703526
1010 0.0000222474

Table 1. The error bound of function f by using modulus of continuity.

Algorithm 3.6. The results with the following algorithm are shown in Table 1.
We derive error estimates for the convergence to the function

f (x) =
x√

1 + x4

with T̃n operators including reverse Bessel polynomials.
>restart;
>f:=x->sqrt(xˆ2/(1+xˆ4));
>n:=1:
>for i from 1 to 10 do
>n:=10*n;
>delta:=evalf(1/sqrt(n));
>omega(f,delta):=evalf(maximize(expand(abs(f(x+h)-f(x))),
x=0..1-delta,h=0..delta)):
>error:=evalf((1+sqrt(3/2))*omega(f,delta));
>end do;

Example 3.7. For n = 10, 20, 50; the convergence of T̃n (f ;x) to function

f (x) = 1 + sin
(
−2x2

)
is illustrated in Figure 1 and its algorithm is presented after the Figure 1. Because of
our machines have not enough speed and power to compute the complicated infinite
series, we have to investigate our approximation result for finite sum.
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Figure 1. Approximation by T̃n (f ;x) operator for the function f.

Algorithm 3.8. >restart;
>with(plots):
>f:=x->1+sin(-2*xˆ2);
>Gt:=0:
>m:=100;
>G:=(k,n,x)->sum(f(k/n)*((2*k-j-1)!)/(((j-1)!)*((k-j)!)*((k)!)
*(2ˆ(3*k-5*j/2)))*(n*x)ˆj,j=1..k);
>for i from 1 to m do
>Gt:=Gt+simplify(G(i,n,x))
>end do:
>B:=unapply(exp(-2*(sqrt(2)-1)*n*x)*Gt,n):
>p1:=plot(evalf(simplify(B(10))),x=0..2,color=red):
>p2:=plot(evalf(simplify(B(20))),x=0..2,color=blue):
>p3:=plot(evalf(simplify(B(50))),x=0..2,color=green):
>p4:=plot(f(x),x=0..2,color=black):
>display(p1,p2,p3,p4);
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Multivariate Voronovskaya asymptotic
expansions for general singular operators

George A. Anastassiou

Abstract. In this article we continue with the study of approximation proper-
ties of smooth general singular integral operators over RN , N ≥ 1. We produce
multivariate Voronovskaya asymptotic type results and give quantitative results
regarding the rate of convergence of multivariate singular integral operators to
unit operator. We list specific multivariate singular integral operators that fulfill
our theory.
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Keywords: Multivariate general singular operator, multivariate Picard, Gauss-
Weierstrass, Poisson Cauchy and trigonometric singular integrals, multivariate
Voronovskaya type asymptotic expansion, rate of convergence.

1. Introduction

The main motivation for this work comes from [2], [3], [4]. We present here multi-
variate Voronovskaya type asymptotic expansions regarding the multivariate singular
integral operators, see Theorem 2.2 and Corolaries 2.3, 2.4. In Theorem 2.6 we give
the simultaneous corresponding Voronovskaya asymptotic expansion for our opera-
tors. Our expansions give also the rate of convergence of multivariate general singular
integral operators to unit operator. In section 3 we list the multivariate singular Pi-
card, Gauss Weierstrass, Poisson-Cauchy and Trigonometric operators that fulfill our
results.

2. Main results

Here r ∈ N, m ∈ Z+, we define

α
[m]
j,r :=


(−1)r−j

(
r
j

)
j−m, if j = 1, 2, ..., r,

1−
r∑

j=1

(−1)r−j

(
r
j

)
j−m, if j = 0,

(2.1)
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and

δ
[m]
k,r :=

r∑
j=1

α
[m]
j,r j

k, k = 1, 2, ...,m ∈ N. (2.2)

See that
r∑

j=0

α
[m]
j,r = 1, (2.3)

and

−
r∑

j=1

(−1)r−j

(
r
j

)
= (−1)r

(
r
0

)
. (2.4)

Let µξn
be a probability Borel measure on RN , N ≥ 1, ξn > 0, n ∈ N.

We now define the multiple smooth singular integral operators

θ[m]
r,n (f ;x1, ..., xN ) :=

r∑
j=0

α
[m]
j,r

∫
RN

f (x1 + s1j, x2 + s2j, ..., xN + sN j) dµξn (s) ,

(2.5)
where s := (s1, ..., sN ), x := (x1, ..., xN ) ∈ RN ; n, r ∈ N, m ∈ Z+, f : RN → R is a
Borel measurable function, and also (ξn)n∈N is a bounded sequence of positive real
numbers.

The above θ[m]
r,n are not in general positive operators and they preserve constants,

see [1].
We make

Remark 2.1. Here f ∈ Cm
(
RN
)
, m,N ∈ N. Let l = 0, 1, ...,m. The lth order partial

derivative is denoted by fα := ∂αf
∂xα , where α := (α1, ..., αN ), αi ∈ Z+, i = 1, ..., N and

|α| :=
N∑

i=1

αi = l.

Consider gz (t) := f (x0 + t (z − x0)), t ≥ 0; x0, z ∈ RN .
Then

g(j)
z (t) =

( N∑
i=1

(zi − x0i)
∂

∂xi

)j

f

 (x01 + t (z1 − x01) , ..., x0N + t (zN − x0N )) ,

(2.6)
for all j = 0, 1, ...,m.

In particular we choose z = (z1, ..., zN ) = (x1 + s1j, x2 + s2j, ..., xN + sN j) =
x+sj, and x0 = (x01, ..., x0N ) = (x1, x2, ..., xN ) = x, to get gx+sj (t) := f (x+ t (sj)) .

Notice gx+sj (0) = f (x) .
Also for j̃ = 0, 1, ...,m− 1 we have

g
(j̃)
x+sj (0) =

∑
|α|=j̃

 j̃!
N∏

i=1

αi!


(

N∏
i=1

(sij)
αi

)
fα (x) . (2.7)
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Furthermore we get

g
(m)
x+sj (θ)
m!

=
∑
|α|=m

 1
N∏

i=1

αi!


(

N∏
i=1

(sij)
αi

)
fα (x+ θ (sj)) , (2.8)

0 ≤ θ ≤ 1.

For j̃ = 1, ...,m − 1, and α := (α1, ..., αN ) , αi ∈ Z+, i = 1, ..., N, |α| :=
N∑

i=1

αi = j̃,

we define

cα,n,̃j := cα,n :=
∫

RN

N∏
i=1

sαi
i dµξn (s1, ..., sN ) . (2.9)

Consequently we obtain
m∑

j̃=1

∫
RN g

(j̃)
x+sj (0) dµξn (s)

j̃!

=
m−1∑
j̃=1

j j̃


∑
|α|=j̃

 1
N∏

i=1

αi!

 cα,nfα (x)

 . (2.10)

Next we observe by multivariate Taylor’s formula that

f (x+ js) = gx+js (1) =
m−1∑
j̃=0

g
(j̃)
x+js (0)

j̃!
+
g
(m)
x+js (θ)
m!

, (2.11)

where θ ∈ (0, 1). Which leads to∫
RN

(f (x+ sj)− f (x)) dµξn (s) (2.12)

=
m−1∑
j̃=1

j j̃


∑
|α|=j̃

1(
N∏

i=1

αi!

)cα,n,̃jfα (x)



+jm
∑
|α|=m

 1
N∏

i=1

αi!


∫

RN

N∏
i=1

sαi
i fα (x+ θsj) dµξn

(s) .
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Hence

θ[m]
r,n (f ;x)− f (x) =

r∑
j=0

α
[m]
j,r

∫
RN

(f (x+ sj)− f (x)) dµξn (s)

=
m−1∑
j̃=1

r∑
j=1

α
[m]
j,r j

j̃


∑
|α|=j̃

1(
N∏

i=1

αi!

)cα,n,̃jfα (x)

 (2.13)

+
r∑

j=1

α
[m]
j,r j

m
∑
|α|=m

 1
N∏

i=1

αi!


∫

RN

N∏
i=1

sαi
i fα (x+ θsj) dµξn (s)

=
m−1∑
j̃=1

δ
[m]

j̃,r


∑
|α|=j̃

cα,n,̃jfα (x)(
N∏

i=1

αi!

)
 (2.14)

+
∑
|α|=m

 1
N∏

i=1

αi!


∫

RN

(
N∏

i=1

sαi
i

) r∑
j=1

(−1)r−j

(
r
j

)
fα (x+ θsj)

 dµξn
(s) .

Thus we have

ψ := θ[m]
r,n (f ;x)− f (x)−

m−1∑
j̃=1

δ
[m]

j̃,r


∑
|α|=j̃

cα,n,̃jfα (x)(
N∏

i=1

αi!

)
 (2.15)

=
∑
|α|=m

 1
N∏

i=1

αi!


∫

RN

(
N∏

i=1

sαi
i

) r∑
j=1

(−1)r−j

(
r
j

)
fα (x+ θsj)

 dµξn
(s) .

(2.16)
Call

φα (x, s) :=
r∑

j=1

(−1)r−j

(
r
j

)
fα (x+ θsj) . (2.17)
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Thus

ψ =
∑
|α|=m

 1
N∏

i=1

αi!


∫

RN

(
N∏

i=1

sαi
i

)
φα (x, s) dµξn

(s) . (2.18)

Consider

∆ξn :=
ψ

ξm
n

. (2.19)

Assume fα is bounded for all α : |α| = m, by M > 0. I.e. ‖fα‖∞ ≤M . Therefore

|φα (x, s)| ≤

 r∑
j=1

(
r
j

)M = (2r − 1)M. (2.20)

Consequently

|∆ξn
| ≤ (2r − 1)M

ξm
n


∑
|α|=m

 1
N∏

i=1

αi!


∫

RN

(
N∏

i=1

|si|αi

)
dµξn

(s)

 . (2.21)

Assume for |α| = m that

ξ−m
n

∫
RN

(
N∏

i=1

|si|αi

)
dµξn

(s) ≤ ρ, for any (ξn)n∈N . (2.22)

Therefore

|∆ξn
| ≤ (2r − 1)Mρ


∑
|α|=m

1(
N∏

i=1

αi!

)
 =: λ, λ > 0. (2.23)

Hence
|ψ|
ξm
n

≤ λ and
|ψ| ξγ

n

ξm
n

≤ λξγ
n → 0, (2.24)

where 0 < γ ≤ 1, as ξn → 0 + .

I.e.
|ψ|
ξm−γ
n

→ 0, as ξn → 0+, (2.25)

which means ψ = 0 (ξm−γ
n ) .

We proved
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Theorem 2.2. Let f ∈ Cm
(
RN
)
, m,N ∈ N,with all ‖fα‖∞ ≤ M, M > 0, all

α : |α| = m. Let ξn > 0, (ξn)n∈N bounded sequence, µξn
probability Borel mea-

sures on RN . Call cα,n,̃j =
∫

RN

(
N∏

i=1

sαi
i

)
dµξn

(s) , all |α| = j̃ = 1, ...,m− 1. Assume

ξ−m
n

∫
RN

(
N∏

i=1

|si|αi

)
dµξn

(s) ≤ ρ, all α : |α| = m, ρ > 0, for any such (ξn)n∈N . Also

0 < γ ≤ 1, x ∈ RN . Then

θ[m]
r,n (f ;x)− f (x) =

m−1∑
j̃=1

δ
[m]

j̃,r


∑
|α|=j̃

cα,n,̃jfα (x)(
N∏

i=1

αi!

)
+ 0

(
ξm−γ
n

)
. (2.26)

When m = 1 the sum collapses.
Above we assume θ[m]

r,n (f ;x) ∈ R, ∀ x ∈ RN .

Corollary 2.3. Let f ∈ C1
(
RN
)
, N ≥ 1,with all

∥∥∥ ∂f
∂xi

∥∥∥
∞
≤ M, M > 0, i = 1, ..., N .

Let ξn > 0, (ξn)n∈N bounded sequence, µξn
probability Borel measures on RN . Assume

ξ−1
n

∫
RN

|si| dµξn
(s) ≤ ρ, all i = 1, ..., N, (2.27)

ρ > 0, for any such (ξn)n∈N . Also 0 < γ ≤ 1, x ∈ RN . Then

θ[1]r,n (f ;x)− f (x) = 0
(
ξ1−γ
n

)
. (2.28)

Above we assume θ[1]r,n (f ;x) ∈ R, ∀ x ∈ RN .

Corollary 2.4. Let f ∈ C2
(
R2
)
, with all

∥∥∥∂2f
∂x2

1

∥∥∥
∞
,
∥∥∥∂2f

∂x2
2

∥∥∥
∞
,
∥∥∥ ∂2f

∂x1∂x2

∥∥∥
∞
≤M, M > 0.

Let ξn > 0, (ξn)n∈N bounded sequence, µξn probability Borel measures on R2.
Call

c1 =
∫

R2
s1dµξn

(s) , c2 =
∫

R2
s2dµξn

(s) . (2.29)

Assume

ξ−2
n

∫
R2
s21dµξn (s) , ξ−2

n

∫
R2
s22dµξn (s) , ξ−2

n

∫
R2
|s1| |s2| dµξn (s) ≤ ρ,

ρ > 0, for any such (ξn)n∈N . Also 0 < γ ≤ 1, x ∈ R2. Then

θ[2]r,n (f ;x)− f (x) = (2.30) r∑
j=1

α
[2]
j,rj

(c1 ∂f
∂x1

(x) + c2
∂f

∂x2
(x)
)

+ 0
(
ξ2−γ
n

)
.

We continue with



Multivariate Voronovskaya asymptotic expansions 71

Theorem 2.5. Let f ∈ Cl
(
RN
)
, l, N ∈ N. Here µξn

is a Borel probability measure on
RN , ξn > 0, (ξn)n∈N a bounded sequence. Let β := (β1, ..., βN ), βi ∈ Z+, i = 1, ..., N ;

|β| :=
N∑

i=1

βi = l. Here f (x+ sj), x, s ∈ RN , is µξn
-integrable wrt s, for j = 1, ..., r.

There exist µξn-integrable functions hi1,j , hβ1,i2,j , hβ1,β2,i3,j , ..., hβ1,β2,...,βN−1,iN ,j ≥ 0
(j = 1, ..., r) on RN such that∣∣∣∣∂i1f (x+ sj)

∂xi1
1

∣∣∣∣ ≤ hi1,j (s) , i1 = 1, ..., β1, (2.31)

∣∣∣∣∣∂β1+i2f (x+ sj)

∂xi2
2 ∂x

β1
1

∣∣∣∣∣ ≤ hβ1,i2,j (s) , i2 = 1, ..., β2,

...∣∣∣∣∣∂β1+β2+...+βN−1+iN f (x+ sj)

∂xiN

N ∂x
βN−1
N−1 ...∂x

β2
2 ∂xβ1

1

∣∣∣∣∣ ≤ hβ1,β2,...,βN−1,iN ,j (s) , iN = 1, ..., βN ,

∀ x, s ∈ RN .
Then, both of the next exist and(

θ[m]
r,n (f ;x)

)
β

= θ[m]
r,n (fβ ;x) . (2.32)

Proof. By H. Bauer [5], pp. 103-104. �

We finish with

Theorem 2.6. Let f ∈ Cm+l
(
RN
)
, m, l,N ∈ N. Assumptions of Theorem 2.5

are valid. Call γ = 0, β. Assume ‖fγ+α‖∞ ≤ M, M > 0, for all α : |α| =
m. Let ξn > 0, (ξn)n∈N bounded sequence, µξn probability Borel measures on

RN . Call cα,n,̃j =
∫

RN

(
N∏

i=1

sαi
i

)
dµξn

(s) , all |α| = j̃ = 1, ...,m − 1. Assume

ξ−m
n

∫
RN

(
N∏

i=1

|si|αi

)
dµξn (s) ≤ ρ, all α : |α| = m, ρ > 0, for any such (ξn)n∈N .

Also 0 < γ ≤ 1, x ∈ RN . Then

(
θ[m]

r,n (f ;x)
)

γ
− fγ (x) =

m−1∑
j̃=1

δ
[m]

j̃,r


∑
|α|=j̃

cα,n,̃jfγ+α (x)(
N∏

i=1

αi!

)
+ 0

(
ξm−γ
n

)
. (2.33)

When m = 1 the sum collapses.
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3. Applications

Let all entities as in section 2. We define the following specific operators:
i) The general multivariate Picard singular integral operators:

P [m]
r,n (f ;x1, ..., xN ) :=

1

(2ξn)N

r∑
j=0

α
[m]
j,r · (3.1)

∫
RN

f (x1 + s1j, x2 + s2j, ..., xN + sN j) e−


N∑

i=1

|si|


ξn ds1...dsN .

ii) The general multivariate Gauss-Weierstrass singular integral operators:

W [m]
r,n (f ;x1, ..., xN ) :=

1(√
πξn

)N r∑
j=0

α
[m]
j,r · (3.2)

∫
RN

f (x1 + s1j, x2 + s2j, ..., xN + sN j) e−


N∑

i=1

s2i


ξn ds1...dsN .

iii) The general multivariate Poisson-Cauchy singular integral operators:

U [m]
r,n (f ;x1, ..., xN ) := WN

n

r∑
j=0

α
[m]
j,r · (3.3)

∫
RN

f (x1 + s1j, ..., xN + sN j)
N∏

i=1

1

(s2α
i + ξ2α

n )β
ds1...dsN ,

with α ∈ N, β > 1
2α , and

Wn :=
Γ (β)αξ2αβ−1

n

Γ
(

1
2α

)
Γ
(
β − 1

2α

) . (3.4)

iv) The general multivariate trigonometric singular integral operators:

T [m]
r,n (f ;x1, ..., xN ) := λ−N

n

r∑
j=0

α
[m]
j,r · (3.5)

∫
RN

f (x1 + s1j, ..., xN + sN j)
N∏

i=1

 sin
(

si

ξn

)
si

2β

ds1...dsN ,

where β ∈ N, and

λn := 2ξ1−2β
n π (−1)β

β

β∑
k=1

(−1)k k2β−1

(β − k)! (β + k)!
. (3.6)
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One can apply the results of this article to the operators P [m]
r,n , W

[m]
r,n , U

[m]
r,n , T [m]

r,n

(special cases of θ[m]
r,n ) and derive interesting results. We intend to do that in a future

article.
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1. Introduction

Existence and uniqueness of a fixed point for contraction type mappings in par-
tially ordered metric spaces were discussed first by Ran and Reurings [15] in 2004.
Later, so many results were reported on existence and uniqueness of a fixed point and
its applications in partially ordered metric spaces (see e.g. [1]-[18]).

In 1987, Guo and Lakshmikantham [6] introduced the notion of the coupled fixed
point. The concept of coupled fixed point reconsidered in partially ordered metric
spaces by Bhaskar and Lakshmikantham [5] in 2006. In this remarkable paper, by
introducing the notion of a mixed monotone mapping the authors proved some coupled
fixed point theorems for mixed monotone mapping and considered the existence and
uniqueness of solution for periodic boundary value problem.

The triple (X, d,≤) is called partially ordered metric spaces if (X,≤) is a par-
tially ordered set and (X, d) is a metric space. Further, if (X, d) is a complete metric
space, then the triple (X, d,≤) is called partially ordered complete metric spaces.
Throughout the manuscript, we assume that X 6= ∅ and

Xk = X ×X × · · ·X︸ ︷︷ ︸
k−many

.

Then the mapping ρk : Xk ×Xk → [0,∞) such that

ρk(x, y) := d(x1, y1) + d(x2, y2) + · · ·+ d(xk, yk),

forms a metric on Xk where x = (x1, x2, ..., xk), y = (y1, y2, · · · , yk) ∈ Xk, k ∈ N.
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We state the notions of a mixed monotone mapping and a coupled fixed point
as follows.

Definition 1.1. ([5]) Let (X,≤) be a partially ordered set and F : X × X → X.
The mapping F is said to has the mixed monotone property if F (x, y) is monotone
non-decreasing in x and is monotone non-increasing in y, that is, for any x, y ∈ X,

x1, x2 ∈ X, x1 ≤ x2 ⇒ F (x1, y) ≤ F (x2, y)

and
y1, y2 ∈ X, y1 ≤ y2 ⇒ F (x, y1) ≥ F (x, y2).

Definition 1.2. ([5]) An element (x, y) ∈ X ×X is called a coupled fixed point of the
mapping F : X ×X → X if

x = F (x, y) and y = F (y, x).

In [5] Bhaskar and Lakshmikantham proved the existence of coupled fixed points
for an operator F : X × X → X having the mixed monotone property on (X, d,≤)
by supposing that there exists a k ∈ [0, 1) such that

d(F (x, y), F (u, v)) ≤ k

2
[d(x, u) + d(y, v)] , for all u ≤ x, y ≤ v. (1.1)

under the assumption one of the following condition:

1. Either F is continuous, or
2. (i) if a non-decreasing sequence {xn} → x, then xn ≤ x, ∀n;

(ii) if a non-increasing sequence {yn} → y, then y ≤ yn, ∀n.

Very recently, Borcut and Berinde [1] gave the natural extension of Definition
1.1 and Definition 1.2.

Definition 1.3. Let (X,≤) be a partially ordered set and F : X ×X ×X → X. The
mapping F is said to has the mixed monotone property if for any x, y, z ∈ X

x1, x2 ∈ X, x1 ≤ x2 =⇒ F (x1, y, z) ≤ F (x2, y, z),

y1, y2 ∈ X, y1 ≤ y2 =⇒ F (x, y1, z) ≥ F (x, y2, z),

z1, z2 ∈ X, z1 ≤ z2 =⇒ F (x, y, z1) ≤ F (x, y, z2),

Definition 1.4. Let F : X3 → X. An element (x, y, z) is called a tripled fixed point of
F if

F (x, y, z) = x, F (y, x, y) = y, F (z, y, x) = z.

We recall the main theorem of Borcut and Berinde [1] which is inspired by the
main theorem in [5].
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Theorem 1.5. Let (X,≤, d) be a partially ordered set and suppose there is a metric d
on X such that (X, d) is a complete metric space. Suppose F : X ×X ×X → X such
that F has the mixed monotone property and

d(F (x, y, z), F (u, v, w)) ≤ jd(x, u) + kd(y, v) + ld(z, w), (1.2)

for any x, y, z ∈ X for which x ≤ u, v ≤ y and z ≤ w. Suppose either F is continuous
or X has the following properties:

1. if a non-decreasing sequence xn → x, then xn ≤ x for all n,
2. if a non-increasing sequence yn → y, then y ≤ yn for all n,
3. if a non-decreasing sequence zn → z, then zn ≤ z for all n.

If there exist x0, y0, z0 ∈ X such that x0 ≤ F (x0, y0, z0), y0 ≥ F (y0, x0, z0) and
z0 ≤ F (z0, y0, x0), then there exist x, y, z ∈ X such that

F (x, y, z) = x, F (y, x, y) = y, F (z, y, x) = z,

that is, F has a tripled fixed point.

In this paper, we prove the existence and uniqueness of a tripled fixed point
of F : X3 → X satisfying nonlinear contractions in the context of partially ordered
metric spaces.

2. Existence of a tripled fixed point

In this section we show the existence of a tripled fixed point. For this purpose,
we state the following technical lemma which will be used in the proof of the main
theorem efficiently.

Throughout the paper M = [mij ] is a matrix of real numbers and M t = [mji]
denotes the transpose of M .

Lemma 2.1. Let M =

 a b c
b a + c 0
c b a

 =

 m11 m12 m12

m21 m22 m23

m31 m32 m33

 with a + b + c < 1.

Then for Mn =

 mn
11 mn

12 mn
13

mn
21 mn

22 mn
23

mn
31 mn

32 mn
33

 we have

mn
11 + mn

12 + mn
13 = mn

21 + mn
22 + mn

23 = mn
31 + mn

32 + mn
33 = (a + b + c)n < 1.

Proof. We use mathematical induction. For n = 1,

M =

 a b c
b a + c 0
c b a

 =

 m11 m12 m12

m21 m22 m23

m31 m32 m33

 ,

then by assumption

m11 + m12 + m13 = m21 + m22 + m23 = m31 + m32 + m33 = a + b + c < 1.
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For n = 2,

M2 =

 a b c
b a + c 0
c b a

 a b c
b a + c 0
c b a


=

 a2 + b2 + c2 b (a + c) + ab + bc 2ac

b (a + c) + ab (a + c)2 + b2 bc
b2 + 2ac b (a + c) + ab + bc a2 + c2


M2 =

 m2
11 m2

12 m2
13

m2
21 m2

22 m2
23

m2
31 m2

32 m2
33

 =

 a2 + b2 + c2 b (a + c) + ab + bc 2ac

b (a + c) + ab (a + c)2 + b2 bc
b2 + 2ac b (a + c) + ab + bc a2 + c2


Since (a + b + c)2 = a2 + 2ab + 2ac + b2 + 2bc + c2 then

m2
11 + m2

12 + m2
13 = m2

21 + m2
22 + m2

23

= m2
31 + m2

32 + m2
33

= (a + b + c)2 < 1.

Suppose it is true for an arbitrary n, that is, for Mn =

 mn
11 mn

12 mn
13

mn
21 mn

22 mn
23

mn
31 mn

32 mn
33


we have

mn
11 + mn

12 + mn
13 = mn

21 + mn
22 + mn

23

= mn
31 + mn

32 + mn
33

= (a + b + c)n < 1.

Then,

Mn+1 = MnM =

 mn
11 mn

12 mn
13

mn
21 mn

22 mn
23

mn
31 mn

32 mn
33

 a b c
b a + c 0
c b a


=

 amn
11 + bmn

12 + cmn
13 mn

12 (a + c) + bmn
11 + bmn

13 amn
13 + cmn

11

amn
21 + bmn

22 + cmn
23 mn

22 (a + c) + bmn
21 + bmn

23 amn
23 + cmn

21

amn
31 + bmn

32 + cmn
33 mn

32 (a + c) + bmn
31 + bmn

33 amn
33 + cmn

31


mn+1

11 + mn+1
12 + mn+1

13 = amn
11 + bmn

12 + cmn
13 + mn

12 (a + c)
+bmn

11 + bmn
13 + amn

13 + cmn
11

= mn
11(a + b + c) + mn

12(a + b + c) + mn
13 (a + b + c)

= (mn
11 + mn

12 + mn
13) (a + b + c)

= (a + b + c)n (a + b + c) < 1.

Analogously we get that

mn+1
21 + mn+1

22 + mn+1
23 = mn+1

31 + mn+1
32 + mn+1

33

= (a + b + c)n+1 < 1

�

Theorem 2.2. Let (X, d,≤) be a partially ordered complete metric space. Let F : X3 →
X be a mapping having the mixed monotone property on X. Assume that there exist
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non-negative numbers a, b, c and L such that a + b + c < 1 for which

d(F (x, y, z), F (u, v, w)) ≤ ad(x, u) + bd(y, v) + cd(z, w)

+Lmin


d(F (x, y, z), x), d(F (x, y, z), y), d(F (x, y, z), z),
d(F (x, y, z), u), d(F (x, y, z), v), d(F (x, y, z), w),
d(F (u, v, w), x), d(F (u, v, w), y), d(F (u, v, w), z),
d(F (u, v, w), u), d(F (u, v, w), v), d(F (u, v, w), w)

 ,
(2.1)

for all x ≥ u, y ≤ v, z ≥ w. Assume that X has the following properties:

(a) F is continuous, or,
(b) (i) if non-decreasing sequence xn → x (respectively, zn → z), then xn ≤ x

(respectively, zn ≤ z), for all n,
(ii) if non-increasing sequence yn → y, then yn ≥ y for all n.

If there exist x0, y0, z0 ∈ X such that

x0 ≤ F (x0, y0, z0), y0 ≥ F (y0, x0, y0), z0 ≤ F (x0, y0, z0)

then there exist x, y, z ∈ X such that

F (x, y, z) = x and F (y, x, y) = y and F (z, y, x) = z

Proof. We construct a sequence {(xn, yn, zn)} in the following way: Set

x1 = F (x0, y0, z0) ≥ x0, y1 = F (y0, x0, y0) ≤ y0, z1 = F (z0, y0, x0) ≥ z0,

and by the mixed monotone property of F , for n ≥ 1, inductively we get

xn = F (xn−1, yn−1, zn−1) ≥ xn−1 ≥ · · · ≥ x0,
yn = F (yn−1, xn−1, yn−1) ≤ yn−1 ≤ · · · ≤ y0,
zn = F (zn−1, yn−1, xn−1) ≥ zn−1 ≥ · · · ≥ z0.

(2.2)

Moreover,

d(xn, xn+1) ≤ ad(xn−1, xn) + bd(yn−1, yn) + cd(zn−1, zn)

+Lmin


d(xn, xn−1), d(xn, yn−1), d(xn, zn−1),

d(xn, xn), d(xn, yn), d(xn, zn),
d(xn+1, xn−1), d(xn+1, yn−1), d(xn+1, zn−1),

d(xn+1, xn), d(xn+1, yn), d(xn+1, zn),


≤ ad(xn−1, xn) + bd(yn−1, yn) + cd(zn−1, zn)

(2.3)

d(yn, yn+1) ≤ ad(yn−1, yn) + bd(xn−1, xn) + cd(yn−1, yn)

+Lmin


d(yn, yn−1), d(yn, xn−1), d(yn, yn−1),

d(yn, yn), d(yn, xn), d(yn, yn),
d(yn+1, yn−1), d(yn+1, xn−1), d(yn+1, yn−1),

d(yn+1, yn), d(yn+1, yn), d(yn+1, yn),


≤ (a + c)d(yn−1, yn) + bd(xn−1, xn)

(2.4)
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and
d(zn, zn+1) ≤ ad(zn−1, zn) + bd(yn−1, yn) + cd(xn−1, xn)

+Lmin


d(zn, xn−1), d(zn, yn−1), d(zn, zn−1),

d(zn, zn), d(zn, yn), d(zn, xn),
d(zn+1, xn−1), d(zn+1, yn−1), d(zn+1, zn−1),

d(zn+1, zn), d(zn+1, yn), d(zn+1, xn),


≤ ad(zn−1, zn) + bd(yn−1, yn) + cd(xn−1, xn)

(2.5)

Thus, from by (2.3)-(2.5) and Lemma 2.1, we obtain that

Dn+1 ≤ MDn ≤ · · · ≤ MnD1 (2.6)

where

Dn+1 =

 d(xn, xn+1)
d(yn, yn+1)
d(zn, zn+1)

 and M =

 a b c
b a + c 0
c b a

 = [mij ] as in Lemma 2.1.

We show that {xn},{yn} and {zn} are Cauchy sequences.
Due to Lemma 2.1 and (2.6), we have

d(xp, xq) ≤ d(xp, xp−1) + d(xp−1, xp−2) + · · ·+ d(xq+1, xp)

≤

 mp
11

mp
12

mp
13

t

D1 +

 mp−1
11

mp−1
12

mp−1
13

t

D1 + · · ·+

 mq+1
11

mq+1
12

mq+1
13

t

D1

=

 mq+1
11 + · · ·+ mp−1

11 + mp
11

mq+1
12 + · · ·+ mp−1

12 + mp
12

mq+1
13 + · · ·+ mp−1

13 + mp
13

t

D1

≤ (mq+1
11 + · · ·+ mp−1

11 + mp
11)d(x1, x0)

+(mq+1
12 + · · ·+ mp−1

12 + mp
12)d(y1, y0)

+(mq+1
13 + · · ·+ mp−1

13 + mp
13)d(z1, z0)

≤ (kq + kq+1 + · · ·+ kp−1)d(x1, x0)
+(kq + kq+1 + · · ·+ kp−1)d(y1, y0)
+(kq + kq+1 + · · ·+ kp−1)d(z1, z0)

= (kq + kq+1 + · · ·+ kp−1)(d(x1, x0) + d(y1, y0) + d(z1, z0))
≤ kq 1−kp−q

1−k (d(x1, x0) + d(y1, y0) + d(z1, z0))

(2.7)

where k = a+b+c < 1. Thus (2.7) yields that {xn} is a Cauchy sequence. Analogously,
one can show {yn} and {zn} are Cauchy sequences.

Since X is a complete metric space, there exist x, y, z ∈ X such that

lim
n→∞

xn = x, lim
n→∞

yn = y and lim
n→∞

zn = z. (2.8)

Now, suppose that assumption (a) holds. Taking the limit as n →∞ in (2.2) and by
(2.8), we get

x = limn→∞ xn = limn→∞ F (xn−1, yn−1, zn−1)
= F (limn→∞ xn−1, limn→∞ yn−1, limn→∞ zn−1)
= F (x, y, z)
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and
y = limn→∞ yn = limn→∞F (yn−1, xn−1, yn−1)

= F (limn→∞ yn−1, limn→∞xn−1, limn→∞ yn−1)
= F (y, x, y)

z = limn→∞ zn = limn→∞ F (zn−1, yn−1, xn−1)
= F (limn→∞ zn−1, limn→∞ yn−1, limn→∞ xn−1)
= F (z, y, x).

Thus we proved that x = F (x, y, z), y = F (y, x, y) and z = F (z, y, x).
Finally, suppose that (b) holds. Since {xn} (respectively, {zn} ) is non-decreasing

sequence and xn → x (respectively, zn → z ) and as {yn} is non-increasing sequence
and yn → y ,by assumption (b), we have xn ≥ x (respectively, zn ≥ z ) and yn ≤ y
for all n. We have

d(F (xn, yn, zn), F (x, y, z)) ≤ ad(xn, x) + bd(yn, y) + cd(zn, z)

+Lmin



d(F (xn, yn, zn), x), d(F (xn, yn, zn), y),
d(F (xn, yn, zn), z), d(F (xn, yn, zn), xn),
d(F (xn, yn, zn), yn), d(F (xn, yn, zn), zn),

d(F (x, y, z), x), d(F (x, y, z), y),
d(F (x, y, z), z), d(F (x, y, z), xn),
d(F (x, y, z), yn), d(F (x, y, z), zn),


(2.9)

Taking n →∞ in (2.9) we get d(x, F (x, y, z)) ≤ 0 which implies F (x, y, z) = x.
Analogously, we can show that F (y, x, y) = y and F (z, y, x) = z.
Therefore, we proved that F has a tripled fixed point. �

Corollary 2.3. (Main Theorem of [1]) Let (X, d,≤) be a partially ordered complete
metric space. Suppose F : X × X × X → X such that F has the mixed monotone
property and

d(F (x, y, z), F (u, v, w)) ≤ jd(x, u) + kd(y, v) + ld(z, w), (2.10)

for any x, y, z ∈ X for which x ≤ u, v ≤ y and z ≤ w. Suppose either F is continuous
or X has the following properties:

1. if a non-decreasing sequence xn → x, then xn ≤ x for all n,
2. if a non-increasing sequence yn → y, then y ≤ yn for all n,
3. if a non-decreasing sequence zn → z, then zn ≤ z for all n.

If there exist x0, y0, z0 ∈ X such that x0 ≤ F (x0, y0, z0), y0 ≥ F (y0, x0, z0) and
z0 ≤ F (z0, y0, x0), then there exist x, y, z ∈ X such that

F (x, y, z) = x, F (y, x, y) = y, F (z, y, x) = z,

that is, F has a tripled fixed point.

Proof. Taking L = 0 in Theorem (2.2), we obtain Corollary 2.3. �
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3. Uniqueness of tripled fixed point

In this section we shall prove the uniqueness of tripled fixed point. For a partially
ordered set (X,≤), we endow the product X×X×X with the following partial order
relation: for all (x, y, z), (u, v, w) ∈ (X ×X),

(x, y, z) ≤ (u, v, w) ⇔ x ≤ u, y ≥ v and z ≤ w.

We say that (x, y, z) is equal to (u, v, r) if and only if x = u, y = v, z = r.

Theorem 3.1. In addition to hypotheses of Theorem 2.2, suppose that for all
(x, y, z), (u, v, r) ∈ X × X × X, there exists (a, b, c) ∈ X × X × X that is compa-
rable to (x, y, z) and (u, v, r), then F has a unique triple fixed point.

Proof. The set of triple fixed point of F is not empty due to Theorem 2.2. Assume,
now, (x, y, z) and (u, v, r) are the triple fixed points of F , that is,

F (x, y, z) = x, F (u, v, r) = u,
F (y, x, y) = y, F (v, u, v) = v,
F (z, y, x) = z, F (r, v, u) = r,

We shall show that (x, y, z) and (u, v, r) are equal. By assumption, there exists
(p, q, s) ∈ X × X × X that is comparable to (x, y, z) and (u, v, r). Define sequences
{pn}, {qn} and {sn} such that

p = p0, q = q0, s = s0, and

pn = F (pn−1, qn−1, sn−1),
qn = F (qn−1, pn−1, qn−1),
sn = F (sn−1, qn−1, pn−1),

(3.1)

for all n. Since (x, y, z) is comparable with (p, q, s), we may assume that (x, y, z) ≥
(p, q, s) = (p0, q0, s0). Recursively, we get that

(x, y, z) ≥ (pn, qn, sn) for all n. (3.2)

By (3.2) and (2.1), we have

d(x, pn+1) = d(F (x, y, z), F (pn, qn, sn))
≤ ad(x, pn) + bd(y, qn) + cd(z, sn)

+Lmin



d(F (x, y, z), x), d(F (x, y, z), y),
d(F (x, y, z), z), d(F (x, y, z), pn),
d(F (x, y, z), qn), d(F (x, y, z), sn),

d(F (pn, qn, sn), x), d(F (pn, qn, sn), y),
d(F (pn, qn, sn), z), d(F (pn, qn, sn), pn),
d(F (pn, qn, sn), qn), d(F (pn, qn, sn), sn)


≤ ad(x, pn) + bd(y, qn) + cd(z, sn)
≤ kn[d(x, p0) + d(y, q0) + d(z, s0)]

(3.3)

where
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d(qn+1, y) = d(F (qn, pn, qn), F (y, x, y))
≤ ad(y, qn) + bd(x, pn) + cd(y, qn)

+Lmin



d(F (y, x, y), y), d(F (y, x, y), x),
d(F (y, x, y), y), d(F (y, x, y), qn),
d(F (y, x, y), pn), d(F (y, x, y), qn),

d(F (F (qn, pn, qn), y), d(F (qn, pn, qn), x),
d(F (qn, pn, qn), y), d(F (qn, pn, qn), qn),
d(F (qn, pn, qn), pn), d(F (pn, qn, sn), qn)


≤ ad(y, qn) + bd(x, pn) + cd(y, qn)
≤ kn[d(x, p0) + d(y, q0) + d(z, s0)]

(3.4)

d(z, sn+1) = d(F (x, y, z), F (pn, qn, sn))
≤ ad(x, pn) + bd(y, qn) + cd(z, sn)

+Lmin



d(F (z, x, y), z), d(F (z, x, y), y),
d(F (z, x, y), x), d(F (z, x, y), sn),
d(F (z, x, y), qn), d(F (z, x, y), pn),

d(F (sn, qn, pn), z), d(F (sn, qn, pn), y),
d(F (sn, qn, pn), x), d(F (sn, qn, pn), sn),
d(F (sn, qn, pn), qn), d(F (sn, qn, pn), pn)


≤ ad(x, pn) + bd(y, qn) + cd(z, sn)
≤ kn[d(x, p0) + d(y, q0) + d(z, s0)]

(3.5)

Letting n →∞ in (3.3) -(3.5), we get

lim
n→∞

d(x, pn+1) = 0, lim
n→∞

d(y, qn+1) = 0, lim
n→∞

d(z, sn+1) = 0. (3.6)

Analogously, we obtain

lim
n→∞

d(u, pn+1) = 0, lim
n→∞

d(v, qn+1) = 0, lim
n→∞

d(r, sn+1) = 0. (3.7)

By (3.6) and (3.7) we have x = u, y = v, z = r. �

4. Examples

In this sections we give some examples to show that our results are effective.

Example 4.1. Let X = [0, 1] with the metric d(x, y) = |x − y|, for all x, y ∈ X and
the usual ordering.
Let F : X3 → X be given by

F (x, y, z) =
4x2 − 4y2 + 8z2 + 8

65
, for all x, y, z, w ∈ X

It is easy to check that all the conditions of Corollary 2.3 are satisfied and ( 1
8 , 1

8 , 1
8 )

is the unique tripled fixed point of F where a = b = 8
65 and c = 16

65 .
But if we changed the space X = [0, 1] with X = [0,∞), then conditions of

Corollary 2.3 are not satisfied anymore. Indeed, F (8, 0, 8) = 776
65 and F (7, 0, 7) = 596

65 .
Thus,d(F (8, 0, 8), F (7, 0, 7)) = 36

13 . On the other hand, d(8, 7) = 1. Thus, there exist
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no non-negative real number a, b, c with a + b + c < 1 and satisfies the conditions of
Corollary 2.3. But, for L = 2 and a = b = 8

65 , c = 16
65 , the conditions of Theorem 2.2

are satisfied. Moreover, (1
8 , 1

8 , 1
8 ) is the unique tripled fixed point of F .

Example 4.2. Let X = [0,∞) with the metric d(x, y) = |x − y|, for all x, y ∈ X and
the following order relation:

x, y ∈ X, x � y ⇔ x = y = 0 or (x, y ∈ (0,∞)and x ≤ y),

where ≤ be the usual ordering.
Let F : X3 → X be given by

F (x, y, z) =
{

1,
0,

if
if

xyz 6= 0
xyz = 0

for all x, y, z ∈ X.
It is easy to check that all the conditions of Corollary 2.3 are satisfied. Applying
Corollary 2.3 we conclude that F has a tripled fixed point. In fact, F has two tripled
fixed points. They are (0, 0, 0) and (1, 1, 1). Therefore, the conditions of Corollary 2.3
are not sufficient for the uniqueness of a tripled fixed point.
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On a bounded critical point theorem of Schechter

Radu Precup

Abstract. A new proof based on Bishop-Phelps’ variational principle is given to
a critical point theorem of Schechter for extrema in a ball of a Hilbert space.
The same technique is used to obtain a similar result in annular domains. Com-
ments on the involved boundary conditions and an application to a two-point
boundary value problem are included. An alternative variational approach to the
compression-expansion Krasnoselskii’s fixed point method is thus provided. In
addition, estimations from below are obtained here for the first time, in terms of
the energetic norm.

Mathematics Subject Classification (2010): 47J30, 58E05, 34B15.

Keywords: Critical point, extremum point, Palais-Smale condition, two-point
boundary value problem.

1. Introduction

Let X be a Hilbert space with inner product (., .) and norm |.| , identified to its
dual, let XR denote the closed ball of X of radius R centered at the origin and let
∂XR be its boundary. In [13], [14], the following critical point theorem for minima
located in XR, in a slightly different form, was proved by using pseudogradients and
deformation arguments.

Theorem 1.1 (Schechter’s theorem for minima). Let F : XR → R be a C1-functional,
bounded from below. There exists a sequence (xn) , xn ∈ XR, such that F (xn) →
inf F (XR) and one of the following two situations holds:

(a) F ′ (xn) → 0;
(b) |xn| = R, (F ′ (xn) , xn) ≤ 0 for all n, and

F ′ (xn)− (F ′ (xn) , xn)
R2

xn → 0. (1.1)

If in addition (F ′ (x) , x) ≥ −a > −∞ for all x ∈ ∂XR, F satisfies a Palais-Smale
type compactness condition guarantying that any sequence as above has a convergent
subsequence, and the boundary condition

F ′ (x) + µx 6= 0 for all x ∈ ∂XR and µ > 0 (1.2)
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holds, then there exists x ∈ XR with

F (x) = inf F (XR) , F ′ (x) = 0.

It is easy to see that under the assumption (F ′ (x) , x) ≥ −a > −∞ for all
x ∈ ∂XR, Theorem 1.1 yields Schechter’s original statement [14, Theorem 5.3.3]:
There exists a sequence (xn) , xn ∈ XR \ {0} , such that

F (xn) → inf F (XR) , (F ′ (xn) , xn) → b ≤ 0 and F ′ (xn)− (F ′ (xn) , xn)
|xn|2

xn → 0.

The dual result for maxima in XR is the following theorem, a slightly modified
form of Theorem 5.5.5 in [14].

Theorem 1.2 (Schechter’s theorem for maxima). Let F : XR → R be a C1-functional,
bounded from above. There exists a sequence (xn) , xn ∈ XR, such that F (xn) →
supF (XR) and one of the following two situations holds:

(a) F ′ (xn) → 0;
(b) |xn| = R, (F ′ (xn) , xn) ≥ 0 for all n, and

F ′ (xn)− (F ′ (xn) , xn)
R2

xn → 0. (1.3)

If in addition (F ′ (x) , x) ≤ a < ∞ for all x ∈ ∂XR, F satisfies a Palais-Smale
type compactness condition guarantying that any sequence as above has a convergent
subsequence, and the boundary condition

F ′ (x) + µx 6= 0 for all x ∈ ∂XR and µ < 0

holds, then there exists x ∈ XR with

F (x) = supF (XR) , F ′ (x) = 0.

In this paper we first present a simple and direct proof of these results using
Bishop-Phelps’ variational principle. Similar results are then obtain for the localiza-
tion of critical points of extremum in annular domains. Comments on the involved
boundary conditions and an application to a two-point boundary value problem are
included. The results are related to those from our previous papers [10] and [11].

We finish this introductory section by the statement of Bishop-Phelps’ theorem
[3], [6].

Theorem 1.3 (Bishop–Phelps’ theorem). Let (M,d) be a complete metric space, ϕ :
M → R lower semicontinuous and bounded from below and ε > 0. Then for any
x0 ∈ M, there exists x ∈ M such that

(i) ϕ(x) ≤ ϕ(x0)− εd(x0, x);
(ii) ϕ(x) < ϕ(y) + εd(y, x) for every y 6= x.

Notice the equivalence of Bishop-Phelps’ theorem and Ekeland’s variational prin-
ciple (see, e.g. [5], [9]).
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2. New proof of Schechter’s theorem

Proof of Theorem 1.1. We apply Bishop-Phelps’ theorem to M = XR, ϕ = F, ε = 1
n

(n ∈ N\ {0}) and x0 ∈ XR with F (x0) ≤ inf F (XR) + 1
n . It follows that there exists

xn ∈ XR such that

F (xn) ≤ F (x0)−
1
n
|xn − x0| ≤ F (x0) ≤ inf F (XR) +

1
n

(2.1)

and
F (xn) < F (y) +

1
n
|y − xn| for every y ∈ XR with y 6= xn. (2.2)

Clearly, (2.1) implies F (xn) → inf F (XR) . Two cases are possible: (c1) There is a
subsequence of (xn) with |xn| < R; (c2) The terms of the sequence (xn) , except
possibly a finite number, belong to ∂XR.

In case (c1), we may suppose that |xn| < R for all n. For a fixed n and any
z ∈ X with |z| = 1, we take y := xn − tz which still belongs to XR, for t > 0 small
enough. Then (2.2) gives us

−t (F ′ (xn) , z) + o (t) +
t

n
> 0.

Dividing by t and letting t tend to zero, we obtain (F ′ (xn) , z) ≤ 1
n , whence |F ′ (xn)| ≤

1
n , that is F ′ (xn) → 0. Thus, in case (c1), property (a) holds.

In case (c2) we may assume that |xn| = R for all n. The key remark is that an
element of the form y = xn − tz with |z| = 1, still belongs to the ball for t > 0 small
enough, whenever (xn, z) > 0. Indeed

|xn − tz|2 = t2 − 2t (xn, z) + R2 ≤ R2

for 0 < t ≤ 2 (xn, z) . Hence, for such a z, we still have de conclusion (F ′ (xn) , z) ≤ 1
n .

By density, the same inequality holds even if (xn, z) = 0. Therefore

(F ′ (xn) , z) ≤ 1
n

for every z ∈ X with |z| = 1 and (xn, z) ≥ 0. (2.3)

Now two subcases are possible: in the first one (F ′ (xn) , xn) > 0 for a subse-
quence, when in view of the above remark, (F ′ (xn) , F ′ (xn)) ≤ 1

n |F
′ (xn)| , that

is |F ′ (xn)| ≤ 1
n . Thus, in this case, F ′ (xn) → 0 and (a) holds. In the second subcase,

(F ′ (xn) , xn) ≤ 0 for all n except possibly a finite number of indices. Then we take in

(2.3) z = 1
|wn|wn, where wn = F ′ (xn)− (F ′(xn),xn)

R2 xn. Clearly (xn, wn) = 0. Hence

(F ′ (xn) , wn) ≤ 1
n
|wn| .

Also, since (xn, wn) = 0, one has

(F ′ (xn) , wn) =
(

F ′ (xn)− (F ′ (xn) , xn)
R2

xn, wn

)
= |wn|2 .

Hence |wn|2 ≤ 1
n |wn| , whence |wn| ≤ 1

n and so wn → 0. Therefore (b) holds.
For the last part of the theorem, it suffices to see that in case (b), under the

additional assumption that (F ′ (x) , x) ≥ −a > −∞ for all x ∈ ∂XR, we may suppose
that the sequence of real numbers (F ′ (xn) , xn) converges to some b ≤ 0. Then, in
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view of the Palais-Smale condition, if at least for a subsequence xn → x, we have
F ′ (x) + µx = 0, where x ∈ ∂XR since |xn| = R, and µ = −b/R2 ≥ 0. The case µ > 0
being excluded by the boundary condition (1.2), it remains that F ′ (x) = 0. �

Proof of Theorem 1.2. Apply Theorem 1.1 to the functional −F. �

3. Critical points of extremum in annular domains

In this section, the same technique based on Bishop-Phelps’ theorem is used in
order to localize critical points of extremum in the annular domain

Xr,R := {x ∈ X : r ≤ |x| ≤ R} ,

where 0 < r < R.

Theorem 3.1. Let F : Xr,R → R be a C1-functional, bounded from below. Then there
exists a sequence (xn) , xn ∈ Xr,R such that F (xn) → inf F (Xr,R) , and one of the
following three situations holds:

(a) F ′ (xn) → 0;
(b) |xn| = r, (F ′ (xn) , xn) ≥ 0 for all n, and

F ′ (xn)− (F ′ (xn) , xn)
r2

xn → 0; (3.1)

(c) |xn| = R, (F ′ (xn) , xn) ≤ 0 for all n, and

F ′ (xn)− (F ′ (xn) , xn)
R2

xn → 0. (3.2)

If in addition

(F ′ (x) , x) ≤ a < ∞ for |x| = r, (F ′ (x) , x) ≥ −a > −∞ for |x| = R, (3.3)

F satisfies a Palais-Smale type compactness condition guaranteeing that any sequence
as above has a convergent subsequence, and the boundary conditions

F ′ (x) + µx 6= 0 for |x| = r and µ < 0; (3.4)
F ′ (x) + µx 6= 0 for |x| = R and µ > 0,

hold, then there exists x ∈ Xr,R with

F (x) = inf F (Xr,R) , F ′ (x) = 0.

Proof. Applying Bishop-Phelps’ theorem on M = Xr,R we find a sequence (xn) of
elements of Xr,R such that F (xn) ≤ inf F (Xr,R) + 1

n and

F (xn) < F (y) +
1
n
|xn − y| for y 6= xn. (3.5)

Then, there must be a subsequence in one of the following cases: (c1) r < |xn| ≤ R;
(c2) |xn| = r. In case (c1) we may repeat the proof of Theorem 1.1 since in view of
the strict inequality |xn| > r, all choices of y of the form xn − tz from that proof are
still possible, that is satisfy |y| ≥ r too, provided that t > 0 is small enough. Hence
in case (c1) one of the situations (a), (c) holds. Assume now that we are in case (c2).
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There exist two subcases: (1) (F ′ (xn) , xn) < 0 for a subsequence. Then we can apply
(3.5) to y = xn − tF ′ (xn) since

|y|2 = r2 − 2t (F ′ (xn) , xn) + t2 |F ′ (xn)|2 ≥ r2 + t2 |F ′ (xn)|2 ≥ r2

for all t > 0. In addition |y| ≤ R if t is small enough. Thus y ∈ Xr,R for sufficiently
small t > 0. Now (3.5) implies

−t (F ′ (xn) , F ′ (xn)) + o (t) +
1
n
|F ′ (xn)| ≥ 0,

whence after dividing by t and passing to the limit with t → 0, we deduce |F ′ (xn)| ≤
1
n , that is (a) also holds in this subcase. Assume now subcase: (2) (F ′ (xn) , xn) ≥ 0 for
all n, except possibly a finite number of indices. Then in (3.5), we take y = xn − tzn,

where t > 0, zn = F ′ (xn)− µnxn and µn = (F ′(xn),xn)
r2 . Since (xn, zn) = 0, we have

|y|2 = r2 − 2t (xn, zn) + t2 |zn|2 = r2 + t2 |zn|2 ≥ r2

for every t > 0. Hence |y| ≥ r. In addition, from |xn| < R, we have |y| ≤ R for all
t > 0 small enough. Thus y ∈ Xr,R and (3.5) applies and yields

(F ′ (xn) , zn) ≤ 1
n
|zn| .

Consequently

|zn|2 = (F ′ (xn)− µnxn, zn) = (F ′ (xn) , zn) ≤ 1
n
|zn| ,

whence |zn| ≤ 1
n and so zn → 0, that is situation (b) holds. The proof of the last part

of the theorem is similar to that of Theorem 1.1. �

Obviously, a dual result of Theorem 3.1 for maxima in annular domains can
easily be stated.

Notice that cone versions of Theorems 1.1, 1.2 and 3.1 can be stated in sets of
the form KR = {x ∈ K : |x| ≤ R} and Kr,R = {x ∈ K : r ≤ |x| ≤ R}, respectively,
where K is a wedge in X, and in particular, a cone (see the forthcoming paper [12]).
Their statement is similar, with the additional cone invariance condition

x− F ′ (x) ∈ K for every x ∈ K. (3.6)

4. Comments on the boundary conditions

4.1. Meaning of the boundary conditions

The meaning of boundary conditions (3.4) and the natural way they are related
to the minimization problem we are concerning with, can be well understood in one-
dimension. Thus, for a C1-function F : D = [−R,−r] ∪ [r, R] → R, conditions (3.4)
reduce to

F ′ (−r) ≥ 0, F ′ (r) ≤ 0, (4.1)
F ′ (−R) ≤ 0, F ′ (R) ≥ 0.
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Indeed, if for example, F ′ (−r) < 0, then taking µ = F ′(−r)
r we have F ′ (−r)+µ·(−r) =

0 where µ < 0, which contradicts (3.4). Similar explanations can be done for the
other three inequalities. Now remembering that we are interested in critical points of
F which minimizes F, that is in points x with F ′ (x) = 0 and F (x) = inf F (D) , we
immediately can see that under conditions (4.1), if at some point x from the boundary
of D, i.e. x ∈ {−R,−r, r, R} , functional F attains its minimum over D, then x must
be a critical point of F, i.e. F ′ (x) = 0.

Therefore, conditions (4.1), and in general conditions (3.4), exclude the possi-
bility for F to attain its minimum at a noncritical point of the boundary.

4.2. Connection with fixed point theory

In case that F ′ has the representation F ′ (x) = x − N (x) , when the critical
points of F are the fixed points of N, conditions (3.4) read as follows

N (x) 6= λx for |x| = r and λ < 1,

N (x) 6= λx for |x| = R and λ > 1,

and can be seen as a compression property of N over the annular domain Xr,R. The
corresponding boundary conditions for the dual result for maxima are

N (x) 6= λx for |x| = r and λ > 1,

N (x) 6= λx for |x| = R and λ < 1,

and expresses an expansion property of N over Xr,R.
Thus we may say that compression is related to minima, while expansion is

related to maxima.

5. Application to boundary value problems

In this section we present a variational method for localization in annular do-
mains of the solutions of boundary value problems, as an alternative approach to
Krasnoselskii’s fixed point method intensively used in the literature (see, e.g. [1], [2],
[4], [7], [8], [15]). By our knowledge, this is for the first time that estimations from
below are obtained in terms of the energetic norm. We shall discuss the two-point
boundary value {

−u′′ (t) = f (u (t)) , t ∈ [0, 1]
u (0) = u (1) = 0,

(5.1)

where f is a continuous function on R, nonnegative and nondecreasing on R+. We
seek positive solutions which are symmetric with respect to the middle of the interval
[0, 1] , that is u (1− t) = u (t) for every t ∈

[
0, 1

2

]
. Thus we shall consider the Hilbert

space

X = Ĥ1
0 (0, 1) :=

{
u ∈ H1

0 (0, 1) : u (1− t) = u (t) for all t ∈
[
0,

1
2

]}
,

endowed with the inner product

(u, v) =
∫ 1

0

u′ (t) v′ (t) dt
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and norm

|u| =
(∫ 1

0

u′ (t)2 dt

)1/2

=

(
2
∫ 1

2

0

u′ (t)2 dt

)1/2

.

We also consider the functional

F : Ĥ1
0 (0, 1) → R, F (u) =

∫ 1

0

(
1
2
u′ (t)2 − g (u (t))

)
dt,

where g (τ) =
∫ τ

0

f (s) ds. Clearly F is a C1-functional and

F ′ (u) = u−N (u) , (5.2)

where

N (u) (t) =
∫ 1

0

G (t, s) f (u (s)) ds,

and G is the Green function G (t, s) = s (1− t) for 0 ≤ s ≤ t ≤ 1, G (t, s) = t (1− s)
for 0 ≤ t < s ≤ 1. Hence the solutions of (5.1) are critical points of F. Note that F is
bounded from below on each ball of its domain. Indeed, if |u| ≤ R, then

|u (t)| =
∣∣∣∣∫ t

0

u′ (s) ds

∣∣∣∣ ≤ (∫ 1

0

12ds

)1/2(∫ 1

0

u′ (s)2 ds

)1/2

≤ R (5.3)

for all t ∈ [0, 1] . Hence

F (u) ≥ −
∫ 1

0

g (u (t)) dt ≥ − max
|τ |≤R

g (τ) > −∞.

Theorem 5.1. Let f : R → R be a continuous function, nondecreasing on R+, with
f(τ) > 0 for all τ > 0. Assume that there are two numbers 0 < r < R such that

f

(
3r

25

)
≥ 125r

9
, (5.4)

f (R) ≤ R. (5.5)

Then (5.1) has a nonnegative concave solution u with 3r
25 ≤ u

(
1
5

)
≤ R, which mini-

mizes F on the set of all nonnegative functions v ∈ Ĥ1
0 (0, 1) satisfying r ≤ |v| ≤ R.

Proof. We shall apply the cone version of Theorem 3.1, where the cone is K =
Ĥ1

0 (0, 1;R+) . First note that the boundedness conditions (3.3) are satisfied in view
of (5.2) and of the property of N of sending bounded sets into bounded sets. Also, the
Palais-Smale condition holds due to the complete continuity of the operator N, and
the invariance condition (3.6) is guaranteed by the positivity of N. Thus it remains to
check the boundary conditions (3.4). Assume first that the condition corresponding
to the sphere |u| = R does not hold. Then there is u ∈ Ĥ1

0 (0, 1;R+) with |u| = R
and µ > 0 such that F ′ (u) + µu = 0. Then N (u) = (1 + µ)u, that is

−u′′ (t) =
1

1 + µ
f (u (t)) on [0, 1] and u (0) = u (1) = 0. (5.6)
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Clearly, since f is nonnegative, u is concave. In addition since u is symmetric with
respect to 1/2, u is increasing on [0, 1/2] and decreasing on [1/2, 1] . If we multiply by
u (t) , we integrate over [0, 1] , and we take into account (5.3), we obtain

R2 = |u|2 =
1

1 + µ

∫ 1

0

f (u (t))u (t) dt <

∫ 1

0

f (u (t))u (t) dt ≤ f (R) R,

which contradicts (5.5). Next assume that the boundary condition on the sphere
|u| = r does not hold. Then, for some u ∈ Ĥ1

0 (0, 1;R+) with |u| = r and µ < 0, we
have F ′ (u) + µu = 0, that is N (u) = (1 + µ)u, or equivalently (5.6), where this time

1
1+µ > 1. Now fix any number a ∈ (0, 1/2) and as above, after multiplication and
integration, obtain

r2 = |u|2 =
1

1 + µ

∫ 1

0

f (u (t))u (t) dt >

∫ 1

0

f (u (t))u (t) dt (5.7)

= 2
∫ 1

2

0

f (u (t))u (t) dt ≥ 2
∫ 1

2

a

f (u (t))u (t) dt ≥ 2
(

1
2
− a

)
f (u (a))u (a) .

On the other hand, u′ being decreasing, we have

u (a) =
∫ a

0

u′ (t) dt ≥ au′ (a) . (5.8)

In addition it is not difficult to prove the inequality

u′ (a) ≥ (1− 2a)u′ (0) . (5.9)

Indeed, if we let φ (t) = u′ (t)− (1− 2t) u′ (0) for t ∈
[
0, 1

2

]
, then

φ′ (t) = u′′ (t) + 2u′ (0) = − 1
1 + µ

f (u (t)) + 2u′ (0) .

Since f (u (t)) is increasing on [0, 1/2] , we deduce that φ′ is decreasing, so φ is concave.
In addition φ (0) = φ (1/2) = 0. Hence φ (t) ≥ 0 for all t ∈ [0, 1/2] . Thus (5.9) is true.
An other remark is that

r2 =
∫ 1

0

u′ (t)2 dt = 2
∫ 1

2

0

u′ (t)2 dt ≤ u′ (0)2 ,

whence
u′ (0) ≥ r. (5.10)

Now (5.8), (5.9) and (5.10) give u (a) ≥ a (1− 2a) r. This together with (5.7) implies

r2 > a (1− 2a)2 f (a (1− 2a) r) r,

that is
f (a (1− 2a) r) <

r

a (1− 2a)2
.

For a = 1/5 this contradicts (5.4). Therefore all the assumptions of the cone version
of Theorem 3.1 hold. �
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Finally we note that Theorem 3.1 in abstract setting and Theorem 5.1 for a con-
crete application, immediately yield multiplicity results of solutions if their hypotheses
are satisfied for several finitely or infinitely many pairs of numbers r, R.
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Abstract. On a Lorentz manifold (M,g) we consider a timelike, parallel and uni-
tary vector field Z. We define the Z-length of a curve and we obtain their first
and second variation.
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1. Introduction

In 1988 Dan I. Papuc has started the study of differential manifold endowed
with a field of tangent cones. This mathematical structure includes also the Lorentz
manifold (M, g) with the cone of future directed, timelike vector fields. The future-
directed cone is defined by normalized vector field Z. So, we have in each point p ∈ M
the structure (TpM,Kp) where Kp = {v ∈ TpM | g(v, v) ≤ 0, g(v, Zp) < 0}. This
implies a Krein space where the following order relation is defined:

v ≤ w if and only if v − w ∈ Kp

Moreover, this order relation involves the definition of a norm [3], [4] named Z-norm
through:

|v|Zp = inf{λ ≥ 0 | − λZp ≤ v ≤ λZp}
The expression of the Z- norm is by [5]:

|v|Zp = |g(v, Zp)|+
√

g(v, v) + [g(v, Zp)]2

For a smooth curve λ : [a, b] → M , we define its Z- length the value:

LZ(λ) =
∫ b

a

|λ′(t)|Zp
dt

=
∫ b

a

{
|g(λ′(t), Zλ(t))|+

√
g(λ′(t), λ′(t)) + g2(λ′(t), Zλ(t))

}
dt



98 Sorin Noaghi

We state that the curve λ : [a, b] → M is Z-global in x0 = λ(t0) if λ′(t0) and
Zλ(t) are collinear.
For the calculus of the first variation we need to consider some restrictive hypotheses:
A) The future-directed, normalized, timelike vector field Z is parallel, this meaning

∇XZ = 0, ∀X ∈ X (M).

B) The curve λ, λ : [a, b] → M is not Z-global in any of its points.
For this hypothesis we make the following remarks:

Remark 1.1. The necessary condition for B) hypothesis involves h(λ′(t), λ′(t)) 6= 0
where h(X, Y ) = g(X, Y ) + g(X, Z)g(Y,Z).

We have h(X, X) = 0 ⇔ Gram{X.Z} =
∣∣∣∣ g(X, X) g(X, Z)

g(Z,X) g(Z,Z)

∣∣∣∣ = 0 ⇔ {X, Z}

are collinear.

Remark 1.2. If φ : (−ε, ε)× [tp, tg] → M is a piecewise smooth variation of a timelike,
future directed curve λ which is not Z-global, then it exists δ > 0 with the property
that φ(u, . ) : [tp, tg] → M is timelike, future directed and not Z-global for every
|u| < δ.

Beem [2] (page 253) proved the previous statement for a geodesic segment λ.
Without any difficulty, we can give up on the restriction of geodesic segment, consider-
ing λ a piecewise smooth timelike future directed curve. It still remains to demonstrate
that φ(u, . ) : [tp, tg] → M is not Z-global for |u| < δ.

Firstly, the smooth differentiation of φ involves the fact that it exists ε1 < ε
as φ : [−ε1, ε1] × [tp, tg] → M is differentiable on compact. Consequently, we can
extend to an open set which contains [−ε1, ε1] × [tp, tg]. Because λ is timelike and
not Z-global, we have φ′(u, t+p ) , φ′(u, t−q ) timelike vectors which are not collinear
with Zφ(u,t+p ), respectively Zφ(u,t−q ) for ∀ |u| < δ1 . We assume that for any δ > 0,
φ(u0, . ) : [tp, tg] → M is not Z-global, for ∀ |u0| < δ1. So it exists a sequence un → 0
for which φ′(un, tn) is collinear with Zφ(un,tn). Hence (un, tn) ∈ [−ε1, ε1] × [tp, tq],
which is compact, it results that we have an accumulation point (0, t). So, φ′(0, t) is
collinear with Zφ(0,t), or λ′(t) is collinear with Zλ(t), that involves λ being Z-global
in x = λ(t), affirmation excluded by the hypothesis.

Secondly, we consider the case where φ : (−ε, ε) × [tp, tg] → M is a piecewise
smooth variation of piecewise smooth timelike, future directed and not Z-global curve
λ. There is a partition tp = t0 < t1 < ... < tk = tq so that φ|(−ε,ε)×[ti−1,ti] is a smooth
timelike not Z-global future directed variation of λ|[ti−1,ti], ∀i = 1, k. According to the
above results, we have δi, i = 1, k so that φ(u, ) : [ti−1, ti] → M is not Z-global and
φ′(u, t+i−1), φ′(u, t−i ) are not collinear with Zφ(u,t+i−1)

, respectively Zφ(u,t−i ) for |u| < δi.
Considering δ = min

i=1,k
δi, we obtain that φ(u, ) : [tp, tg] → M is not a Z-global curve

for |u| < δ.
C) We assume that λ : [tp, tq] → M is a timelike future directed curve, h-unitary
parametrized, this means h(λ′, λ′) = g(λ′, λ′) + g(λ′, Z)2 = 1.
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Remark 1.3. Obviously, the h-unitary condition implies that the λ curve is not Z-
global as stated in Remark 1.1.

Considering Φ : A → M , A := (−ε, ε)× [tp, tq] a proper smooth causal variation
of λ, the curves φ(u, ) : [tp, tq] → M , |u| < ε are not Z-global in any of their points.
So:

1. Φ(0, t) = λ(t), ∀t ∈ [tp, tq]
2. Φ(u, tp) = p, Φ(u, tq) = q
3. Φ ∈ C3(A)
4. g(V, V ) < 0, g(V,Z) < 0, g(V,Z)2 + g(V, V ) 6= 0 where V = φ∗( ∂

∂t )

We note the variation vector field by X = φ∗( ∂
∂u ) where { ∂

∂u , ∂
∂t} is a base in T(u,t)A.

We note LZ(u) = LZ(φ(u, )). Considering (A) and (B) hypotheses to be valid, we
have to demonstrate:

Lemma 1.4. The first variation of Z- length of λ is:

d

du
LZ(0) = −

∫ tq

tp

1√
h(λ′.λ′)

h(λ′′, Ph
(λ′)⊥X)|(0,t)dt

where Ph
(Y )⊥X = X − h(X,Y )

h(Y,Y ) Y is the X projection, respecting the bilinear form h on
Y ⊥.

If, additionally, we assume that λ is a geodesic segment, and all three A,B,C
hypotheses are being satisfied, we prove:

Lemma 1.5. The second variation of Z- length of λ is:

d2

du2
LZ(0) = −

∫ tq

tp

h(R(X, λ′)λ′ + N ′′, N)|(0,t)dt+

+{h(∇XX, λ′)− g(∇XX, Z) + h(N ′, N)}|(0,t)|
tq

tp

where N = X − h(X, V )V .

2. The first variation

We make the following remark:
h : TM ×TM → R is a bilinear metric, positive form, semidefined, degenerated, with
its signature (n− 1, 0, 1) because:

X(h(Y1, Y2)) = X[g(Y1, Y2) + g(Y1, Z)g(Y2, Z)] =

= g(∇XY1, Y2) + g(Y1,∇XY2)+

+[g(∇XY1, Z) + g(Y1,∇XZ)]g(Y2, Z)+

+g(Y1, Z)[g(∇XY2, Z) + g(Y2,∇XZ)]

= g(∇XY1, Y2) + g(Y1,∇XY2) + g(∇XY1, Z)g(Y2, Z)+

+g(Y1, Z)g(∇XY2, Z) = h(∇XY1, Y2) + h(Y1,∇XY2)

where we used the A) hypothesis about Z, namely ∇XZ = 0.
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We have for the Z- length of curve φ(u, ) : [tp, tq] → M the expression:

LZ(u) =
∫ tq

tp

{
−g(V,Z) +

√
h(V, V )

}
dt

and:

d

du
LZ(u) =

∫ tq

tp

{
− ∂

∂u
[g(V,Z)] +

∂

∂u

√
h(V, V )

}
dt =

=
∫ tq

tp

{
−g(∇XV,Z)− g(V,∇XZ) +

1√
h(V, V )

h(∇XV, V )

}
dt

Since [X, V ] = 0, then ∇XV = ∇V X and so:

d

du
LZ(u) =

∫ tq

tp

{
−g(∇XV,Z) +

h(∇V X, V )√
h(V, V )

}
dt (2.1)

We calculate:

∂

∂t
[g(X, Z)] = g(∇V X, Z) + g(X,∇V Z) = g(∇V X, Z) (2.2)

∂

∂t

[
h(X, V )√
h(V, V )

]
=

=
[h(∇V X, V ) + h(X,∇V V )]

√
h(V, V )− h(X, V )h(∇V V,V )√

h(V,V )

h(V, V )

=
h(∇V X, V )√

h(V, V )
+

h(X,∇V V )√
h(V, V )

− h(X, V )h(∇V V, V )[√
h(V, V )

]3 =

=
h(∇V X, V )√

h(V, V )
+

1√
h(V, V )

[
h(∇V V,X)− h(X, V )

h(V, V )
h(∇V V, V )

]
=

=
h(∇V X, V )√

h(V, V )
+

1√
h(V, V )

h

(
∇V V,X − h(X, V )

h(V, V )
V

)
(2.3)

Replacing the results from (2.2) and (2.3) in (2.1), we obtain the following:

d

du
LZ(0) =
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=
∫ tq

tp

{
− ∂

∂t [g(X, Z)] + ∂
∂t

[
h(X,V )√

h(V,V )

]
− 1√

h(V,V )
h(∇V V, Ph

V ⊥X)
}∣∣∣∣

(0,t)

dt

= −
∫ tq

tp

{
1√

h(V, V )
h(∇V V, Ph

V ⊥X)

}∣∣∣∣∣
(0,t)

dt+

+

{
h(X, V )√
h(V, V )

− g(X, Z)

}∣∣∣∣∣
(0,t)

∣∣∣∣∣∣
tq

tp

= −
∫ tq

tp

{
1√

h(V, V )
h(∇V V, Ph

V ⊥X)

}∣∣∣∣∣
(0,t)

dt

= −
∫ tq

tp

{
1√

h (λ′, λ′)
h(λ′′, Ph

(λ′)⊥X)

}∣∣∣∣∣
(0,t)

dt

We have used the hypothesis of proper variation, namely: X(t+p ) = X(t−q ) = 0

Remark 2.1. If λ is a geodesic segment, then
d

du
LZ(0) = 0 because ∇V V |(0,t) =

Dλ′

∂t
= 0. In consequence, the geodesic segments, that are not Z-global, are stationary

points for the Z- length functional.

Remark 2.2. Let it be λ : [tp, tq] → M a piecewise smooth timelike and future
directed curve, h−unitary parametrized which is not Z- global. Noting with Li

Z(u)
the Z-length of the uniparametric variation of the curve λ|[ti−1,ti], i = 1, k we have:

dLi
Z(0)
du

= −
∫ ti

ti−1

h(λ′′, Ph
(λ′)⊥X)

∣∣∣
(0,t)

dt+

+ {h(λ′, X)− g(X, Z)}|(0,t)

∣∣∣ti

ti−1

therefore

dLZ

du
(0) =

k∑
i=1

dLi
Z (0)
du

= −
∫ tq

tp

h
(
λ′′, Ph

(λ′)⊥
X

)∣∣∣
(0,t)

dt−

−
k−1∑
i=1

h (X (ti) ,∆ti
(λ′))

where ∆ti (λ′) = λ′
(
t+i

)
− λ′

(
t−i

)
, ∀i = 1, k − 1 and we have taken into account the

fact that the variation is proper, so: X (λ (tp)) = X (λ (tq)) = 0.

Remark 2.3. Considering H a spatial hypersurface and assuming that λ : [tp, tq] → M
is a timelike future directed geodesical segment, not Z-global with λ(tp) = p ∈ H and
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λ(tp) = q /∈ H, then:

0 =
dLZ(0)

du
= g(Xp, Zp)− g(Xp, λ

′(tp))− g(Xp, Zp)g(λ′(tp), Zp) =

= −g(Xp, λ
′(tp) + g(λ′(tp), Zp)Zp − Zp)

It results that λ′(tp) + [g(λ′(tp), Zp)− 1]Zp has to be g orthogonal on H.

If λ : [tp, tq] → M is a geodesic segment, an affine parametrization of λ so that
g(λ′(tp), Zp) = 1 can be found. In this case, the above condition becomes: λ′(tp) is g
orthogonal on H.

3. The second variation

We calculate the second variation of the Z-length of the geodesical curve λ,
h-unitary parametrized. Starting with the formula (2.1), we have:

d

du
[h(∇V X, V )] = h(∇X∇V X, V ) + h(∇V X,∇XV )

d

du
[h(V, V )] = 2h(∇XV, V )

Then

I
def
=

d

du

{
−g(∇V X, Z) + h(V, V )−

1
2 h(∇V X, V )

}
(3.1)

= −g(∇X∇V X, Z)− h(V, V )−
3
2 h(∇XV, V )h(∇V X, V )+

+h(V, V )−
1
2 [h(∇X∇V X, V ) + h(∇V X,∇XV )]

= −g(∇X∇V X, Z)− h(V, V )−
3
2 [h(∇V X, V )]2+

+h(V, V )−
1
2 [h(∇X∇V X, V ) + h(∇V X,∇XV )]

We define
N

def
= X − h(X, V )V (3.2)

the h-normal on V vector field.
Next we calculate:

∇V [h(X, V )V ]|(0,t) =
{

d

dt
[h(X, V )]

}
V + h(X, V )∇V V |(0,t) (3.3)

=
{

d

dt
[h(X, V )]

}
V

h(∇V N,V )|(0,t) =
d

dt
{h(N,V )} − h(N,∇V V )|(0,t) = 0 (3.4)

h(∇V N,∇V [h(X, V )V ])|(0,t) = h

(
∇V N,

{
d

dt
[h(X, V )]

}
V

)
(3.5)

=
d

dt
[h(X, V )]h(∇V N,V )|(0,t) = 0
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h(∇V X,∇XV )|(0,t) = h(∇V X,∇V X)|(0,t)

(3.2)
= h(∇V {N + h(X, V )V } ,∇V {N + h(X, V )V })|(0,t)

(3.3)
= h

(
∇V N +

d

dt
{h(X, V )}V,∇V N +

d

dt
{h(X, V )}V

)
|(0,t)

= h(∇V N,∇V N) + 2
d

dt
{h(X, V )}h(∇V N,V )+ (3.6)

+
[

d

dt
{h(X, V )}

]2

h(V, V )|(0,t)

(3.4)
= h(∇V N,∇V N) +

[
d

dt
{h(X, V )}

]2

|(0,t)

h(∇V N,V )|(0,t) = h(∇V {N + h(X, V )V } , V )|(0,t) = h(∇V N,V )+

+ h(∇V h(X, V )V, V )
(3.3)
= h(∇V N,V ) +

d

dt
{h(X, V )}|(0,t) (3.7)

Replacing these results in (3.1) we have:

I|(0,t) = −g(∇X∇V X, Z) + h(∇X∇V X, V ) + h(∇V N,∇V N)|(0,t)

We get:

d2LZ(0)
du2

=
∫ tq

tp

{−g(∇X∇V X, Z) + h(∇X∇V X, V ) + h(∇V N,∇V N)} |(0,t)dt (3.8)

and for this equality, we calculate:

∇X∇V X = ∇V∇XX −R(V,X)X (3.9)

g(∇V∇XX, Z)|(0,t) =
d

dt
{g(∇XX, Z)} − g(∇XX,∇V Z)|(0,t) (3.10)

=
d

dt
{g(∇XX, Z)} |(0,t)

−g(∇X∇V X, Z)|(0,t) = g(R(V,X)X −∇V∇XX, Z)|(0,t) (3.11)

= g(R(V,X)X, Z)− d

dt
{g(∇XX, Z)} |(0,t)

h(∇X∇V X, V )|(0,t) = h(∇V∇XX −R(V,X)X, V )|(0,t) (3.12)

=
d

dt
{h(∇XX, V )} − h(∇XX,∇V V )− h(R(V,X)X, V )|(0,t)

= −h(R(V,X)X, V ) +
d

dt
{h(∇XX, V )} |(0,t)

h(∇V N,∇V V ) =
d

dt
{h(N,∇V N)} − h(N,∇V∇V N) (3.13)

Replacing the results from (3.11), (3.12) and (3.13), (3.8) becomes:

d2LZ(0)
du2

=
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=
∫ tq

tp

{
g(R(V,X)X, Z)− d

dt
{g(∇XX, Z)} − h(R(V,X)X, V )

}
|(0,t)dt+ (3.14)

+
∫ tq

tp

{
−h(N,∇V∇V N) +

d

dt
{h(∇XX, V )}+

d

dt
{h(N,∇V N)}

}
|(0,t)dt

=
∫ tq

tp

{g(R(V,X)X, Z)− h(R(V,X)X, V )− h(N,∇V∇V N)} |(0,t)dt+

+ {−g(∇XX, Z) + h(∇XX, V ) + h(N,∇V N)} |(0,t)

∣∣tq

tp

For the (3.14) expressions we have:

g(R(V,X)X, Z) = −g(R(V,X)Z,X) = (3.15)

= −g(∇V∇XZ −∇X∇V Z,X) = 0

h(R(V,X)X, V ) = g(R(V,X)X, V ) + g(R(V,X)X, Z)g(V,Z) (3.16)

= g(R(V,X)X, V ) = g(R(X, V )V,X) = g(R(X, V )V,N + h(X, V )V )

= g(R(X, V )V,N) + g(R(X, V )V, V )h(X, V ) = g(R(X, V )V,N)

g(R(X, V )V,Z) = −g(R(X, V )Z, V ) = 0 (3.17)

With the results from (3.15), (3.16) and (3.17) replaced in (3.14) we obtain:

d2LZ(0)
du2

=

=
∫ tq

tp

{−g(R(X, V )V,N)− h(N,∇V∇V N)} |(0,t)dt+

+
{
{h(∇XX, V ) + h(N,∇V N)− g(∇XX, Z)} |(0,t)

}∣∣tq

tp

=
∫ tq

tp

{−g(R(X, V )V,N)− g(R(X, V )V,Z)g(N,Z)− h(N,∇V∇V N)} |(0,t)dt+

+
{
{h(∇XX, V ) + h(N,∇V N)− g(∇XX, Z)} |(0,t)

}∣∣tq

tp

=
∫ tq

tp

{−h(R(X, V )V,N)− h(N,∇V∇V N)} |(0,t)dt+

+
{
{h(∇XX, V ) + h(N,∇V N)− g(∇XX, Z)} |(0,t)

}∣∣tq

tp

In conclusion the second variation formula is the following:

d2LZ(0)
du2

= −
∫ tq

tp

h(R(X, λ′)λ′ + N ′′, N)|(0,t)dt+

+ {h(∇XX, λ′) + h(N ′, N)− g(∇XX, Z)} |(0,t)

∣∣tq

tp
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Remark 3.1. In the hypothesis according to which φ : (−ε, ε)×[tp, tq] → M is a proper
variation of λ, we have that: X(t+p ) = X(t−q ) = 0 and therefore N(t+p ) = N(t−q ) = 0.
This simplifies the second variation formula:

d2LZ(0)
du2

= −
∫ tq

tp

h(R(X, λ′)λ′ + N ′′, N)|(0,t)dt+

+ {h(∇XX, λ′)− g(∇XX, Z)} |(0,t)

∣∣tq

tp

Remark 3.2. In the hypothesis stating that φ is a canonical proper variation of λ,
(meaning that φ(u, t) = expλ(t) uY (t), with Y (t) a vector field along λ, that respects:

Y (tp) = Y (tq) = 0, g(Y (t), λ′(t)) = 0,∀t ∈ [tp, tq])

we have that the curves: u 7−→ φ(u, t0) are geodesics, namely

∇XX = 0 and X = φ∗(
∂

∂u
)|(0,t) = Y (t).

This implies the following expression for the second variation:

d2LZ(0)
du2

= −
∫ tq

tp

h(R(Y, λ′)λ′ + N ′′, N)|(0,t)dt.

References

[1] Andrica, D., Critical Point Theory and Some Applications, University Press, Cluj-
Napoca 2005.

[2] Beem, J., Ehrlich, P.E.., Global Lorentzian Geometry, Marcel Dekker Inc. New York and
Basel, 1981.

[3] Papuc, D.I., A New Geometry of a Lorentzian Manifold, Publicationes Math, Debrecen
Tomus, 52(1998), no. 2, 145-158.

[4] Papuc, D.I., The geometry of a Vector Bundle Endowed with a Cone Field, Gen. Math.,
5(1997), 313-323.

[5] Noaghi, S.D., The Geometrical Interpretation of Temporal Cone Norm in Almost
Minkowski Manifold, Balkan Journal of Geometry and Its Applications, 8(2003), no.
2, 37-42.

Sorin Noaghi
University of Petroşani
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Stud. Univ. Babeş-Bolyai Math. 58(2013), No. 1, 107–117
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contra-(µ, λ)-continuous functions
in generalized topological spaces

Ahmad Al-Omari and Takashi Noiri

Abstract. We introduce a new notion called weakly contra-(µ, λ)-continuous func-
tions as functions on generalized topological spaces [17]. We obtain some charac-
terizations and several properties of such functions. The functions enable us to
formulate a unified theory of several modifications of weak contra-continuity due
to Baker [9].
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1. Introduction

In [15]-[25], Á. Császár founded the theory of generalized topological spaces, and
studied the elementary character of these classes. Especially he introduced the notion
of continuous functions on generalized topological spaces and investigated characteri-
zations of generalized continuous functions (= (µ, λ)-continuous functions in [17]). We
recall some notions defined in [17]. Let X be a non-empty set and exp X the power
set of X. We call a class µ ⊆ exp X a generalized topology [17] (briefly, GT) if φ ∈ µ
and the arbitrary union of elements of µ belongs to µ. A set X with a GT µ on it is
called a generalized topological space (briefly, GTS) and is denoted by (X, µ).

For a GTS (X, µ), the elements of µ are called µ-open sets and the complements
of µ-open sets are called µ-closed sets. For A ⊆ X, we denote by cµ(A) the intersection
of all µ-closed sets containing A, i.e., the smallest µ- closed set containing A; and by
iµ(A) the union of all µ-open sets contained in A, i.e., the largest µ-open set contained
in A (see [17], [22]). Obviously in a topological space (X, τ), if one takes τ as the GT,
then cµ becomes the usual closure operator.

It is easy to observe that iµ and cµ are idempotent and monotonic, where γ :
exp X → exp X is said to be idempotent if A ⊆ B ⊆ X implies γ(γ(A)) = γ(A) and
monotonic if γ(A) ⊆ γ(B). It is also well known from [20] and [23] that let µ be a
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GT on X, A ⊂ X and x ∈ X, then (1) x ∈ cµ(A) if and only if M ∩ A 6= φ for every
M ∈ µ containing x and (2) cµ(X −A) = X − iµ(A).

2. Preliminaries

Let (X, τ) be a topological space and A a subset of X. The closure of A and the
interior of A are denoted by Cl(A) and Int(A), respectively. A subset A is said to be
regular closed (resp. regular open) if Cl(Int(A)) = A (resp. Int(Cl(A)) = A).

Definition 2.1. Let (X, τ) be a topological space. A subset A of X is said to be semi-
open [40] (resp. preopen [42], α-open [47], β-open [1] or semi-preopen [4], b-open [5])
if A ⊂ Cl(Int(A)) (resp. A ⊂ Int(Cl(A)), A ⊂ Int(Cl(Int(A))), A ⊂ Cl(Int(Cl(A))),
A ⊂ Cl(Int(A)) ∪ Int(Cl(A))).

We note that for any topological space (X, τ), the collection of all open (resp.
semi-open, preopen, α-open, β-open, b-open) sets in X is denoted by τ (resp. SO(X)
PO(X), α(X), β(X) or SPO(X), BO(X)). These collection form a GT.

Definition 2.2. The complement of a semi-open (resp. preopen, α-open, β-open, b-
open) set is said to be semi-closed [14] (resp. preclosed [42], α-closed [43], β-closed
[1] or semi-preclosed [4], b-closed [5]).

Definition 2.3. The intersection of all semi-closed (resp. preclosed, α-closed, β-closed,
b-closed) sets of X containing A is called the semi-closure [14] (resp. preclosure [32],
α-closure [43], β-closure [2] or semi-preclosure [4], b-closure [5]) of A and is denoted
by sCl(A) (resp. pCl(A), αCl(A), βCl(A) or spCl(A), bCl(A)).

Definition 2.4. The union of all semi-open (resp. preopen, α-open, β-open, b-open)
sets of X contained in A is called the semi-interior (resp. preinterior, α-interior, β-
interior or semi-preinterior, b-interior) of A and is denoted by sInt(A) (resp. pInt(A),
αInt(A), βInt(A) or spInt(A), bInt(A)).

Throughout the present paper, (X, τ) and (Y, σ) denote topological spaces and
f : (X, τ) → (Y, σ) presents a (single valued) function from a topological space (X, τ)
into a topological space (Y, σ).

Definition 2.5. A function f : (X, τ) → (Y, σ) is said to be semi-continuous [40] (resp.
precontinuous [42], α-continuous [43], β-continuous [1], b-continuous [31]) if for each
point x ∈ X and each open set V of Y containing f(x), there exists a semi-open (resp.
preopen, α-open, β-open , b-open) set U of X containing x such that f(U) ⊂ V .

Definition 2.6. A function f : (X, τ) → (Y, σ) is said to be weakly continuous [39]
(resp. weakly quasicontinuous [59] or weakly semi-continuous [7], [13], [38], almost
weakly continuous [37] or quasi precontinuous [55], weakly α-continuous [48], weakly
β-continuous [56], weakly b-continuous [60]) if for each x ∈ X and each open set V of
Y containing f(x), there exists an open (resp. semi-open, preopen, α-open, β-open,
b-open) set U of X containing x such that f(U) ⊂ Cl(V ).

A unified theory of weakly continuous functions is investigated in [58].
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Definition 2.7. A function f : (X, τ) → (Y, σ) is said to be slightly continuous [34]
(resp. slightly semi-continuous [53], slightly precontinuous or faintly semi-continuous
[54], slightly β-continuous [49], slightly b-continuous [31]) if for each point x ∈ X
and each clopen set V of Y containing f(x), there exists an open (resp. semi-open,
preopen, β-open , b-open) set U of X containing x such that f(U) ⊂ V .

A unified theory of slightly continuous functions is investigated in [57].

Definition 2.8. A function f : (X, τ) → (Y, σ) is said to be weakly contra-continuous [9]
(resp. weakly contra-precontinuous [11], weakly contra-β-continuous [10]) if for each
open set V of Y and each closed set A of Y such that A ⊂ V , Cl(f−1(A)) ⊂ f−1(V )
(resp. pCl(f−1(A)) ⊂ f−1(V ), spCl(f−1(A)) ⊂ f−1(V )).

Definition 2.9. [51] A function f : (X, τ) → (Y, σ) is said to be weakly contra-semi-
continuous (resp. weakly contra-α-continuous, weakly contra-γ-continuous or weakly
contra-b-continuous) if for each open set V of Y and each closed set A of Y such
that A ⊂ V , sCl(f−1(A)) ⊂ f−1(V ) (resp. αCl(f−1(A)) ⊂ f−1(V ), bCl(f−1(A)) ⊂
f−1(V )).

3. Weakly contra-(µ, λ)-continuous functions

Definition 3.1. Let f : (X, µ) → (Y, λ) be a function on generalized topological spaces.
Then the function f is said to be

1. (µ, λ)-continuous [17] if G ∈ λ implies that f−1(G) ∈ µ.
2. weakly (µ, λ)-continuous [44] if for each x ∈ X and each λ-open set V containing

f(x), there exists a µ-open set U containing x such that f(U) ⊆ cλ(V ).
3. almost (µ, λ)-continuous [45] if for each x ∈ X and each λ-open set V containing

f(x), there exists a µ-open set U containing x such that f(U) ⊆ iλ(cλ(V )).
4. almost (µ, λ)-open if f(U) ⊆ iλ(cλ(f(U))) for every U ∈ µ.
5. contra-(µ, λ)-continuous [3] if f−1(V ) is µ-closed in X for each λ-open set of Y .

Definition 3.2. Let (X, µ) and (Y, λ) be GTS’s. Then a function f : X → Y is said
to be weakly contra-(µ, λ)-continuous if for each λ-open set V of Y and each λ-closed
set A of Y such that A ⊂ V , cµ(f−1(A)) ⊂ f−1(V ).

Remark 3.3. Let f : (X, τ) → (Y, σ) be a function, µ = τ (resp. SO(X), PO(X),
α(X), β(X), BO(X)) and λ = σ. If f : (X, µ) → (Y, λ) is weakly contra-
(µ, λ)-continuous, then f is weakly contra-continuous [51] (resp. weakly contra-semi-
continuous, weakly contra-precontinuous, weakly contra-α-continuous, weakly contra-
β-continuous, weakly contra-b-continuous).
Theorem 3.4. If a function f : (X, µ) → (Y, λ) is contra-(µ, λ)-continuous, then f is
weakly contra-(µ, λ)-continuous.

Proof. Let V be any λ-open set of Y and A a λ-closed set of Y such that A ⊂
V . Since f is contra-(µ, λ)-continuous, f−1(V ) = cµ(f−1(V )). Therefore, we have
cµ(f−1(A)) ⊂ cµ(f−1(V )) = f−1(V ). This shows that f is weakly contra-(µ, λ)-
continuous. �
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Remark 3.5. Let f : (X, τ) → (Y, σ) be a function and µ a GT on X. If µ = τ (resp.
PO(X), β(X)), then by Theorem 3.4 we obtain the results established in Theorem
3.1 of [9] (resp. Theorem 3.3 of [11], Theorem 3.3 of [10]).

Theorem 3.6. If a function f : (X, µ) → (Y, λ) is (µ, λ)-continuous, then f is weakly
contra-(µ, λ)-continuous.

Proof. Let V be any λ-open set of Y and A a λ-closed set of Y such that A ⊂ V .
Since f is (µ, λ)-continuous, then we have cµ(f−1(A)) = f−1(A) ⊂ f−1(V ). Therefore
f is weakly contra-(µ, λ)-continuous. �

Remark 3.7. Let f : (X, τ) → (Y, σ) be a function and µ a GT on X. If µ = τ (resp.
PO(X), β(X)), then by Theorem 3.6 we obtain the results established in Theorem
3.4 of [9] (resp. Theorem 3.2 of [11], Theorem 3.2 of [10]).

Definition 3.8. A function f : (X, µ) → (Y, λ) is said to be slightly (µ, λ)-continuous
if for each point x ∈ X and each λ-clopen set V of Y containing f(x), there exists
U ∈ µ containing x such that f(U) ⊂ V .

Theorem 3.9. Let (X, µ) and (Y, λ) be GTSs. For a function f : (X, µ) → (Y, λ), the
following statements are equivalent:

1. f is slightly (µ, λ)-continuous;
2. for every λ-clopen set V ⊆ Y , f−1(V ) is µ-open;
3. for every λ-clopen set V ⊆ Y , f−1(V ) is µ-closed;
4. for every λ-clopen set V ⊆ Y , f−1(V ) is µ-clopen.

Proof. (1) ⇒ (2): Let V be a λ-clopen subset of Y and let x ∈ f−1(V ). Since f is
slightly (µ, λ)-continuous, there exists a µ-open set Ux in X containing x such that
f(Ux) ⊆ V ; hence Ux ⊆ f−1(V ). We obtain that f−1(V ) = ∪{Ux|x ∈ f−1(V )}. Thus
f−1(V ) is µ-open.
(2)⇒ (3): Let V be a λ-clopen subset of Y . Then Y \V is λ-clopen. By (2) f−1(Y \V ) =
X\f−1(V ) is µ-open. Thus f−1(V ) is µ-closed.
(3) ⇒ (4): It can be shown easily.
(4) ⇒ (1): Let V be a λ-clopen subset in Y containing f(x). By (4), f−1(V ) is µ-
clopen. Take U = f−1(V ). Then, f(U) ⊆ V . Hence, f is slightly (µ, λ)-continuous. �

Theorem 3.10. If a function f : (X, µ) → (Y, λ) is weakly contra-(µ, λ)-continuous,
then f is slightly (µ, λ)-continuous.

Proof. Let V be a λ-clopen set of Y . If we put A = V , then by the weak contra-
(µ, λ)-continuity we have cµ(f−1(V )) ⊂ f−1(V ) and hence cµ(f−1(V )) = f−1(V ). It
follows from Theorem 3.9 that f is slightly (µ, λ)-continuous. �

Remark 3.11. Let f : (X, τ) → (Y, σ) be a function and µ be a GT on X. If µ = τ
(resp. PO(X), β(X)), then by Theorem 3.10 we obtain the results established in
Theorem 3.7 of [9] (resp. Theorem 3.6 of [11], Theorem 3.6 of [10]).

Lemma 3.12. If a function f : (X, µ) → (Y, λ) is weakly (µ, λ)-continuous, then f is
slightly (µ, λ)-continuous.
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Proof. This follows easily from Theorem 3.9. �

The following implications are hold:

DIAGRAM

contra-(µ, λ)-continuity //

��

weak (µ, λ)-continuity

��
(µ, λ)-continuity // weak contra-(µ, λ)-continuity // slightly (µ, λ)-continuity

Remark 3.13. Let f : (X, τ) → (Y, σ) be a function and µ be a GT on X. If µ = τ (resp.
PO(X), β(X)), then by DIAGRAM we obtain the diagram constructed in [9] (resp. [11],
[10]).

Definition 3.14. A generalized topological space (Y, λ) is said to be 0-λ-dimensional if each
point of Y has a neighborhood base consisting of λ-clopen sets.

Theorem 3.15. Let (Y, λ) be 0-λ-dimensional. Then for a function f : (X, µ) → (Y, λ), the
following properties are equivalent:

1. f is (µ, λ)-continuous;
2. f is weakly contra-(µ, λ)-continuous;
3. f is slightly (µ, λ)-continuous.

Proof. The proofs of the implications (1) ⇒ (2) and (2) ⇒ (3) follow from DIAGRAM.
(3) ⇒ (1): Let x ∈ X and let V be a λ-open subset of Y containing f(x). Since Y is 0-
λ-dimensional, there exists a λ-clopen set U containing f(x) such that U ⊆ V . Since f is
slightly (µ, λ)-continuous, then there exists a µ-open subset G in X containing x such that
f(G) ⊆ U ⊆ V . Thus, f is (µ, λ)-continuous. �

Definition 3.16. A topological space (Y, σ) is said to be extremally disconnected [61] (briefly
E.D.) if the closure of each open set of Y is open in Y .

Theorem 3.17. If f : (X, µ) → (Y, σ) is weakly contra-(µ, σ)-continuous and (Y, σ) is E.D.,
then f is weakly (µ, σ)-continuous.

Proof. Let V be an open set of Y . Since (Y, σ) is E.D., Cl(V ) is clopen. Since f is weakly
contra-(µ, σ)-continuous, cµ(f−1(V )) ⊂ cµ(f−1(Cl(V ))) ⊂ f−1(Cl(V )). Hence cµ(f−1(V )) ⊂
f−1(Cl(V )) for every open set V of Y . We claim that f is weakly (µ, σ)-continuous if
cµ(f−1(V )) ⊂ f−1(Cl(V )) for every open set V of Y . Now let x ∈ X and V be any open
set containing f(x). Since V ∩ (Y − Cl(V )) = φ, clearly f(x) /∈ Cl(Y − Cl(V )) and hence
x /∈ f−1(Cl(Y −Cl(V ))). Since Y −Cl(V ) is open, we have x /∈ cµ(f−1(Y −Cl(V )). There-
fore, there exists a µ-open set U containing x such that U ∩ f−1(Y − Cl(V )) = φ; hence
f(U) ∩ (Y − Cl(V )) = φ. This shows that f(U) ⊆ Cl(V ). Therefore, f is weakly (µ, σ)-
continuous. �

Remark 3.18. Let f : (X, τ) → (Y, σ) be a function and µ a GT on X. If µ = τ (resp. PO(X),
β(X)), then by Theorem 3.17 we obtain the results established in Corollary 3.9 of [9] (resp.
Corollary 3.10 of [11], Corollary 3.9 of [10]).
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4. Weak contra-(µ, λ)-continuity and (gµ, λ)-continuity

Definition 4.1. Let (X, τ) be a topological space. A subset A of X is said to be
1. g-closed [41] if Cl(A) ⊂ U whenever A ⊂ U and U ∈ τ ,
2. αg-closed [27] if αCl(A) ⊂ U whenever A ⊂ U and U ∈ τ ,
3. gs-closed [26] if sCl(A) ⊂ U whenever A ⊂ U and U ∈ τ ,
4. gp-closed [6] if pCl(A) ⊂ U whenever A ⊂ U and U ∈ τ ,
5. gsp-closed [28] if spCl(A) ⊂ U whenever A ⊂ U and U ∈ τ ,
6. γg-closed [33] if bCl(A) ⊂ U whenever A ⊂ U and U ∈ τ .

Definition 4.2. Let µ be a GT on a topological space (X, τ). Then a subset A of X is said to
be generalized µ-closed (briefly gµ-closed) [52] if cµ(A) ⊂ U whenever A ⊂ U and U ∈ τ .
The complement of a gµ-closed set is called a generalized µ-open (or simply gµ-open) set.

Remark 4.3. [52] Let (X, τ) be a topological space and µ be a GT on X. Then every gµ-
closed set reduces to a g-closed (resp. gs-closed, gp-closed, αg-closed, gsp-closed, γg-closed)
set if one takes µ to be τ (resp. SO(X), PO(X), α(X), β(X), BO(X)).

Definition 4.4. A function f : (X, τ) → (Y, σ) is said to be g-continuous [12] or weakly
g-continuous [46] (resp. gs-continuous [26], gp-continuous [6], αg-continuous [27], gsp-
continuous [28], γg-continuous [33]) if f−1(K) is g-closed (resp. gs-closed, gp-closed, αg-
closed, gsp-closed, γg-closed) in X for every closed set K of Y .

Definition 4.5. Let (X, τ) be a topological space and µ be a GT on X. A function f : (X, µ) →
(Y, λ) is said to be (gµ, λ)-continuous if f−1(K) is gµ-closed for every λ-closed set K of Y .

Remark 4.6. Let f : (X, τ) → (Y, σ) be a function, µ, λ be GTS’s on X, Y and σ = λ. If µ = τ
(resp. SO(X), PO(X), α(X), SPO(X), BO(X)) and f : (X, µ) → (Y, λ) is (gµ, λ)-continuous,
then f is g-continuous (resp. gs-continuous, gp-continuous, αg-continuous, gsp-continuous,
γg-continuous).

Definition 4.7. A function f : (X, τ) → (Y, σ) is said to be approximately continuous [8]
(resp. approximately semi-continuous, approximately precontinuous [11], approximately α-
continuous, approximately β-continuous [10], approximately b-continuous) if Cl(A) ⊂ f−1(V )
(resp. sCl(A) ⊂ f−1(V ), pCl(A) ⊂ f−1(V ), αCl(A) ⊂ f−1(V ), spCl(A) ⊂ f−1(V ), bCl(A) ⊂
f−1(V )) whenever V is open in Y and A is g-closed (resp. gs-closed, gp-closed, αg-closed,
gsp-closed, γg-closed) in X such that A ⊂ f−1(V ).

Definition 4.8. Let (X, τ) be a topological space and µ be a GT on X. A function f : (X, µ) →
(Y, λ) is said to be approximately (µ, λ)-continuous if cµ(A) ⊂ f−1(V ) whenever V is λ-open
in Y and A is gµ-closed in X such that A ⊂ f−1(V ).

Remark 4.9. Let f : (X, τ) → (Y, σ) be a function, µ, λ be GTS’s on X, Y and σ =
λ. If µ = τ (resp. SO(X), PO(X), α(X), SPO(X), BO(X)) and f : (X, µ) → (Y, λ) is
approximately (µ, λ)-continuous, then f is approximately continuous (resp. approximately
semi-continuous, approximately precontinuous, approximately α-continuous, approximately
β-continuous, approximately b-continuous).

Theorem 4.10. If f : (X, µ) → (Y, λ) is a (gµ, λ)-continuous and approximately (µ, λ)-
continuous function, then f is weakly contra-(µ, λ)–continuous.

Proof. Let V be a λ-open set of Y and A a λ-closed set of Y such that A ⊂ V . Since
f is (gµ, λ)-continuous, f−1(A) is gµ-closed. Since f−1(A) ⊂ f−1(V ) and f is approxi-
mately (µ, λ)-continuous, cµ(f−1(A)) ⊂ f−1(V ). This shows that f is weakly contra-(µ, λ)-
continuous. �
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Remark 4.11. Let f : (X, τ) → (Y, σ) be a function, µ, λ be GTS’s on X, Y and σ = λ.
If µ = τ (resp. PO(X), β(X)), then by Theorem 4.10 we obtain the results established in
Theorem 3.11 of [9] (resp. Theorem 3.11 of [11], Theorem 3.10 of [10]).

Theorem 4.12. If f : (X, µ) → (Y, λ) is weakly contra-(µ, λ)-continuous and f(A) is λ-closed
in Y for every gµ-closed set A of X, then f is approximately (µ, λ)-continuous.

Proof. Let V be any λ-open set of Y and A any gµ-closed set of X such that A ⊂
f−1(V ). Then f(A) is λ-closed and f(A) ⊂ V . Since f is weakly contra-(µ, λ)-continuous,
cµ(f−1(f(A))) ⊂ f−1(V ) and hence cµ(A) ⊂ cµ(f−1(f(A))) ⊂ f−1(V ). This shows that f is
approximately (µ, λ)-continuous. �

Remark 4.13. Let f : (X, τ) → (Y, σ) be a function and µ, λ be GT’s on X, Y . If µ = τ
(resp. PO(X), β(X)) and λ = σ, then by Theorem 4.12 we obtain the results established in
Theorem 3.12 of [9] (resp. Theorem 3.12 of [11], Theorem 3.11 of [10]).

Definition 4.14. A topological space (X, τ) is said to be strongly S-closed [29] (resp. strongly S-
semi-closed, strongly S-preclosed [11], strongly S-α-closed, strongly Sβ-closed [10], strongly
S-b-closed) if every cover of X by closed (resp. semi-closed, preclosed, α-closed, β-closed,
b-closed) sets of (X, τ) has a finite subcover.

Definition 4.15. A GTS (X, µ) is said to be strongly S-µ-closed if every cover of X by µ-closed
sets of (X, µ) has a finite subcover.

Remark 4.16. Let (X, τ) be a topological space and µ = τ (resp. SO(X), PO(X),
α(X), SPO(X), BO(X)). If (X, µ) is strongly S-µ-closed, then (X, τ) is strongly S-closed
(resp. strongly S-semi-closed, strongly S-preclosed, strongly S-α-closed, strongly Sβ-closed,
strongly S-b-closed).

Definition 4.17. A topological space (X, τ) is called a PΣ-space [9] or C-space [10], [11] if for
every open set U and each x ∈ U , there exists a closed set A such that x ∈ A ⊂ U .

Theorem 4.18. Let f : (X, µ) → (Y, σ) be a weakly contra-(µ, σ)-continuous function, µ a
GT on X and (Y, σ) a C-space. If (X, µ) is strongly S-µ-closed, then f(X) is compact.

Proof. Let (X, µ) be strongly S-µ-closed and {Vα : α ∈ ∆} any cover of f(X) by open sets of
(Y, σ). For each x ∈ X, there exists α(x) ∈ ∆ such that f(x) ∈ Vα(x). Since Y is a C-space,
there exists a closed set Aα(x) such that f(x) ∈ Aα(x) ⊂ Vα(x). Since f is weakly contra-

(µ, σ)-continuous, cµ(f−1(Aα(x))) ⊂ f−1(Vα(x)). The family {cµ(f−1(Aα(x))) : x ∈ X} is a
µ-closed cover of X. Since X is strongly S-µ-closed, there exist a finite number of points,
say, x1, x2, ..., xn in X such that X =

⋃
{cµ(f−1(Aα(xk))) : xk ∈ X, 1 ≤ k ≤ n}. Therefore,

we obtain

f(X) =
⋃
{f(cµ(f−1(Aα(xk)))) : xk ∈ X, 1 ≤ k ≤ n} ⊂

⋃
{Vα(xk) : xk ∈ X, 1 ≤ k ≤ n}.

This shows that f(X) is compact. �

Remark 4.19. Let f : (X, τ) → (Y, σ) be a function and µ be a GT on X. If µ = τ (resp.
PO(X), β(X)), then by Theorem 4.18 we obtain the results established in Theorem 4.1 of
[9] (resp. Theorem 4.1 of [11], Theorem 4.11 of [10]).

Lemma 4.20. [3] For a function f : (X, µ) → (Y, λ), the following properties are equivalent:

1. f is contra-(µ, λ)-continuous;
2. for every λ-closed subset F of Y , f−1(F ) is µ-open in X.
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We will denote by Mµ the union of all µ-open sets in a GTS (X, µ).

Definition 4.21. A generalized topological space (X, µ) is said to be µ-compact if every µ-open
cover of Mµ has a finite subcover.

Theorem 4.22. Let f : (X, µ) → (Y, σ) be a contra-(µ, σ)-continuous surjection and µ a GT
on X. If (X, µ) is µ-compact, then (Y, σ) is strongly S-closed.

Proof. Let (X, µ) be µ-compact and {Vα : α ∈ ∆} any cover of Y by closed sets of (Y, σ).
Since f is contra-(µ, σ)-continuous, by Lemma 4.20 the family {f−1(Vα) : α ∈ ∆} is a µ-
open cover of Mµ. Since (X, µ) is µ-compact, there exists a finite subset ∆0 of ∆ such that
Mµ = ∪{f−1(Vα) : α ∈ ∆0}. Therefore, Y = f(Mµ) = ∪{Vα : α ∈ ∆0}. This shows that
(Y, σ) is strongly S-clsoed. �

Remark 4.23. Let (X, τ) be a topological space. If µ = τ (resp. SO(X), PO(X), α(X)), then
by Theorem 4.22 we obtain the results established in Theorem 4.2 of [30] (resp. Theorem 4.2
of [30], Corollary 5.1 of [36], Corollary 5.1 of [35]).
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Flow of Herschel-Bulkley fluid through a two
dimensional thin layer

Farid Messelmi and Boubakeur Merouani

Abstract. The paper is devoted to the study of asymptotic behaviour of the
solution of two dimensional steady flow of Herschel-Bulkley fluid through a thin
layer. We prove some convergence results when the thicness tends to zero and we
give the mechanical interpretation of the results.
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1. Introduction

The rigid, viscoplastic and incompressible fluid of Herschel-Bulkley has been
studied and used by many mathematicians, physicists and engineers, in order to model
the flow of metals, plastic solids and a variety of polymers. Due to existence of yield
limit, the model can capture phenomena connected with the development of discon-
tinuous stresses. A particularity of Herschel-Bulkley fluid lies in the presence of rigid
zones located in the interior of the flow and as the yield limit increases, the rigid
zones become larger and may completely block the flow, this phenomenon is known
as the blockage property. The literature concerning this topic is extensive; see e.g.
[10, 11, 12, 13].

The purpose of this paper is to study the asymptotic behaviour of steady flow
of Herschel-Bulkley fluid in a two dimensional thin layer.

The paper is organized as follows. In Section 2 we present the mechanical prob-
lem of the steady flow of Herschel-Bulkley fluid in a two dimensional thin layer. We
introduce some notations and preliminaries. Moreover, we define some function spaces
and we recall the variational formulation. In Section 3, we are interested in the as-
ymptotic behaviour, to this aim we prove some convergence results concerning the
velocity and pressure when the thickness tends to zero. In addition, the uniqueness
of limit solution has been also established. Finally, we will discuss in Section 4 the
mechanical interpretation of the convergence results.
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2. Problem statement

Denoting by I the open interval I = ]0, 1[ . Introducing the function h : I −→ R∗
+

such that h ∈ C1 (I) .
Considering the following domains

Ω =
{
(x, y) ∈ R2 | x ∈ I and 0 < y < h (x)

}
,

Ωε =
{
(x1, x2) ∈ R2 | x1 ∈ I and 0 < x2 < εh (x1)

}
,

where ε > 0.

Remark that if (x1, x2) ∈ Ωε then (x, y) =
(
x1,

x2

ε

)
∈ Ω. This permits us to

define, for every function ϕε : Ωε −→ R, the function ϕ̂ε : Ω −→ R given by

ϕ̂ε (x, y) = ϕε (x1, x2) .

Let 1 < p ≤ 2, p′ the conjugate p,
(

1
p + 1

p′ = 1
)

and f ∈ Lp′ (Ω)2 a given

function. We define the function fε ∈ Lp′ (Ωε) such that f̂ε = f .
We consider a mathematical problem modelling the steady flow of a rigid vis-

coplastic and incompressible Herschel-Bulkley fluid in the domain Ωε. We suppose
that the consistency and yield limit of the fluid are respectively µεp, gε where µ,
g > 0 and p represents the power law index. The fluid is acted upon by given volume
forces of density fε. On ∂Ωε we suppose that the velocity is known and equal to zero.

We denote by S2 the space of symmetric tensors on R2. We define the inner
product and the Euclidean norm on R2 and S2, respectively, by

u · v = uivi ∀ u, v ∈ R2 and σ · τ = σijτij ∀ σ, τ ∈ S2.

|u| = (u · u)
1
2 ∀u ∈ R2 and |σ| = (σ · σ)

1
2 ∀σ ∈ S2.

Here and below, the indices i and j run from 1 to 2 and the summation convention
over repeated indices is used. We denote by σ̃ε the deviator of σε =

(
σε

ij

)
given by

σ̃ε =
(
σ̃ε

ij

)
, σ̃ε

ij = σε
ij + pεδij ,

where pε represents the hydrostatic pressure and δ = (δij) denotes the identity tensor.
We consider the rate of deformation operator defined for every vε ∈ W 1,p (Ωε)2 by

D (vε) = (Dij (vε)) , Dij (vε) =
1
2
(
vε

i,j + vε
j,i

)
.

The steady flow of Herschel-Bulkley fluid in the domain Ωε is given by the
following mechanical problem.
Problem Pε. Find the velocity field uε = (uε

i ) : Ωε −→ R2, the stress field σε =
(
σε

ij

)
:

Ωε −→ S2 and the pressure pε : Ωε −→ R such that

divσε + fε = 0 in Ωε. (2.1) σ̃ε = µεp |D (uε)|p−2
D (uε) + gε

D (uε)
|D (uε)|

if |D (uε)| 6= 0∣∣σ̃ε
∣∣ ≤ gε if |D (uε)| = 0

in Ωε. (2.2)

divuε = 0 in Ωε. (2.3)
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uε = 0 on ∂Ωε. (2.4)

Here, the flow is given by the equation (2.1). Equation (2.2) represents the consti-
tutive law of Herschel-Bulkley fluid. (2.3) represents the incompressibility condition.
Equality (2.4) gives the velocity on the boundary ∂Ωε.

Let us define now the following Banach spaces

W p,ε
div =

{
v ∈ W 1,p

0 (Ωε)2 : div (v) = 0 in Ωε
}

, (2.5)

W p
div =

{
v ∈ W 1,p

0 (Ω)2 : div (v) = 0 in Ω
}

, (2.6)

Wp =
{

ϕ ∈ Lp (Ω) :
∂ϕ

∂y
∈ Lp (Ω)

}
. (2.7)

Lp
0 (Ωε) =

{
ϕε ∈ Lp (Ωε) :

∫
Ωε

ϕε (x1, x2) dx1dx2 = 0
}

, (2.8)

Lp
0 (Ω) =

{
ϕ ∈ Lp (Ω) :

∫
Ω

ϕ (x, y) dxdy = 0
}

, (2.9)

For the rest of this article, we will denote by c possibly different positive constants
depending only on the data of the problem.

The use of Green’s formula permits us to derive the following variational formu-
lation of the mechanical problem (Pε), see [13].
Problem PVε. For prescribed data fε ∈ Lp′ (Ωε)2 . Find (uε, pε) ∈ W p,ε

div × Lp′

0 (Ωε)
satisfying the variational inequality

µεp

∫
Ωε

|D (uε)|p−2
D (uε) ·D (v − uε) dx1dx2+

gε

∫
Ωε

|D (v)| dx1dx2 − gε

∫
Ωε

|D (uε)| dx1dx2

≥
∫

Ωε

fε · (v − uε) dx1dx2 +
∫

Ωε

pεdiv (v − uε) dx1dx2 ∀v ∈ W 1,p
0 (Ωε)2 . (2.10)

It is known that this variational problem has a unique solution (uε, pε) ∈ W p,ε
div×

Lp′

0 (Ωε) , see for more details [10, 13].

3. Asymptotic behaviour

In this section we establish some results concerning the asymptotic behaviour of
the solution when ε tends to zero.

We begin by recalling the following lemmas, see [1, 3, 7].

Lemma 3.1. 1. Poincaré’s inequality. For every v ∈ W 1,p
0 (Ωε)2 we have

‖vε‖Lp(Ωε)2 ≤ ε

∥∥∥∥∂vε

∂x2

∥∥∥∥
Lp(Ωε)2

. (3.1)
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2. Korn’s inequality. For every v ∈ W 1,p
0 (Ωε)2 there exists a positive constant

C0 independent on ε, such that

‖∇vε‖Lp(Ωε)4 ≤ C0 ‖D (vε)‖Lp(Ωε)4 . (3.2)

Lemma 3.2 (Minty). Let E be a Banach spaces, A : E −→ E′ a monotone and hemi-
continuous operator, J : E −→ ]−∞,+∞] a proper and convex functional. Let u ∈ E
and f ∈ E′. Then the following assertions are equivalent:

1. 〈Au; v − u〉E′×E + J (v)− J (u) ≥ 〈f ; v − u〉E′×E ∀v ∈ E.

2. 〈Av; v − u〉E′×E + J (v)− J (u) ≥ 〈f ; v − u〉E′×E ∀v ∈ E.

The main results of this section are stated by the following proposition.

Proposition 3.3. Let (uε, pε) ∈ W p,ε
div ×Lp′

0 (Ωε) be the solution of variational problem
(PVε). Then, there exists (û, p̂) ∈ W 2

p × Lp′

0 (Ω) such that

ûε −→ û in W 2
p weakly, (3.3)

∂ûε
2

∂y
−→ 0 in Lp (Ω) weakly, (3.4)

p̂ε −→ p̂ in Lp′

0 (Ω) weakly. (3.5)

Proof. Choosing v = 0 as test function in inequality (2.10), we deduce that

µεp ‖D (uε)‖p

Lp(Ωε)4
≤
∫

Ωε

fε · uεdx1dx2.

This permits us to obtain, making use of Poincaré’s and Korn’s inequalities and by
passage to variables x and y ∥∥ûε

∥∥
Lp(Ω)2

≤ c, (3.6)∥∥∥∥∥∂ûε

∂y

∥∥∥∥∥
Lp(Ω)2

≤ c, (3.7)

∥∥∥∥∥∂ûε

∂x

∥∥∥∥∥
Lp(Ω)2

≤ c

ε
. (3.8)

Moreover, we get using the incompressibility condition (2.3) and Green’s formula, for
any function ϕε ∈ W 1,p′

0 (Ωε)∫
Ω

∂ûε
2

∂y
ϕ̂εdxdy = ε

∫
Ω

uε
1

∂ϕ̂ε

∂x
dxdy.

Which gives, making use (2.6) ∥∥∥∥∥∂ûε
2

∂y

∥∥∥∥∥
W−1,p(Ω)

≤ cε. (3.9)
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We can then extract a subsequence still denoted by ûε, such that

ûε −→ û in Lp (Ω)2 weakly, (3.10)

∂ûε

∂y
−→ ∂û

∂y
in Lp (Ω)2 weakly, (3.11)

∂ûε
2

∂y
−→ 0 in Lp (Ω) weakly, (3.12)

Let now vε ∈ W 1,p
0 (Ωε)2 , we obtain by setting uε − vε as test function in inequal-

ity (2.10), using the incompressibility condition (2.3), Green’s formula and Hölder’s
inequality∫

Ωε

∇pε · vεdx1dx2 ≤ µεp

(∫
Ωε

|D (uε)|p dx1dx2

) 1
p′
(∫

Ωε

|D (vε)|p dx1dx2

) 1
p

+ε
1
p′ +1

g (meas (Ω))
1
p′

(∫
Ωε

|D (vε)|p dx1dx2

) 1
p

+ ε
∥∥∥f̂ε
∥∥∥

Lp′ (Ω)2

∥∥v̂ε
∥∥

W 1,p
0 (Ω)2

.

(3.13)

On the other hand, it is easy to check that after some algebraic manipulations we find(∫
Ωε

|D (vε)|p dx1dx2

) 1
p

≤ ε
1
p−1

∥∥v̂ε
∥∥

W 1,p
0 (Ω)2

. (3.14)

Thus, from (3.7), (3.8), (3.13) and (3.14) we get∫
Ωε

∇pε · vεdx1dx2 ≤ cε
∥∥v̂ε

∥∥
W 1,p

0 (Ω)2
. (3.15)

Passing to the variables x and y in (3.15) we find the following estimates∥∥p̂ε
∥∥

Lp′
0 (Ω)

≤ c , (3.16)∥∥∥∥∂p̂ε

∂x

∥∥∥∥
W−1,p′ (Ω)

≤ c , (3.17)∥∥∥∥∂p̂ε

∂y

∥∥∥∥
W−1,p′(Ω)

≤ cε. (3.18)

Consequently, we can extract a subsequence still denoted by p̂ε such that

p̂ε −→ p̂ in Lp′

0 (Ω) weakly, (3.19)

which achieves the proof. �

This proof permits also to deduce that the limit pressure verify p̂ (x, y) = p̂ (x) .

Proposition 3.4. The velocity limit given by (3.3) verifies
h(x)∫
0

û1 (x, y) dy = 0 ∀x ∈ I. (3.20)
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Proof. We know from the incompressibility condition (2.3) that∫
Ωε

divuε (x1, x2) ϕ (x1) dx1dx2 = 0 for all ϕ ∈ D (I) .

This implies, using Green’s formula∫
Ωε

uε
1 (x1, x2)

dϕ

dx1
(x1) dx1dx2 =

∫
Ωε

∂uε
2

∂x2
(x1, x2) ϕ (x1) dx1dx2.

Hence, by passage to the variables x and y and using Fubini’s theorem and Green’s
formula, we can infer

−
1∫

0

ϕ (x)

 d

dx

h(x)∫
0

ûε
1 (x, y) dy

 dx = 0 ∀ϕ ∈ D (I) .

Then

d

dx

h(x)∫
0

ûε
1 (x, y) dy = 0.

Moreover, the fact that ûε
1 ∈ Lp (Ω) and h ∈ C1 (I) gives, using the Sobolev embedding

W 1,p (I) ⊂ C0
(
I
)

h(x)∫
0

ûε
1 (x, y) dy ∈ C0

(
I
)
.

Thus, by passage to the limit when ε tends to zero, taking into account the boundary
condition (2.4), the assertion (3.20) can be deduced.

We derive in the proposition below the strong equation verified by the limit
solution (û, p̂) ∈ W 2

p × Lp′

0 (Ω) . �

Proposition 3.5. If
∂û1

∂y
6= 0, then the limit point (û1, p̂) given by (3.3) and (3.5) verify

the limit problem

− ∂

∂y

(
µ

2
p
2

∣∣∣∣∂û1

∂y

∣∣∣∣p−2
∂û1

∂y
+
√

2
2

gsign
(

∂û1

∂y

))
= f̂1 −

dp̂

dx
in W−1,p′ (Ω) . (3.21)

Proof. Introducing the operator A defined as follows

A : W 1,p
0 (Ωε)2 −→ W−1,p′ (Ωε)2 ,

〈Auε,vε〉W−1,p′(Ωε)2×W 1,p
0 (Ωε)2 = µεp

∫
Ωε

|D (vε)|p−2
D (vε) ·D (vε) dx1dx2.

It is easy to verify that A is monotone and hemi-continuous (see for more details
the reference [13]). Moreover, we know that the functional

vε ∈ W 1,p
0 (Ωε)2 −→ gε

∫
Ωε

|D (vε)| dx1dx2
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is proper and convex. Then, the use of Minty’s lemma permits us to affirm that (2.10)
is equivalent to the following inequality

µεp

∫
Ωε

|D (vε)|p−2
D (vε) ·D (vε − uε) dx1dx2+

gε

∫
Ωε

|D (vε)| dx1dx2 − gε

∫
Ωε

|D (uε)| dx1dx2

≥
∫

Ωε

fε · (vε − uε) dx1dx2 +
∫

Ωε

pεdiv (vε − uε) dx1dx2 ∀vε ∈ W 1,p
0 (Ωε)2 .

Our goal now is to pass to the limit when ε tends to zero. To this aim, we
use Proposition 3.4 and the weak lower semi-continuity of the convex and continuous

functional vε ∈ W 1,p
0 (Ωε) −→ gε

∫
Ωε

|D (vε)| dx1dx2. We find the following limit

inequality

µ

∫
Ω

1

2
p−2
2

[∣∣∣∣∂v̂1

∂y

∣∣∣∣2 +
∣∣∣∣∂v̂2

∂y

∣∣∣∣2
] p−2

2 [
1
2

∂v̂1

∂y

∂ (v̂1 − û1)
∂y

+
∂v̂2

∂y

∂ (v̂2 − û2)
∂y

]
dxdy

+g

∫
Ω

[
1
2

∣∣∣∣∂v̂1

∂y

∣∣∣∣2 +
∣∣∣∣∂v̂2

∂y

∣∣∣∣2
] 1

2

dxdy − g

∫
Ω

[
1
2

(
∂û1

∂y

)2

+
(

∂û2

∂y

)2
] 1

2

dxdy

≥
∫

Ω

f̂ · (v̂ − û) dxdy +
∫

Ω

p̂div (v̂ − û) dxdy ∀vε ∈ W 1,p
0 (Ωε) . (3.22)

Furthermore, from (3.3) and (3.4) we find

∂û2

∂y
= 0 in Ω.

It follows, keeping in mind (3.20), that

û (x, y) = (û1 (x, y) , 0) .

This permits also to choose v̂2 = 0 in (3.22).
Considering now the operator A such that

A : Wp −→ W ′
p,

〈Aû1, v̂1〉W ′
p×Wp

=
µ

2
p
2

∫
Ωε

∣∣∣∣∂û1

∂y

∣∣∣∣p−2
∂û1

∂y

∂v̂1

∂y
dxdy.

It is clear that the operator A is monotone and hemi-continuous and the func-

tional v̂1 ∈ Wp −→
√

2
2 g

∫
Ω

∣∣∣∣∂v̂1

∂y

∣∣∣∣ dxdy is proper and convex. Hence, we deduce using

again Minty’s lemma

µ

2
p
2

∫
Ω

∣∣∣∣∂û1

∂y

∣∣∣∣p−2
∂û1

∂y

∂ (v̂1 − û1)
∂y

dxdy +
√

2
2

g

∫
Ω

∣∣∣∣∂v̂1

∂y

∣∣∣∣ dxdy −
√

2
2

g

∫
Ω

∣∣∣∣∂û1

∂y

∣∣∣∣ dxdy

≥
∫

Ω

f̂1 (v̂1 − û1) dxdy −
∫

Ω

dp̂

dx
(v̂1 − û1) dxdy ∀v̂1 ∈ Wp. (3.23)
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This yields, via Green’s formula

− µ

2
p
2

∫
Ω

∂

∂y

(∣∣∣∣∂û1

∂y

∣∣∣∣p−2
∂û1

∂y

)
(v̂1 − û1) dxdy+

√
2

2
g

∫
Ω

∣∣∣∣∂v̂1

∂y

∣∣∣∣ dxdy −
√

2
2

g

∫
Ω

∣∣∣∣∂û1

∂y

∣∣∣∣ dxdy

≥
∫

Ω

f̂1 (v̂1 − û1) dxdy −
∫

Ω

dp̂

dx
(v̂1 − û1) dxdy ∀v̂1 ∈ Wp. (3.24)

Due to the fact that W 1,p
0 (Ω) is dense in Wp, see [1], we can take v̂1 = û1 ± ϕ

in (3.24), where ϕ ∈ W 1,p
0 (Ω) to obtain the following inequalities

− µ

2
p
2

∫
Ω

∂

∂y

(∣∣∣∣∂û1

∂y

∣∣∣∣p−2
∂û1

∂y

)
ϕdxdy+

√
2

2
g

∫
Ω

∣∣∣∣∂ (û1 + ϕ)
∂y

∣∣∣∣ dxdy−
√

2
2

g

∫
Ω

∣∣∣∣∂û1

∂y

∣∣∣∣ dxdy

≥
∫

Ω

f̂1ϕdxdy −
∫

Ω

dp̂

dx
ϕdxdy ∀ϕ ∈ W 1,p

0 (Ω) .

and

µ

2
p
2

∫
Ω

∂

∂y

(∣∣∣∣∂û1

∂y

∣∣∣∣p−2
∂û1

∂y

)
ϕdxdy +

√
2

2
g

∫
Ω

∣∣∣∣∂ (û1 − ϕ)
∂y

∣∣∣∣ dxdy −
√

2
2

g

∫
Ω

∣∣∣∣∂û1

∂y

∣∣∣∣ dxdy

≥ −
∫

Ω

f̂1ϕdxdy +
∫

Ω

dp̂

dx
ϕdxdy ∀ϕ ∈ W 1,p

0 (Ω) .

Replacing in these two inequalities the test function ϕ by λϕ, λ > 0, dividing
the obtained inequalities by λ. The passage to the limit when λ tends to 0 implies,

under the hypothesis
∂û1

∂y
6= 0, that

− µ

2
p
2

∫
Ω

∂

∂y

(∣∣∣∣∂û1

∂y

∣∣∣∣p−2
∂û1

∂y

)
ϕdxdy +

√
2

2
g

∫
Ω

sign
(

∂û1

∂y

)
∂ϕ

∂y
dxdy

≥
∫

Ω

f̂1ϕdxdy −
∫

Ω

dp̂

dx
ϕdxdy ∀ϕ ∈ W 1,p

0 (Ω) .

and

µ

2
p
2

∫
Ω

∂

∂y

(∣∣∣∣∂û1

∂y

∣∣∣∣p−2
∂û1

∂y

)
ϕdxdy −

√
2

2
g

∫
Ω

sign
(

∂û1

∂y

)
∂ϕ

∂y
dxdy

≥ −
∫

Ω

f̂1ϕdxdy +
∫

Ω

dp̂

dx
ϕdxdy ∀ϕ ∈ W 1,p

0 (Ω) .
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Consequently, we get combining these two inequalities and using a simple inte-
gration by parts

−
∫

Ω

∂

∂y

[
µ

2
p
2

(∣∣∣∣∂û1

∂y

∣∣∣∣p−2
∂û1

∂y

)
+
√

2
2

gsign
(

∂û1

∂y

)]
ϕdxdy

=
∫

Ω

(
f̂1 −

dp̂

dx
ϕ

)
dxdy ∀ϕ ∈ W 1,p

0 (Ω) .

Which eventually gives (3.21). �

From now on we will denote by (û, p̂) ∈ Wp × Lp′

0 (Ω) the solution of the limit
problem (3.21).

The following proposition shows the uniqueness of the limit solution (û, p̂) .

Proposition 3.6. The limit strong problem (3.21) has a unique, solution (û, p̂) in Wp×
Lp′

0 (Ω) with the condition (3.20).

Proof. Suppose that the limit problem (3.21) has at least two solutions (û1, p̂1),
(û2, p̂2) ∈ Wp × Lp′

0 (Ω) . In particular, (û1, p̂1) , (û2, p̂2) are solutions of the weak
formulation (3.23). Then

µ

2
p
2

∫
Ω

∣∣∣∣∂û1

∂y

∣∣∣∣p−2
∂û1

∂y

∂ (v̂ − û1)
∂y

dxdy +
√

2
2

g

∫
Ω

∣∣∣∣∂v̂

∂y

∣∣∣∣ dxdy −
√

2
2

g

∫
Ω

∣∣∣∣∂û1

∂y

∣∣∣∣ dxdy

≥
∫

Ω

f̂1 (v̂ − û1) dxdy −
∫

Ω

dp̂1

dx
(v̂ − û1) dxdy ∀v̂ ∈ Wp, (3.25)

and

µ

2
p
2

∫
Ω

∣∣∣∣∂û2

∂y

∣∣∣∣p−2
∂û2

∂y

∂ (v̂ − û2)
∂y

dxdy +
√

2
2

g

∫
Ω

∣∣∣∣∂v̂

∂y

∣∣∣∣ dxdy −
√

2
2

g

∫
Ω

∣∣∣∣∂û2

∂y

∣∣∣∣ dxdy

≥
∫

Ω

f̂1 (v̂ − û2) dxdy −
∫

Ω

dp̂2

dx
(v̂ − û2) dxdy ∀v̂ ∈ Wp. (3.26)

Setting v̂ = û2, v̂ = û1 as test functions in (3.25) and (3.26), respectively.
Subtracting the two obtained inequalities, we can infer

µ

2
p
2

∫
Ω

[∣∣∣∣∂û2

∂y

∣∣∣∣p−2
∂û2

∂y
−
∣∣∣∣∂û1

∂y

∣∣∣∣p−2
∂û1

∂y

]
∂ (û2 − û1)

∂y
dxdy

≤
∫

Ω

d (p̂1 − p̂2)
dx

(û2 − û1) dxdy ∀v̂ ∈ Wp. (3.27)

Observe that for every x, y ∈ Rn,(
|x|p−2

x− |y|p−2
y
)
· (x− y) ≥ (p− 1)

|x− y|2

(|x|+ |y|)2−p , 1 < p ≤ 2.
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This leads, making use (3.27), to

µ (p− 1)
2

p
2

∫
Ω

∣∣∣∣∂ (û2 − û1)
∂y

∣∣∣∣2(∣∣∣∣∂û1

∂y

∣∣∣∣+ ∣∣∣∣∂û2

∂y

∣∣∣∣)2−p dxdy ≤
∫

Ω

d (p̂1 − p̂2)
dx

(û2 − û1) dxdy

=

1∫
0

d (p̂1 − p̂2)
dx

h(x)∫
0

(û2 − û1) dy

 dx.

The use of (3.20) gives

∫
Ω

∣∣∣∣∂ (û2 − û1)
∂y

∣∣∣∣2(∣∣∣∣∂û1

∂y

∣∣∣∣+ ∣∣∣∣∂û2

∂y

∣∣∣∣)2−p dxdy = 0. (3.28)

On the other hand, the application of Hölder’s inequality leads to∫
Ω

∣∣∣∣∂ (û2 − û1)
∂y

∣∣∣∣p dxdy

≤ c


∫

Ω

∣∣∣∣∂û2

∂y
− ∂û1

∂y

∣∣∣∣2(∣∣∣∣∂û1

∂y

∣∣∣∣+ ∣∣∣∣∂û2

∂y

∣∣∣∣)2−p dxdy


p
2 (∫

Ω

(∣∣∣∣∂û1

∂y

∣∣∣∣+ ∣∣∣∣∂û2

∂y

∣∣∣∣)p

dxdy

) 2−p
2

.

Which gives, keeping in mind (3.28)

∂ (û2 − û1)
∂y

= 0.

Since û2 (x, h (x)) = û1 (x, h (x)) = 0, we deduce that û2 = û1 a.e. in Ω.
Finally, to prove the uniqueness of the pressure, we use equation (3.21) with the

two pressures p̂1 and p̂2. We find

d (p̂1 − p̂2)
dx

= 0.

Then, due to fact that p̂1, p̂2 ∈ Lp′

0 (Ω) , the result can be easily deduced. �

4. Mechanical interpretation

Suppose that
∂û

∂y
6= 0 and let σε be the stress tensor associated to uε. Then using

the constitutive law of Herschel-Bulkley fluid, we can infer∫
Ωε

∣∣σ̃ε
∣∣p′ dx1dx2 ≤

∫
Ωε

(
µεp |D (uε)|p−2

D (uε) + gε
)p′

dx1dx2.
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We can then easily prove, by passage to the variables x and y, that

1
ε

∥∥∥̂̃σε
∥∥∥

Lp′ (Ω)4
≤ c.

Thus, we can extract a subsequence still denoted by σε such that

1
ε
̂̃σε −→ σ̂ in Lp′ (Ω)4 weakly.

On the other hand, we know from the flow equation (2.1) that

2∑
j=1

∂σ̃ε
ij

∂xj
=

∂pε

∂xi
− f̂ε

i , i = 1, 2 in Ωε.

By passage to the variables x and y, taking into account the fact that p̂ (x, y) = p̂ (x) ,
we obtain the following equations

∂
̂̃
σε

11

∂x
+

1
ε

∂
̂̃
σε

12

∂y
=

dp̂ε

dx
− f̂ε

1

∂
̂̃
σε

21

∂x
+

1
ε

∂
̂̃
σε

22

∂y
= −f̂ε

2

in Ω. (4.1)

The passage to the limit leads

∂σ̂21

∂y
=

dp̂

dx
− f̂1. (4.2)

By comparison with equation (3.21), we find

σ̂21 =
µ

2
p
2

∣∣∣∣∂û

∂y

∣∣∣∣p−2
∂û

∂y
+
√

2
2

gsign
(

∂û

∂y

)
.

Which means that if
∂û

∂y
6= 0 then |σ̂21| >

√
2

2 g. Hence, if |σ̂21| ≤
√

2
2 g we get

∂û

∂y
= 0.

This permits us to deduce that at the limit the flow can be described by the following
one dimensional constitutive law

τ̂ =
µ

2
p
2

∣∣∣∣∂û

∂y

∣∣∣∣p−2
∂û

∂y
+
√

2
2

gsign
(

∂û

∂y

)
if

∂û

∂y
6= 0

|τ̂ | ≤
√

2
2 g if

∂û

∂y
= 0

in Ω, (4.3)

where τ̂ is the stress of the limit model. Such constitutive law has been studied by
many engineers for the particular case of Bingham fluid i.e. p = 2, see for example
[9]. Indeed, the case p = 2 corresponds to the Bingham flow. For µ = 2µ∗, g =

√
2g∗

and p = 2 the result in [4] are recovered.



130 Farid Messelmi and Boubakeur Merouani

References

[1] Boughanim, F., Boukrouche, M., Smaoui, H., Asymptotic Behavior of a Non-Newtonian
Flow with Stick-Slip Condition, 2004-Fez Conference on Differential Equations and Me-
chanics, Electronic Journal of Differential Equations, Conference 11, 2004, 71-80.
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[8] Lions, J.L., Quelques Méthodes de Résolution des Problèmes Aux Limites Non Linéaires,
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Book reviews

Jean-Paul Penot, Calculus Without Derivatives, Graduate Texts in Mathematics
266, Springer, New York - Heidelberg - Dordrecht - London, 2013, ISBN: 978-1-4614-
4537-1/hbk; 978-1-4614-4538-8/ebook, xx + 524 pp.

Differential calculus offers efficient tools for the study of extrema of differentiable
functions. In the case of nondifferentiable functions, defined on subsets of a Banach
space X, more refined methods are needed – the differentials, which are elements of
the dual space X∗, are replaced by various kinds of subdifferentials, which are subsets
of X∗, and various types of cones (tangent, normal, regression, etc) enter the scene.
In this new area, called nonsmooth analysis, sets and functions play interchangeable
roles, leading to more flexibility in the treatment of optimization problems. As it is
expected, the definitions of these new objects and the proofs of their properties use
tools from set-valued analysis and differential calculus, topics that are treated in the
first two chapters of the book, 1. Metric and topological tools, and 2. Elements of dif-
ferentiable calculus. The first chapter contains some results from topology, set-valued
analysis (continuity properties of multimaps, limits of sets), the variational principles
of Ekeland, Deville-Godefroy-Zizler and Stegall, with applications to fixed point theo-
rems, openness and regularity results (Robinson-Ursescu theorem), and well-posedness
of optimization problems. In the second chapter, one studies the fundamental prop-
erties of the Fréchet, Hadamard and Gâteaux derivatives. Kantorovich’s theorem on
the Newton method is used to prove the Lyusternik-Graves theorem, the inverse and
the implicit function theorems are proved with a special attention paid to the Lip-
schitz behavior of the inverse. As applications one studies the relevance of tangent
and normal cones in optimization – Fermat’s rule, Lagrange multipliers, Lyusternik
theorem – and one gives a short introduction to the calculus of variations.

Convex functions, the subject of Chapter 3. Elements of convex analysis, have
nice continuity and differentiability properties, allowing a good subdifferential calculus
which serves as a model for more general subdifferentials studied in the subsequent
chapters. This chapter contains the basic results of convex analysis – subdifferentials,
the Legendre-Fenchel transform and conjugate functions. Besides the exact rules of the
calculus with subdifferentials of convex functions, fuzzy rules (meaning approximate
rules) are considered as well, paving the way to similar rules in the non-convex case and
showing at the same time that convex analysis is a part of a more general construction.
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Containing classical material, as well as some more special topics useful for
nonsmooth analysis, each of these first three chapters is of independent interest and
can serve as a base for a one semester course on the corresponding topic.

The rest of the book, chapters 4. Elementary and viscosity subdifferentials,
5. Circa-subdifferentials, Clarke subdifferentials, 6. Limiting subdifferentials, and 7.
Graded subdifferentials, Ioffe subdifferentials, are devoted to nonsmooth analysis. As
the author explains, the consideration of various kinds of subdifferentials is motivated
by the optimization problem we are studying and by the choice of the space we are
working in. Two, somewhat antagonistic, criteria governing the choice of a subdif-
ferential are the accurateness of the information he supplies and the availability of
calculus rules. In most cases only fuzzy calculus rules are available, a case already
considered for the subdifferentials of convex functions, but this reflects the fact that,
very often in real situations, only approximate values of the differentials can be com-
puted, not the exact ones. In author’s opinion, the abundance of subdifferentials is not
a sign of disorder, but rather reflects the richness of the domain, a unity in diversity.
He succeeds to treat in a unitary way various kinds of subdifferentials encountered in
nonsmooth analysis, having as primary models convex analysis and classical differen-
tial calculus and putting in evidence connections between directional derivatives and
tangent cones, on one side, and subdifferentials and normal cones, on the other side.
In some cases there is not a complete duality between these two classes of objects,
only ”one-way routes” being available. These four notions, together with the graphical
derivatives and coderivatives for multimaps, are considered by the author as ”the six
pillars of nonsmooth analysis”.

Written by a reputed specialist in the domain, with substantial contributions to
convex and nonsmooth analysis (as a significant sample we mention the Michel-Penot
subdifferential), and based on a large bibliography (1003 titles from which 173 belong
to the author himself, alone or in cooperation), the book presents in a unitary and
systematic way a lot of results and tools used in modern optimization theory, some
of them still under construction. Each subsection is followed by a set of exercises
illustrating the main text by examples, or completing it, some of them with hints and
for the more demanding ones a reference to a paper (or book) being given. (Some of
these are rather cryptic, as, for instance Exercise

By collecting together a lot of results in nonsmooth analysis and presenting
them in a coherent and accessible way, the author rendered a great service to the
mathematical community. The book can be considered as an incentive for newcomers
to enter this area of research, which, by the variety of tools and methods, may look
discouraging at the first sight. The specialists will find also a lot of systematized
information, and, as we have already told, the first three chapters can be used for
independent graduate courses.

S. Cobzaş
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Jean-Baptiste Hiriart-Urruty, Bases, outils et principes pour lanalyse variation-
nelle, Mathématiques et Applications, Springer-Verlag, Berlin - Heidelberg, 2013,
ISSN 1154-483X, ISBN 978-3-642-30734-8, ISBN 978-3-642-30735-5 (eBook), DOI
10.1007/978-3-642-30735-5.

As the author explains in Preface, the book contains topics which can be taught
and assimilated by the students attending the course Master 2 Recherche in the first
semester (25-30 teaching ours). For this reason he made a rigorous selection, keeping
only results which resisted the time and are essential for the area. The first chapter,
Prolégomènes, contains an introduction to existence results in constrained optimiza-
tion, emphasizing the roles played by topologies (norm and weak on a normed space
E, and norm and weak∗ on its dual E∗), and by convexity. A lot of supplementary
results are contained in the exercises at the end of this chapter.

The second chapter, Conditions nécessaires d’optimalité approchée, is concerned
mainly with the variational principles of Ekeland and Borwein-Preiss (this one in
Hilbert space framework). As application, a detailed study of best approximation in
a Hilbert space H by elements of a nonempty closed S is done – continuity and dif-
ferentiability properties of the distance function dS and of the metric projection pS ,
and dense existence results. In Annexe one discusses Fréchet, Gâteaux and Hadamard
differentiability. The results of this chapter are completed and developed in the third
chapter Autour de la projection sur un convexe fermé: la decomposition de Moreau.
The term ”opératoire” (operative) in the heading of the fourth chapter, Analyse
convexe opératoire, means that the presentation is restricted to definitions, essen-
tial techniques and tools of convex analysis, destined to be used in situations where
the convexity is not available.

The last chapter, Ch. 6, Sous-différentiel généralisés de fonctions non
différentiables, is concerned with Clarke’s directional generalized derivatives and sub-
differentials for locally Lipschitz functions defined on an open subset of a Banach
space – definitions, properties, calculus rules and applications to necessary conditions
in optimization problems. Connections with tangent (contigent) cones and Clarke’s
normal cone are established, opening the way to nonsmooth geometry. Other types of
subdifferentials – Clarke’s subdifferential for arbitrary lower semi-continuous functions
(not necessarily locally Lipschitz), Fréchet subdifferentials, proximal subdifferentials,
viscosity subdifferentials, and back and forth rules with the corresponding tangent
and normal cones – are briefly discussed at the end of this chapter.

All the notions are carefully motivated and the results are discussed and illus-
trated by concrete examples. Each section ends with a set of good exercises completing
the main text. The bibliographic references are given at the end of each chapter.

Written in an informal and colloquial style, with witty remarks and quotations
of mathematical, but also of general nature, the book is a good introduction to non-
smooth analysis. It can be used as a ”très bon appéritif” to more advanced books
in this domain as, for instance, the two volume book by J.-B. Hiriart-Urruty and C.
Lemarechal, Convex Analysis and Minimization Algorithms I and II (Grundlehren des
mathematischen Wissenschaften Vol. 305 and 306, Springer 1993, reprinted in 1996,
or in abridged form Fundamentals of convex analysis, Grundlehren Text Editions
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Springer-Verlag 2001, W. Schirotzek, Nonsmooth Analysis, Universitext, Springer
2007, and the recent one by J.-P. Penot, Calculus Without Derivatives, GTM, Vol. 266,
Springer 2013. Or, as the author nicely says at the end of his exposition, ”le lecteur-
étudiant pourra se faire les dents sur des problèmes variationnels ou d’optimisation
non-résolus”.

S. Cobzaş

Luboš Pick, Alois Kufner, Oldřich John and Svatopluk Fučik, Function Spaces, 2nd
Revised and Extended Edition, Series in Nonlinear Analysis and Applications, Vol.
14, xv+479 pp, Walter de Gruyter, Berlin - New York, 2013, ISBN: 978-3-11-025041-
1, e-ISBN: 978-3-11-025042-8, ISSN: 0941-813X.

This is the second edition of the successful book by A. Kufner, O. John and S.
Fučik, Function Spaces, Noordhoff, Leyden, and Academia, Praha, 1977. This new
edition is dedicated to Professor Svatopluk Fučik who passed away not long after
the first edition appeared. Over the 35 years passed since then a lot of new results
appeared, several books were published, so that three of the authors (L.P., A.K. and
O.J.) with the strong support of de Gruyter Publishing House, considered appropriate
to write a new revised and updated edition of the book. Because this new edition is
based on the 1997 version of the book, Svatopluk Fučik was included between the
authors. Also, as the collected material was too long for a single volume, they decided
to split in into two volumes. The first volume is dedicated to the study of function
spaces, based on intrinsic properties of functions such as size, continuity, smoothness,
various forms of control over the mean oscillation, and so on. The second volume will
be concerned with function spaces of Sobolev type, in which the key notion is that of
weak derivative of functions of several variables.

In the first chapter of the book, Preliminaries, for easy reference, the authors
collect notions and results (without proofs) from functional analysis and measure
theory used throughout the book.

The function spaces treated in the first volume are well illustrated by the head-
ings of the chapters: Ch. 2, Spaces of smooth functions (completeness and com-
pactness, separability, extension of functions, Hölder and Lipschitz spaces), Ch. 3,
Lebesgue spaces (mollifiers, density results, separability, dual spaces, reflexivity, dual
spaces, weighted Hardy inequalities, the space L∞, weak convergence, compactness,
Schauder bases), Ch. 4, Orlicz spaces (Young functions, Jensen inequality, the condi-
tion ∆2, Hölder inequality, completeness and compactness, separability, isomorphisms,
Schauder bases), Ch. 5, Morrey and Campanato spaces (these are subspaces of the
Lebesgue spaces defined through a mean oscillation property). The spaces studied in
Ch. 6, Banach function spaces, are Banach spaces of measurable functions defined
through a Banach function norm. This abstract scheme covers many examples of
scales of function spaces as Lebesgue, Orlicz, and Morrey spaces, as well as rearrange-
ment invariant function spaces (studied in Chapter 7) and Lorentz spaces (studied
in Chapters 8, Lorentz spaces, and 10, Classical Lorentz spaces). Ch. 9, Generalized
Lorentz-Zygmund spaces, is concerned with a class of functions defined with the help
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of logarithmic functions raised to different powers near 0 and near infinity (such func-
tions are, in a sense, ”broken” in 1, a reason for which they are called also broken
logarithmic functions). The last chapter of this volume, Ch. 11, Variable-exponent
Lebesgue spaces, is concerned with a class of spaces that turned to be of great im-
portance in the study of mathematical models of electrorheological fluids, as it was
shown by M. Ružička, LNM, vol. 1748, Springer 2000.

The book contains a lot of results about various classes of function spaces, of
great importance in various areas of mathematics, especially for partial differential
equations, presented in a clear manner in the elegant typographical layout of de
Gruyter Publishres. Undoubtedly, that, together with the second volume, this welcome
new edition will become a standard reference in the domain.

Radu Precup
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