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A simple proof of the fundamental theorem
of calculus for the Lebesgue integral

Rodrigo López Pouso

Abstract. This paper contains a new elementary proof of the Fundamental The-
orem of Calculus for the Lebesgue integral. The hardest part of our proof simply
concerns the convergence in L1 of a certain sequence of step functions, and we
prove it using only basic elements from Lebesgue integration theory.

Mathematics Subject Classification (2010): 26A46, 26A36.

Keywords: Fundamental theorem of calculus, Lebesgue integral, absolute conti-
nuity.

1. Introduction

Let f : [a, b] −→ R be absolutely continuous on [a, b], i.e., for every ε > 0 there
exists δ > 0 such that if {(aj , bj)}n

j=1 is a family of pairwise disjoint subintervals of
[a, b] satisfying

n∑
j=1

(bj − aj) < δ,

then
n∑

j=1

|f(bj)− f(aj)| < ε.

Classical results ensure that f has a finite derivative almost everywhere in I =
[a, b], and that f ′ ∈ L1(I), see [3] or [9, Corollary 6.83]. These results, which we shall
use in this paper, are the first steps in the proof of the main connection between
absolute continuity and Lebesgue integration: the Fundamental Theorem of Calculus
for the Lebesgue integral.

Partially supported by FEDER and Ministerio de Educación y Ciencia, Spain, project MTM2010-

15314.
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Theorem 1.1. If f : I = [a, b] −→ R is absolutely continuous on I, then

f(b)− f(a) =
∫ b

a

f ′(x) dx in Lebesgue’s sense.

In this note we present a new elementary proof to Theorem 1.1 which seems more
natural and easy than the existing ones. Indeed, our proof can be sketched simply as
follows:

1. We consider a well–known sequence of step functions {hn}n∈N which tends to f ′

almost everywhere in I and, moreover,∫ b

a

hn(x) dx = f(b)− f(a) for all n ∈ N.

2. We prove, by means of elementary arguments, that

lim
n→∞

∫ b

a

hn(x) dx =
∫ b

a

f ′(x) dx.

More precise comparison with the literature on Theorem 1.1 and its several
proofs will be given in Section 3.

In the sequel m stands for the Lebesgue measure in R.

2. Proof of Theorem 1.1

For each n ∈ N we consider the partition of the interval I = [a, b] which divides
it into 2n subintervals of length (b− a)2−n, namely

xn,0 < xn,1 < xn,2 < · · · < xn,2n ,

where xn,i = a + i(b− a)2−n for i = 0, 1, 2, . . . , 2n.
Now we construct a step function hn : [a, b) −→ R as follows: for each x ∈ [a, b)

there is a unique i ∈ {0, 1, 2, . . . , 2n − 1} such that

x ∈ [xn,i, xn,i+1),

and we define

hn(x) =
f(xn,i+1)− f(xn,i)

xn,i+1 − xn,i
=

2n

b− a
[f(xn,i+1)− f(xn,i)].

On the one hand, the construction of {hn}n∈N implies that

lim
n→∞

hn(x) = f ′(x) for a.a. x ∈ [a, b]. (2.1)

To prove (2.1), we fix x ∈ (a, b) such that f ′(x) exists and x 6= xn,i for all n ∈ N
and all i ∈ {1, 2, . . . , 2n − 1}. Now for each n ∈ N we consider the unique index
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i ∈ {0, 1, 2, . . . , 2n − 1} such that x ∈ (xn,i, xn,i+1) and we have

|f ′(x)− hn(x)| =
∣∣∣∣f ′(x)− f(xn,i+1)− f(x) + f(x)− f(xn,i)

xn,i+1 − xn,i

∣∣∣∣
=

∣∣∣∣f ′(x)
xn,i+1 − x + x− xn,i

xn,i+1 − xn,i

−f(xn,i+1)− f(x)
xn,i+1 − x

xn,i+1 − x

xn,i+1 − xn,i

−f(x)− f(xn,i)
x− xn,i

x− xn,i

xn,i+1 − xn,i

∣∣∣∣
≤

∣∣∣∣f ′(x)− f(xn,i+1)− f(x)
xn,i+1 − x

∣∣∣∣ +
∣∣∣∣f ′(x)− f(x)− f(xn,i)

x− xn,i

∣∣∣∣ ,

which yields (2.1).
On the other hand, for each n ∈ N we compute∫ b

a

hn(x)dx =
2n−1∑
i=0

∫ xn,i+1

xn,i

hn(x)dx =
2n−1∑
i=0

[f(xn,i+1)− f(xn,i)] = f(b)− f(a),

and therefore it only remains to prove that

lim
n→∞

∫ b

a

hn(x) dx =
∫ b

a

f ′(x) dx.

Let us prove that, in fact, we have convergence in L1(I), i.e.,

lim
n→∞

∫ b

a

|hn(x)− f ′(x)| dx = 0. (2.2)

Let ε > 0 be fixed and let δ > 0 be one of the values corresponding to ε/4 in the
definition of absolute continuity of f .

Since f ′ ∈ L1(I) we can find ρ > 0 such that for any measurable set E ⊂ I we
have ∫

E

|f ′(x)| dx <
ε

4
whenever m(E) < ρ. (2.3)

The following lemma will give us fine estimates for the integrals when many of
the |hn| are ”large”. We postpone its proof for better readability.

Lemma 2.1. For each ε > 0 there exist k, nk ∈ N such that

k ·m
({

x ∈ I : sup
n≥nk

|hn(x)| > k

})
< ε.

Lemma 2.1 guarantees that there exist k, nk ∈ N such that

k ·m
({

x ∈ I : sup
n≥nk

|hn(x)| > k

})
< min

{
δ,

ε

4
, ρ

}
. (2.4)

Let us denote

A =
{

x ∈ I : sup
n≥nk

|hn(x)| > k

}
,
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which, by virtue of (2.4) and (2.3), satisfies the following properties:

m(A) < δ, (2.5)

k ·m(A) <
ε

4
, (2.6)∫

A

|f ′(x)| dx <
ε

4
. (2.7)

We are now in a position to prove that the integrals in (2.2) are smaller than ε
for all sufficiently large values of n ∈ N. We start by noticing that (2.7) guarantees
that for all n ∈ N we have∫

I

|hn(x)− f ′(x)| dx =
∫

I\A
|hn(x)− f ′(x)| dx +

∫
A

|hn(x)− f ′(x)| dx

<

∫
I\A

|hn(x)− f ′(x)| dx +
∫

A

|hn(x)| dx +
ε

4
. (2.8)

The definition of the set A implies that for all n ∈ N, n ≥ nk, we have

|hn(x)− f ′(x)| ≤ k + |f ′(x)| for almost all x ∈ I \A,

so the Dominated Convergence Theorem yields

lim
n→∞

∫
I\A

|hn(x)− f ′(x)| dx = 0. (2.9)

From (2.8) and (2.9) we deduce that there exists nε ∈ N, nε ≥ nk, such that for
all n ∈ N, n ≥ nε, we have∫

I

|hn(x)− f ′(x)| dx <
ε

2
+

∫
A

|hn(x)| dx. (2.10)

Finally, we estimate
∫

A
|hn| for each fixed n ∈ N, n ≥ nε. First, we decompose

A = B ∪ C, where

B = {x ∈ A : |hn(x)| ≤ k} and C = A \B.

We immediately have∫
B

|hn(x)| dx ≤ k ·m(B) ≤ k ·m(A) <
ε

4
(2.11)

by (2.6).
Obviously,

∫
C
|hn| < ε/4 when C = ∅. Let us see that this inequality holds true

when C 6= ∅. For every x ∈ C = {x ∈ A : |hn(x)| > k} there is a unique index i ∈
{0, 1, 2, . . . , 2n− 1} such that x ∈ [xn,i, xn,i+1). Since |hn| is constant on [xn,i, xn,i+1)
we deduce that [xn,i, xn,i+1) ⊂ C. Thus there exist indices il ∈ {0, 1, 2, . . . , 2n − 1},
with l = 1, 2, . . . , p and il 6= il̃ if l 6= l̃, such that

C =
p⋃

l=1

[xn,il
, xn,il+1).
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Therefore
p∑

l=1

(xn,il+1 − xn,il
) = m(C) ≤ m(A) < δ by (2.5),

and then the absolute continuity of f finally comes into action:∫
C

|hn(x)| dx =
p∑

l=1

∫ xn,il+1

xn,il

|hn(x)| dx

=
p∑

l=1

|f(xn,il+1)− f(xn,il
)| < ε

4
.

This inequality, along with (2.10) and (2.11), guarantee that for all n ∈ N,
n ≥ nε, we have ∫

I

|hn(x)− f ′(x)| dx < ε,

thus proving (2.2) because ε was arbitrary. The proof of Theorem 1.1 is complete.

Now we go back to Lemma 2.1. A more general version, which seems interesting
in its own right, will be established instead. We split it into two parts for better
readability.

A first result, elementary but absent from many textbooks, complements Tcheby-
shev’s inequality for integrable functions. It is however an old result which we can
already find in Hobson’s book [6, page 526]. A proof is included for the convenience
of readers.

Proposition 2.2. Let A ⊂ R be a measurable set. If g ∈ L1(A) then

lim
k→∞

k ·m ({x ∈ A : |g(x)| ≥ k}) = 0. (2.12)

Proof. Standard results guarantee that
∞∑

n=0

n ·m({x ∈ A : n ≤ |g(x)| < n + 1}) ≤
∞∑

n=0

∫
{x : n≤|g(x)|<n+1}

|g(x)| dx

=
∫
∪∞n=0{x : n≤|g(x)|<n+1}

|g(x)| dx

=
∫

A

|g(x)| dx,

hence the series on the left-hand side is convergent.
For all k ∈ N we have

k ·m ({x ∈ A : |g(x)| ≥ k}) = k ·
∞∑

n=k

m ({x ∈ A : n ≤ |g(x)| < n + 1})

≤
∞∑

n=k

n ·m({x ∈ A : n ≤ |g(x)| < n + 1}),

and then (2.12) obtains. �
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Now we proceed with our extended version of Lemma 2.1.

Proposition 2.3. Let A ⊂ R be a measurable set with m(A) < ∞. Assume that gn :
A −→ R ∪ {−∞,+∞} is measurable for each n ∈ N and

lim
n→∞

gn(x) = g(x) ∈ R for almost all x ∈ A. (2.13)

Then for every k ∈ N we have

lim
j→∞

m

({
x ∈ A : sup

n≥j
|gn(x)| ≥ k

})
= m ({x ∈ A : |g(x)| ≥ k}) , (2.14)

and, if g ∈ L1(A) then

lim
k→∞

lim
j→∞

k ·m
({

x ∈ A : sup
n≥j

|gn(x)| ≥ k

})
= 0, (2.15)

which implies the result in Lemma 2.1 for gn = hn and g = f ′.

Proof. Let N ⊂ A be a null–measure set such that (2.13) holds for all x ∈ A \N and
let k ∈ N be fixed.

We define a family of measurable sets

Ej =
{

x ∈ A \N : sup
n≥j

|gn(x)| ≥ k

}
(j ∈ N).

Notice that Ej+1 ⊂ Ej for every j ∈ N, and m(E1) ≤ m(A) < ∞, hence

lim
j→∞

m(Ej) = m

 ∞⋂
j=1

Ej

 = m ({x ∈ A \N : |g(x)| ≥ k}) ,

so (2.14) is proven.
Now (2.14) and (2.12) yield (2.15). �

3. Final remarks

The sequence {hn}n∈N is used in other proofs of Theorem 1.1, see [1] or [11].
The novelty in this paper is our elementary and self–contained proof of (2.2).

Our proof avoids somewhat technical results often invoked to prove Theorem 1.1.
For instance, we do not use any sophisticated estimate for the measure of image sets
such as [4, Theorem 7.20], [9, Lemma 6.88] or [11, Proposition 1.2], see also [7]. We
do not use the following standard lemma either (usually proven by means of Vitali’s
Covering Theorem): an absolutely continuous function having zero derivative almost
everywhere is constant, see [4, Theorem 7.16] or [9, Lemma 6.89]. It is worth having
a look at [5] for a proof of that lemma using tagged partitions; see also [2] for a proof
based on full covers [10].

Concise proofs of Theorem 1.1 follow from the Radon–Nikodym Theorem, see
[1], [4] or [8], but this is far from being elementary.

Finally, it is interesting to note that (2.2) is an almost trivial consequence of
Lebesgue’s Dominated Convergence Theorem when f is Lipschitz continuous on I.
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Certain subclasses of uniformly harmonic
β-starlike functions of complex order

Basem Aref Frasin and Nanjundan Magesh

Abstract. In this paper, we introduce a family of harmonic parabolic starlike func-
tions of complex order in the unit disc and coefficient bounds, distortion bounds,
extreme points, convolution conditions and convex combination are determined
for functions in this family. Further results on integral transforms are discussed.
Consequently, many of our results are either extensions or new approaches to
those corresponding previously known results.

Mathematics Subject Classification (2010): 30C45.

Keywords: Harmonic functions, univalent functions, starlike functions, convolu-
tion (or Hadamard) product.

1. Introduction and definitions

A continuous complex valued function f = u + iv defined in a simply connected
complex domain D is said to be harmonic in D if both u and v are real harmonic
in D. In any simply connected domain we can write f = h +

−
g , where h and g are

analytic in D. We call h the analytic part and g the co-analytic part of f . A necessary
and sufficient for f to be locally univalent and sense preserving in D is that |h′(z)|
> |g′(z)| in D.

Let SH denote the family of functions f = h +
−
g that are harmonic univalent

and sense preserving in the unit disk U = {z : |z| < 1} for which f(0) = fz(0)−1 = 0.

Then for f = h +
−
g ∈ SH, we may express the analytic functions h and g as

h(z) = z +
∞∑

k=2

akzk, g(z) =
∞∑

k=1

bkzk, |b1| < 1. (1.1)

The harmonic function f = h+
−
g for g ≡ 0 reduces to an analytic function f = h.

Also let SH be the subclass of SH consisting of functions of the form f = h+g, where
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the analytic functions h and g as

h(z) = z −
∞∑

k=2

|ak| zk, g(z) =
∞∑

k=1

|bk| zk. (1.2)

In 1984 Clunie and Sheil-Small [3] investigated the class SH as well as its geo-
metric subclasses and obtained some coefficient bounds. Since then, there has been
several papers related on SH and its subclasses. Jahangiri [7], Silverman[9], Silver-
man and Silvia [10] studied the harmonic starlike functions. Frasin [5], Frasin and
Murugusundaramoorthy [6] and Dixit et al. [4] extended the results by defining the
subclasses by means convolution (or Hadamard product) also, see [2, 13].

Recently, Yalçin and Öztürk [12] defined the class SH(b) consisting of functions
f = h + ḡ ∈ SH that satisfy the condition

Re

{
1 +

1
b

(
zh′(z)− zg′(z)

h(z) + g(z)
− 1

)}
> 0, b ∈ C \ {0}, z ∈ U . (1.3)

Also, they gave necessary and sufficient conditions for the functions to be in SH(b).
Furthermore, Stephen et al. [11] studied a harmonic parabolic starlike functions

of complex order denoted by SH(b, α) consisting of functions f = h + ḡ ∈ SH that
satisfy the condition

Re

{
1 +

1
b

(
(1 + eiγ)

zh′(z)− zg′(z)
h(z) + g(z)

− (1 + eiγ)− 1

)}
> α, z ∈ U , (1.4)

where 0 ≤ α < 1, γ ∈ R and b ∈ C \ {0} with |b| ≤ 1. Also, they gave necessary and
sufficient conditions for the functions to be in SH(b, α).

Motivated by Frasin and Murugusundaramoorthy [6], Yalçin and Öztürk [12] and
Stephen et al. [11], we define a new class of uniformly harmonic β− starlike functions
of complex order SH(Φ,Ψ;α, β, b; t), the subclass of SH consisting of functions f =
h +

−
g ∈ SH that satisfy the condition

Re

{
1 +

1
b

(
(1 + βeiγ)

h(z) ∗ Φ(z)− g(z) ∗Ψ(z)
ht(z) + gt(z)

− βeiγ − 1

)}
> α, z ∈ U , (1.5)

where b ∈ C \ {0}, α(0 ≤ α < 1), ht(z) = (1 − t)z + th(z), gt(z) = tg(z), 0 ≤
t ≤ 1, Φ(z) = z +

∞∑
k=2

λkzk and Ψ(z) = z +
∞∑

k=2

µkzk are analytic in U with the

conditions λk ≥ 0, µk ≥ 0, β ≥ 0 and γ ∈ R. The operator “ ∗ ” stands for the
convolution of two power series. We further let SH(Φ,Ψ;α, β, b; t) denote the subclass

of SH(Φ,Ψ;α, β, b; t) consisting of functions f = h +
−
g ∈ SH.

We note that by specializing the functions Φ, Ψ and parameters β, γ and t we
obtain the well-known harmonic univalent functions as well as many new ones. For
example,

1. SH( z
(1−z)2 , z

(1−z)2 ;α, 1, 1; 1) = GH(α) (Rosy et al. [8])
2. SH( z

(1−z)2 , z
(1−z)2 ;α, β, 1; t) = GH(α, β; t) (Ahuja et al. [1])

3. SH(Φ,Ψ;α, β, 1; 1) = HS(Φ,Ψ;α, β) (Frasin and Murugusundaramoorthy [6])
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4. SH( z
(1−z)2 , z

(1−z)2 ;α, 1, b; 1) = SH(b, α) (Stephen et al [11])

5. SH( z
(1−z)2 , z

(1−z)2 ; 0, 0, b; 1) = SH(b) (Yalçin and Öztürk [12])
6. SH( z

(1−z)2 , z
(1−z)2 ;α, 0, 1; 1) = S∗H(α) (Jahangiri [7].)

For α = 0 the class S∗H(α) was studied by Silverman and Silvia [10], for α = 0
and b1 = 0 see [9, 10].

In this paper, we obtain coefficient bounds, distortion bounds, extreme points,
convolution conditions and convex combination for functions in SH(Φ,Ψ;α, β, b; t).
Further results on integral transforms are also discussed.

2. Coefficient inequalities

Our first theorem gives a sufficient condition for functions in SH(Φ,Ψ;α, β, b; t).

Theorem 2.1. Let f = h + ḡ be so that h and g are given by (1.1). If

∞∑
k=2

[(λk − t)(1 + β) + (1− α)t|b|]
(1− α)|b|

|ak|

+
∞∑

k=1

[(µk + t)(1 + β)− (1− α)t|b|]
(1− α)|b|

|bk| ≤ 1, (2.1)

where β ≥ 0, 0 ≤ α < 1, 0 ≤ t ≤ 1, k(1 − α)|b| ≤ [(λk − t)(1 + β) + (1 − α)t|b|] and
k(1− α)|b| ≤ [(µk + t)(1 + β)− (1− α)t|b|] for k ≥ 2 then f ∈ SH(Φ,Ψ;α, β, b; t).

Proof. To prove that f = h + ḡ ∈ SH(Φ,Ψ;α, β, b; t), we only need to show that if
(2.1) holds, then the required condition (1.5) is satisfied. For (1.5), we can write

Re

{
1 +

1
b

(
(1 + βeiγ)

(
h(z) ∗ Φ(z)− g(z) ∗Ψ(z)

ht(z) + gt(z)

)
− βeiγ − 1

)}
≥ α.

Using the fact that Reω ≥ α if and only if |1 − α + ω| ≥ |1 + α − ω|, it suffices to
show that ∣∣∣[(2− α)b− (βeiγ + 1)

] (
ht(z) + gt(z)

)
+
(
βeiγ + 1

) (
h(z) ∗ Φ(z)− g(z) ∗Ψ(z)

)∣∣∣
−
∣∣∣[αb + (βeiγ + 1)

] (
ht(z) + gt(z)

)
−
(
βeiγ + 1

) (
h(z) ∗ Φ(z)− g(z) ∗Ψ(z)

)∣∣∣
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≥ 2(1− α)|b||z| −
∞∑

k=2

2 [(λk − t)(1 + β) + (1− α)t|b|] |ak||z|k

−
∞∑

k=1

2 [(µk + t)(1 + β)− (1− α)t|b|] |bk||z|k

≥ 2(1− α)|b||z|

{
1−

∞∑
k=2

[(λk − t)(1 + β) + (1− α)t|b|]
(1− α)|b|

|ak||z|k−1

−
∞∑

k=1

[(µk + t)(1 + β)− (1− α)t|b|]
(1− α)|b|

|bk||z|k−1

}

≥ 2(1− α)|b|

{
1−

∞∑
k=2

[(λk − t)(1 + β) + (1− α)t|b|]
(1− α)|b|

|ak|

−
∞∑

k=1

[(µk + t)(1 + β)− (1− α)t|b|]
(1− α)|b|

|bk|

}
≥ 0,

which implies that f ∈ SH(Φ,Ψ;α, β, b; t). The harmonic function

f(z) = z +
∞∑

k=2

(1− α)|b|
[(λk − t)(1 + β) + (1− α)t|b| ]

xkzk

+
∞∑

k=1

(1− α)|b|
[(µk + t)(1 + β)− (1− α)t|b| ]

ykzk,

where
∞∑

k=2

|xk|+
∞∑

k=1

|yk| = 1,shows that the coefficient bound given by (2.1) is sharp.

�

In the following theorem, it is shown that the bound (2.1) is also necessary for
functions f = h + ḡ, where h and g are of the form (1.2).

Theorem 2.2. Let f = h + ḡ be so that h and g are given by (1.2). Then f ∈
SH(Φ,Ψ;α, β, b; t) if and only if

∞∑
k=2

[(λk − t)(1 + β) + (1− α)|b|t]
(1− α)|b|

|ak|

+
∞∑

k=1

[(µk + t)(1 + β)− (1− α)|b|t]
(1− α)|b|

|bk| ≤ 1, (2.2)

where β ≥ 0, 0 ≤ α < 1, 0 ≤ t ≤ 1, k(1 − α)|b| ≤ [(λk − t)(1 + β) + (1 − α)t|b|] and
k(1− α)|b| ≤ [(µk + t)(1 + β)− (1− α)t|b|] for k ≥ 2.

Proof. The ’if part’ follows from Theorem 2.1 upon noting that the functions h and g
in f ∈ SH(Φ,Ψ;α, β, b; t) are of the form (1.2), then f ∈ SH(Φ,Ψ;α, β, b; t). For the
’only if’ part, we wish to show that f /∈ SH(Φ,Ψ;α, β, b; t) if the condition (2.2) does
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not hold. Note that a necessary and sufficient condition for f = h + g given by (1.2)
be in SH(Φ,Ψ;α, β, b; t) is that

Re



[b− (1 + βeiγ)][ht(z) + gt(z)]

+(1 + βeiγ)[h(z) ∗ Φ(z)− g(z) ∗Ψ(z)]

b[ht(z) + gt(z)]
− α



= Re



(1− α)bz −
∞∑

k=2

[(1− α)bt + (1 + βeiγ)(λk − t)]|ak|zk

−
∞∑

k=1

[(1 + βeiγ)(µk + t)− (1− α)bt]|bk|z̄k

b(z −
∞∑

k=2

t|ak|zk +
∞∑

k=1

t|bk|z̄k)



= Re



(1− α)|b|2 −
∞∑

k=2

[(1− α)bt + (1 + βeiγ)(λk − t)]b|ak|zk−1

− z̄
z

∞∑
k=1

[(1 + βeiγ)(µk + t)− (1− α)bt]b|bk|z̄k−1

|b|2(1−
∞∑

k=2

t|ak|zk−1 +
∞∑

k=1

t|bk|z̄k−1)


≥ 0.

If we choose z to be real z → 1− and since Re(−eiγ) ≥ −|eiγ | = −1, the above
inequality reduces to

(1− α)|b|2 −
∞∑

k=2

[(1− α)bt + (1 + β)(λk − t)]b|ak|rk−1

−
∞∑

k=1

[(1 + β)(µk + t)− (1− α)bt]b|bk|rk−1

|b|2(1−
∞∑

k=2

t|ak|rk−1 +
∞∑

k=1

t|bkrk−1)
≥ 0. (2.3)

If the condition (2.2) does not hold then the numerator in (2.3) is negative for
r sufficiently close to 1. Thus there exists z0 = r0 in (0, 1) for which the quotient in
(2.3) is negative. This contradicts the condition for f ∈ SH(Φ,Ψ;α, β, b; t). Hence the
proof is complete. �
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3. Extreme points and distortion bounds

In this section, our first theorem gives the extreme points of the closed convex
hulls of SH(Φ,Ψ;α, β, b; t).

Theorem 3.1. Let f be given by (1.2). Then f ∈ SH(Φ,Ψ;α, β, b; t) if and only if

f(z) =
∞∑

k=1

(Xkhk(z) + Ykgk(z)), (3.1)

where h1(z) = z, hk(z) = z − (1−α)|b|
[(λk−t)(1+β)+(1−α)|b|t]z

k (k = 2, 3, ...), gk(z) = z +
(1−α)|b|

[(µk+t)(1+β)−(1−α)|b|t]z
k (k = 1, 2, 3, ...),

∞∑
k=1

(Xk + Yk) = 1, Xk ≥ 0, Yk ≥ 0. In

particular, the extreme points of SH(Φ,Ψ;α, β, b; t) are {hk} and {gk}.

Proof. For functions f of the form (3.1), we have

f(z) =
∞∑

k=1

(Xkhk(z) + Ykgk(z))

=
∞∑

k=1

(Xk + Yk) z −
∞∑

k=2

(1− α)|b|
[(λk − t)(1 + β) + (1− α)|b|t]

Xkzk

+
∞∑

k=1

(1− α)|b|
[(µk + t)(1 + β)− (1− α)|b|t]

Ykzk.

Then

∞∑
k=2

[(λk − t)(1 + β) + (1− α)|b|t]
(1− α)|b|

(
(1− α)|b|

[(λk − t)(1 + β) + (1− α)|b|t]

)
Xk

+
∞∑

k=1

[(µk + t)(1 + β)− (1− α)|b|t]
(1− α)|b|

(
(1− α)|b|

[(µk + t)(1 + β)− (1− α)|b|t]

)
Yk

=
∞∑

k=2

Xk +
∞∑

k=1

Yk = 1−X1 ≤ 1

and so f is in closed convex hulls of SH(Φ,Ψ;α, β, b; t). Conversely, suppose that f is
in closed convex hulls of SH(Φ,Ψ;α, β, b; t). Setting

Xk =
[(λk − t)(1 + β) + (1− α)|b|t]

(1− α)|b|
|ak|, k = 2, 3, . . . ,

and

Yk =
[(µk + t)(1 + β)− (1− α)|b|t]

(1− α)|b|
|bk|, k = 1, 2, . . . ,
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where
∞∑

k=1

(Xk + Yk) = 1. Then note that by Theorem 2.2, 0 ≤ Xk ≤ 1 (k = 2, 3, . . . )

and 0 ≤ Yk ≤ 1 (k = 1, 2, 3, . . . ). We define X1 = 1−
∞∑

k=2

Xk−
∞∑

k=1

Yk and by Theorem

2.2 , X1 ≥ 0. Consequently, we obtain f(z) =
∞∑

k=1

(Xkhk(z) + Ykgk(z)) .

Using Theorem 2.2, it is easily seen that SH(Φ,Ψ;α, β, b; t) is convex and closed,
so closed convex hulls of SH(Φ,Ψ;α, β, b; t) is SH(Φ,Ψ;α, β, b; t). In other words, the
statement of Theorem 3.1 is really for f ∈ SH(Φ,Ψ;α, β, b; t). �

The following theorem gives the distortion bounds for functions in SH(Φ,Ψ;α, β, b; t)
which yields a covering result for this class.

Theorem 3.2. Letf ∈ SH(Φ,Ψ;α, β, b; t) and λ2 ≤ λk, λ2 ≤ µk for k ≥ 2, then

|f(z)| ≤(1 + |b1|)r

+
(

(1− α)|b|
[(λ2 − t)(1 + β) + (1− α)t|b|]

− [(µ1 + t)(1 + β)− (1− α)t|b|]
[(λ2 − t)(1 + β) + (1− α)t|b|]

|b1|
)

r2

and

|f(z)| ≥(1− |b1|)r

−
(

(1− α)|b|
[(λ2 − t)(1 + β) + (1− α)t|b|]

− [(µ1 + t)(1 + β)− (1− α)t|b|]
[(λ2 − t)(1 + β) + (1− α)t|b|]

|b1|
)

r2.

Proof. Let f ∈ SH(Φ,Ψ;α, β, b; t). Taking the absolute value of f , we obtain

|f(z)| ≤ (1 + |b1|)r +
∞∑

k=2

(|ak|+ |bk|)rk

≤ (1 + |b1|)r +
(1− α)|b|

[(λ2 − t)(1 + β) + (1− α)t|b|]( ∞∑
k=2

[(λk − t)(1 + β) + (1− α)t|b|]
(1− α)|b|

|ak|

+
[(µk + t)(1 + β)− (1− α)t|b|]

(1− α)|b|
|bk|
)

r2

= (1 + |b1|)r

+
(

(1− α)|b|
[(λ2 − t)(1 + β) + (1− α)t|b|]

− [(µ1 + t)(1 + β)− (1− α)t|b|]
[(λ2 − t)(1 + β) + (1− α)t|b|]

|b1|
)

r2.
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Similarly

|f(z)| ≥ (1− |b1|)r

−
(

(1− α)|b|
[(λ2 − t)(1 + β) + (1− α)t|b|]

− [(µ1 + t)(1 + β)− (1− α)t|b|]
[(λ2 − t)(1 + β) + (1− α)t|b|]

|b1|
)

r2.

The upper and lower bounds given in Theorem 3.2 are respectively attained for
the following functions.

f(z) =z + |b1|z̄

+
(

(1− α)|b|
[(λ2 − t)(1 + β) + (1− α)t|b|]

− [(µ1 + t)(1 + β)− (1− α)t|b|]
[(λ2 − t)(1 + β) + (1− α)t|b|]

|b1|
)

z̄2

and

f(z) = (1− |b1|)z

−
(

(1− α)|b|
[(λ2 − t)(1 + β) + (1− α)t|b|]

− [(µ1 + t)(1 + β)− (1− α)t|b|]
[(λ2 − t)(1 + β) + (1− α)t|b|]

|b1|
)

z2.

�

The following covering result follows from the left hand inequality in Theorem
3.2.

Corollary 3.3. Let f of the form (1.2) be so that f ∈ SH(Φ,Ψ;α, β, b; t) and λ2 ≤ λk,
λ2 ≤ µk for k ≥ 2. Then{

ω : |ω| < 1− (1− α)|b|
[(λ2 − t)(1 + β) + (1− α)t|b|]

−
[
1− [(µ1 + t)(1 + β)− (1− α)t|b|]

[(λ2 − t)(1 + β) + (1− α)t|b|]

]
|b1|
}

.

4. Convolution and convex combinations

In this section, we show that the class SH(Φ,Ψ;α, β, b; t) is closed under con-
volution and convex combinations. Now we need the following definition of con-

volution of two harmonic functions. For f(z) = z −
∞∑

k=2

|ak|zk +
∞∑

k=1

|bk|zk and
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F (z) = z −
∞∑

k=2

|Ak|zk +
∞∑

k=1

|Bk|zk, we define the convolution of two harmonic func-

tions f and F as

(f ∗ F )(z) = f(z) ∗ F (z) = z −
∞∑

k=2

|ak||Ak|zk +
∞∑

k=1

|bk||Bk|zk. (4.1)

Using the definition, we show that the class SH(Φ,Ψ;α, β, b; t) is closed under convo-
lution.

Theorem 4.1. For 0 ≤ δ < α < 1, let f ∈ SH(Φ,Ψ;α, β, b; t) and F ∈
SH(Φ,Ψ; δ, β, b; t). Then f ∗ F ∈ SH(Φ,Ψ;α, β, b; t) ⊂ SH(Φ,Ψ; δ, β, b; t).

Proof. Let f(z) = z−
∞∑

k=2

|ak|zk +
∞∑

k=1

|bk|zk and F (z) = z−
∞∑

k=2

|Ak|zk +
∞∑

k=1

|Bk|zk be

in SH(Φ,Ψ; δ, β, b; t). Then the convolution f ∗F is given by (4.1), from the assertion
that f ∗ F ∈ SH(Φ,Ψ; δ, β, b; t). We note that |Ak| ≤ 1 and |Bk| ≤ 1. In view of
Theorem 2.2 and the inequality 0 ≤ δ ≤ α < 1, we have

∞∑
k=2

[(λk − t)(1 + β) + (1− δ)|b|t]
(1− δ)|b|

|ak||Ak|

+
∞∑

k=1

[(µk + t)(1 + β)− (1− δ)|b|t]
(1− δ)|b|

|bk||Bk|

≤
∞∑

k=2

[(λk − t)(1 + β) + (1− δ)|b|t]
(1− δ)|b|

|ak|

+
∞∑

k=1

[(µk + t)(1 + β)− (1− δ)|b|t]
(1− δ)|b|

|bk|

≤
∞∑

k=2

[(λk − t)(1 + β) + (1− α)|b|t]
(1− α)|b|

|ak|

+
∞∑

k=1

[(µk + t)(1 + β)− (1− α)|b|t]
(1− α)|b|

|bk|

≤ 1,

by Theorem 2.2, f ∈ SH(Φ,Ψ;α, β, b; t). By the same token, we then conclude that
f ∗ F ∈ SH(Φ,Ψ;α, β, b; t) ⊂ SH(Φ,Ψ; δ, β, b; t). �

Next, we show that the class SH(Φ,Ψ;α, β, b; t) is closed under convex combi-
nation of its members.

Theorem 4.2. The class SH(Φ,Ψ;α, β, b; t) is closed under convex combination.

Proof. For i = 1, 2, 3, . . . , let fi ∈ SH(Φ,Ψ;α, β, b; t), where fi is given by

fi(z) = z −
∞∑

k=2

|aik|zk +
∞∑

k=1

|bik|zk.
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For
∞∑

i=1

ti = 1, 0 ≤ ti ≤ 1, the convex combination of fi may be written as

∞∑
i=1

tifi(z) = z −
∞∑

k=2

( ∞∑
i=1

ti|aik|

)
zk +

∞∑
k=1

( ∞∑
i=1

ti|bik|

)
zk.

Since,

∞∑
k=2

[(λk − t)(1 + β) + (1− α)|b|t]
(1− α)|b|

|aik|

+
∞∑

k=1

[(µk + t)(1 + β)− (1− α)|b|t]
(1− α)|b|

|bik| ≤ 1,

from the above equation we obtain

∞∑
k=2

[(λk − t)(1 + β) + (1− α)|b|t]
(1− α)|b|

∞∑
i=1

ti|aik|

+
∞∑

k=1

[(µk + t)(1 + β)− (1− α)|b|t]
(1− α)|b|

∞∑
i=1

ti|bik|

=
∞∑

i=1

ti

{ ∞∑
k=2

[(λk − t)(1 + β) + (1− α)|b|t]
(1− α)|b|

|aik|

+
∞∑

k=1

[(µk + t)(1 + β)− (1− α)|b|t]
(1− α)|b|

|bik|

}

≤
∞∑

i=1

ti = 1.

This is the condition required by (2.2) and so
∞∑

i=1

tifi ∈ SH(Φ,Ψ;α, β, b; t). �

5. Class preserving integral operator

Finally, we consider the closure property of the class SH(Φ,Ψ;α, β, b; t) under
the generalized Bernardi-Libera -Livingston integral operatorLc[f ] which is defined
by

Lc[f(z)] =
c + 1
zc

z∫
0

ξc−1f(ξ)dξ (c > −1).

Theorem 5.1. Let f ∈ SH(Φ,Ψ;α, β, b; t). Then Lc[f ] ∈ SH(Φ,Ψ;α, β, b; t).
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Proof. From the representation of Lc[f ], it follows that

Lc[f(z)] =
c + 1
zc

z∫
0

ξc−1h(ξ)dξ +
c + 1
zc

z∫
0

ξc−1g(ξ)dξ

=
c + 1
zc

z∫
0

ξc−1

(
ξ −

∞∑
k=2

|ak|ξk

)
dξ

+
c + 1
zc

z∫
0

ξc−1

( ∞∑
k=1

|bk|ξk

)
dξ

= z −
∞∑

k=2

Akzk +
∞∑

k=1

Bkzk,

where Ak = c+1
c+k |ak| and Bk = c+1

c+k |bk|. Hence

∞∑
k=2

[(λk − t)(1 + β) + (1− α)t|b|]
(1− α)|b|

(
c + 1
c + k

|ak|
)

+
∞∑

k=1

[(µk + t)(1 + β)− (1− α)t|b|]
(1− α)|b|

(
c + 1
c + n

|bk|
)

≤
∞∑

k=2

[(λk − t)(1 + β) + (1− α)t|b|]
(1− α)|b|

|ak|

+
∞∑

k=1

[(µk + t)(1 + β)− (1− α)t|b|]
(1− α)|b|

|bk|

≤ 1,

since f ∈ SH(Φ,Ψ;α, β, b; t), therefore by Theorem 2.2, Lc[f ] ∈ SH(Φ,Ψ;α, β, b; t).
�
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On a certain class of analytic functions

Saurabh Porwal and Kaushal Kishore Dixit

Abstract. In this paper, authors introduce a new class R(β, α, n) of Salagean-
type analytic functions. We obtain extreme points of R(β, α, n) and some sharp

bounds for Re
{

Dnf(z)
z

}
and Re

{
Dn−1f(z)

z

}
. Relevant connections of the results

presented here with various known results are briefly indicated.

Mathematics Subject Classification (2010): 30C45.

Keywords: Analytic, Salagean derivative, extreme points.

1. Introduction

Let A denote the class of functions f of the form

f(z) = z +
∞∑

k=2

akzk, (1.1)

which are analytic in the open unit disc U = {z : |z| < 1} and normalized by the
condition f(0) = f ′(0)− 1 = 0.

Further, let S be the class of functions in A which are univalent in U . For
0 ≤ β < 1, α > 0 and n ∈ N0 = N ∪ 0, we let

R(β, α, n) =
{

f(z) ∈ A : Re

{
Dnf(z) + α(Dn+1f(z)−Dnf(z))

z

}
> β, z ∈ U

}
,

where Dn stands for Salagean derivative operator introduced by Salagean [9].
By specializing the parameters in the subclass R(β, α, n), we obtain the following

known subclasses of S studied earlier by various researchers.
(i) R(β, α, 1) ≡ R(β, α) studied by Gao and Zhou [4].
(ii) R(β, 1, 1) ≡ R(β) studied by various authors ([2], [3] and [8]), see also ([1], [6],
[11]).
(iii) R(β, 0, 1) ≡ Rβ studied by Hallenbeck [5].
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Now, we introduce Alexander operator Inf(z) : A → A, n ∈ N0 by

I0f(z) = f(z)

I1f(z) =
∫ z

0

f(t)
t

dt

................

Inf(z) = I1(In−1f(z)), n ∈ N.

Thus

Inf(z) = z +
∞∑

k=2

1
kn

akzk.

It can be easily seen that

Dn(Inf(z)) = f(z) = In(Dnf(z)).

In the present paper, we determine extreme points of R(β, α, n) and also to
obtain some sharp bounds for Re

{
Dnf(z)

z

}
and Re

{
Dn−1f(z)

z

}
.

2. Main results

Theorem 2.1. A function f(z) is in R(β, α, n), if and only if f(z) can be expressed
as,

f(z) =
∫
|x|=1

[
(2β − 1)z + 2(1− β)x

∞∑
k=0

(xz)k+1

(k + 1)n(kα + 1)

]
dµ(x), (2.1)

where µ(x) is the probability measure defined on the X = {x : |x| = 1}. For fixed α,
β, n and R(β, α, n) the probability measure µ defined on X are one-to-one by the
expression (2.1).

Proof. By the definition of R(β, α, n), f(z) ∈ R(β, α, n), if and only if
Dnf(z)+α(Dn+1f(z)−Dnf(z))

z − β

1− β
∈ P,

where P denotes the normalized well-known class of analytic functions which have
positive real part. By the aid of Herglotz expression of functions in P , we have

Dnf(z)+α(Dn+1f(z)−Dnf(z))
z − β

1− β
=
∫
|x|=1

1 + xz

1− xz
dµ(x),

which is equivalent to

Dnf(z) + α(Dn+1f(z)−Dnf(z))
z

=
∫
|x|=1

1 + (1− 2β)xz

1− xz
dµ(x).

So we have

In

[
z

{
Dnf(z) + α(Dn+1f(z)−Dnf(z))

z

}]
=
∫
|x|=1

Inz

{
1 + (1− 2β)xz

1− xz

}
dµ(x),
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or

f(z) + α(zf ′(z)− f(z)) =
∫
|x|=1

{
z +

∞∑
k=2

2(1− β)xk−1zk

kn

}
dµ(x),

that is,

z1− 1
α

∫ z

0

{
1
α

f(ζ) + (ζf ′(ζ)− f(ζ))
}

ζ
1
α−2dζ

=
1
α

∫
|x|=1

{
z1− 1

α

∫ z

0

{
ζ + 2(1− β)

∞∑
k=2

xk−1ζk

kn

}
ζ

1
α−2

}
dµ(x).

We obtain

f(z) =
∫
|x|=1

{
z + 2(1− β)

∞∑
k=2

xk−1zk

kn(αk + 1− α)

}
dµ(x),

or equivalently

f(z) =
∫
|x|=1

{
(2β − 1)z + 2(1− β)x

∞∑
k=0

(xz)k+1

(k + 1)n(αk + 1)

}
dµ(x).

This deductive process can be converse, so we have proved the first part of the
theorem. we know that both probability measure µ and class P , class P and R(β, α, n)
are one-to-one, so the second part of the theorem is true. Thus the proof of Theorem
2.1 is established. �

Corollary 2.2. The extreme points of the class R(β, α, n) are

fx(z) = (2β − 1)z + 2(1− β)x
∞∑

k=0

(xz)k+1

(k + 1)n(αk + 1)
, |x| = 1. (2.2)

Proof. Using the notation fx(z) equation (2.1) can be written as

fµ(z) =
∫
|x|=1

fx(z)dµ(x).

By Theorem 2.1, the map µ → fµ is one-to-one so the assertion follows (see [5]). �

Corollary 2.3. If f(z) = z +
∑∞

k=2 akzk ∈ R(β, α, n), then

|ak(z)| ≤ 2(1− β)
kn(αk + 1− α)

, (k ≥ 2).

The results are sharp.

Proof. The coefficient bounds are maximized at an extreme point. Now from (2.2),
fx(z) can be expressed as

fx(z) = z + 2(1− β)
∞∑

k=2

xk−1zk

kn(αk + 1− α)
, |x| = 1, (2.3)

and the result follows. �
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Corollary 2.4. If f(z) ∈ R(β, α, n), then for |z| = r < 1

|f(z)| ≤ r + 2(1− β)
∞∑

k=2

rk

kn(αk + 1− α)
.

The result follows from (2.3).

Next, we determine the sharp lower bound of Re
{

Dnf(z)
z

}
and Re

{
Dn−1f(z)

z

}
for f(z) ∈ R(β, α, n). Since R(β, α, n) is rotationally invariant, we may restrict our
attention to the extreme point of

g(z) = z + 2(1− β)
∞∑

k=2

zk

kn(αk + 1− α)
. (2.4)

Theorem 2.5. If f(z) ∈ R(β, α, n), then for |z| ≤ r < 1 we have

Re

{
Dnf(z)

z

}
≥ 1+2(1−β)

∞∑
k=2

(−r)k−1

α(k − 1) + 1
> 1+2(1−β)

∞∑
k=2

(−1)k−1

α(k − 1) + 1
, (2.5)

and

Re

{
Dnf(z)

z

}
≤ 1+2(1−β)

∞∑
k=2

(−r)k−1

α(k − 1) + 1
< 1+2(1−β)

∞∑
k=2

(−1)k−1

α(k − 1) + 1
. (2.6)

These inequalities are both sharp.

Proof. We need only consider g(z) defined by (2.4). We have

Dng(z)
z

= 1 + 2(1− β)
∞∑

k=2

zk−1

α(k − 1) + 1
. (2.7)

It can be written as
Dng(z)

z
= 1 + 2

(1− β)
α

∫ 1

0

t
1
α

z

1− tz
dt. (2.8)

So we have

Re

{
Dng(z)

z

}
= 1 + 2

(1− β)
α

∫ 1

0

t
1
α Re

{
z

1− tz

}
dt. (2.9)

Since k(z) = z
1−tz is convex in U , k(z) = k(z) and k(z) maps real axis to real axis,

we have

− r

1 + tr
≤ Re

{
z

1− tz

}
≤ r

1− tr
, (|z| ≤ r).

Substituting the last inequalities in (2.9) and expanding the integrand into the power
series of t and integrating it, we can obtain the inequalities (2.5) and (2.6).

The sharpness can be seen from (2.7). �

Theorem 2.6. Dn−1 [R(β, α, n)] ⊂ S for β ≥ β0 and this result can not be extended to
β < β0 , where

β0 = 1 +
1
2

( ∞∑
k=2

(−1)k−1

α(k − 1) + 1

)−1

.
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Proof. Let f(z) ∈ R(β, α, n).
Now using (2.5)(

Dn−1f(z)
)′

= 1 + 2(1− β)
∞∑

k=2

(−1)k−1

α(k − 1) + 1
≥ 0. (2.10)

Dn−1f(z) ∈ S, that is, if β ≥ β0, we have Dn−1 [R(β, α, n)] ⊂ S . The result can not
be extended to β < β0 because

(
Dn−1f(−1)

)′ = 0 at β = β0 . Thus
(
Dn−1f(−r)

)′ = 0
for some r = r(β) < 1 when β < β0. �

.

Theorem 2.7. If f(z) ∈ R(β, α, n), then for |z| ≤ r < 1

Re

{
Dn−1f(z)

z

}
≥ 1 + 2(1− β)

∞∑
k=2

(−r)k−1

k[α(k − 1) + 1]
(2.11)

> 1 + 2(1− β)
∞∑

k=2

(−1)k−1

k[α(k − 1) + 1]
.

The result is sharp.

Proof. According to the same reasoning as in Theorem 2.5, we need only consider
g(z) defined by (2.4). We have

Dn−1g(z)
z

= 1 + 2(1− β)
∞∑

k=2

zk−1

k[α(k − 1) + 1]

= 1 + 2
(1− β)

α

∫ 1

0

t
1
α

(∫ 1

0

vz

1− tvz
dv

)
dt.

Thus

Re

{
Dn−1g(z)

z

}
= 1 + 2

(1− β)
α

∫ 1

0

t
1
α

(∫ 1

0

vRe

{
z

1− tvz

}
dv

)
dt

> 1− 2
(1− β)

α

∫ 1

0

t
1
α

(∫ 1

0

vr

1 + tvr
dv

)
dt

= 1 + 2(1− β)
∞∑

k=2

(−r)k−1

k[α(k − 1) + 1]

> 1 + 2(1− β)
∞∑

k=2

(−1)k−1

k[α(k − 1) + 1]
.

The sharpness can be seen from (2.4). �

Remark 2.8. If we put n = 1 in Theorem 2.1, 2.5 and 2.7 then we obtain the corre-
sponding results due to Gao and Zhou [4].
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Remark 2.9. If we put n = 1, α = 1 in Theorem 2.1, 2.5, 2.7 then we obtain the
corresponding results due to Silverman [10].

Remark 2.10. If we put n = 1, α = 0 in Theorem 2.1, 2.5, 2.7 then we obtain the
corresponding results due to Hallenbeck [5].
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The order of convexity for a new integral
operator

Laura Stanciu and Daniel Breaz

Abstract. In this paper we consider a new integral operator
I (f1, ..., fn; g1, ..., gn) (z) for analytic functions fi(z), gi(z) in the open
unit disk U . The main object of the present paper is to study the order of
convexity for this integral operator.

Mathematics Subject Classification (2010): 30C45.

Keywords: Analytic functions, integral operator, starlike functions, convex func-
tions, general Schwarz lemma.

1. Introduction and preliminaries

Let A denote the class of functions of the form

f (z) = z +
∞∑

n=2

anzn,

which are analytic in the open unit disk

U = {z ∈ C : |z| < 1}

and satisfy the following usual normalization condition

f (0) = f ′ (0)− 1 = 0.

We denote by S the subclass of A consisting of functions f(z) which are univalent
in U .

Definition 1.1. A function f belonging to S is a starlike function by the order α,
0 ≤ α < 1 if f satisfies the inequality

Re
(

zf ′(z)
f(z)

)
> α, z ∈ U .

We denote this class by S∗ (α) .
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Definition 1.2. A function f belonging to S is a convex function by the order α, 0 ≤
α < 1 if f satisfies the inequality

Re
(

zf ′′(z)
f ′(z)

+ 1
)

> α, z ∈ U .

We denote this class by K(α).
A function f ∈ S is in the class P (α) if and only if

Re (f ′(z)) > α, z ∈ U .

In [1], Frasin and Jahangiri introduced the class B (µ, α) defined as follows.

Definition 1.3. A function f(z) ∈ A is said to be a member of the class B (µ, α) if
and only if ∣∣∣∣f ′(z)

(
z

f(z)

)µ

− 1
∣∣∣∣ < 1− α, (1.1)

z ∈ U ; 0 ≤ α < 1;µ ≥ 0.

Note that the condition (1.1) is equivalent to

Re
(

f ′(z)
(

z

f(z)

)µ)
> α,

for z ∈ U ; 0 ≤ α < 1;µ ≥ 0.
Clearly, B(1, α) = S∗ (α) , B (0, α) = P (α) and B (2, α) = B (α) the class which has
been introduced and studied by Frasin and Darus [2] (see also [3]).
Let S∗β be the subclass of A consisting of the functions f which satisfy the inequality∣∣∣∣zf ′(z)

f(z)
− 1

∣∣∣∣ < β, 0 < β ≤ 1; z ∈ U (1.2)

and let Sβ be the subclass of A consisting of the functions f which satisfy the in-
equality ∣∣∣∣z2f ′(z)

f2(z)
− 1

∣∣∣∣ < β, 0 < β ≤ 1; z ∈ U . (1.3)

For fi(z), gi(z) ∈ A and δi, γi ∈ C, we define the integral operator
Iβ (f1, ..., fn; g1, ..., gn) (z) given by

Iβ (f1, ..., fn; g1, ..., gn) (z) =
∫ z

0

n∏
i=1

(
fi(t)

t

)δi (
egi(t)

)γi

dt. (1.4)

In order to prove our main results, we recall the following lemma.

Lemma 1.4. (General Schwarz Lemma) (see [4]). Let the function f be regular in the
disk UR = {z ∈ C : |z| < R}, with |f(z)| < M for fixed M . If f has one zero with
multiplicity order bigger than m for z = 0, then

|f(z)| ≤ M

Rm
|z|m , z ∈ UR.

The equality can hold only if

f(z) = eiθ M

Rm
zm, where θ is constant.
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2. The order of convexity for the integral operator
I (f1, ..., fn; g1, ..., gn)

Theorem 2.1. Let the functions fi, gi ∈ A and suppose that |gi(z)| ≤ Mi, Mi ≥ 1 for
all i ∈ {1, 2, ..., n}. If fi ∈ S∗βi

, 0 < βi ≤ 1 and gi ∈ B (µi, αi) , µi ≥ 0, 0 ≤ αi < 1 then
the integral operator I (f1, ..., fn; g1, ..., gn) (z) defined by (1.4) is in K (λ) , where

λ = 1−
n∑

i=1

[|δi|βi + |γi| (2− αi)Mµi

i ]

and
n∑

i=1

[|δi|βi + |γi| (2− αi) Mµi

i ] < 1, δi, γi ∈ C

for all i ∈ {1, 2, ..., n}.

Proof. From (1.4) we obtain

I ′ (f1, ..., fn; g1, ..., gn) (z) =
n∏

i=1

(
fi(z)

z

)δi (
egi(z)

)γi

and
I ′′ (f1, ..., fn; g1, ..., gn) (z) =

n∑
i=1

[
δi

(
fi(z)

z

)δi−1 (
zf ′i(z)− fi(z)

z2

) (
egi(z)

)γi
] n∏

k=1
k 6=i

(
fk(z)

z

)δk (
egk(z)

)γk

+
n∑

i=1

[(
fi(z)

z

)δi

γi

(
egi(z)

)γi−1

g′i(z)egi(z)

] n∏
k=1
k 6=i

(
fk(z)

z

)δk (
egk(z)

)γk

.

After the calculus we obtain that

zI ′′ (f1, ..., fn; g1, ..., gn) (z)
I ′ (f1, ..., fn; g1, ..., gn) (z)

=
n∑

i=1

[
δi

(
zf ′i(z)
fi(z)

− 1
)

+ γizg′i(z)
]
. (2.1)

It follows from (2.1) that∣∣∣∣zI ′′ (f1, ..., fn; g1, ..., gn) (z)
I ′ (f1, ..., fn; g1, ..., gn) (z)

∣∣∣∣ ≤ n∑
i=1

[
|δi|

∣∣∣∣zf ′i(z)
fi(z)

− 1
∣∣∣∣ + |γi| |zg′i(z)|

]

≤
n∑

i=1

[
|δi|

∣∣∣∣zf ′i(z)
fi(z)

− 1
∣∣∣∣ + |γi|

∣∣∣∣g′i(z)
(

z

gi(z)

)µi
∣∣∣∣ ∣∣∣∣gi(z)

z

∣∣∣∣µi

|z|
]
. (2.2)

Since |gi(z)| ≤ Mi, z ∈ U applying the General Schwarz Lemma for the functions gi,
we have

|gi(z)| ≤ Mi |z| , z ∈ U
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for all i ∈ {1, 2, ..., n}.
Because fi ∈ S∗βi

, 0 < βi ≤ 1, i ∈ {1, 2, ..., n}, we apply in the relation (2.2) the
inequalities (1.2) and we obtain∣∣∣∣zI ′′ (f1, ..., fn; g1, ..., gn) (z)

I ′ (f1, ..., fn; g1, ..., gn) (z)

∣∣∣∣ ≤ n∑
i=1

[
|δi|βi + |γi|

∣∣∣∣g′i(z)
(

z

gi(z)

)µi
∣∣∣∣ Mi

µi

]
. (2.3)

From (2.3) and (1.1), we see that∣∣∣∣zI ′′ (f1, ..., fn; g1, ..., gn) (z)
I ′ (f1, ..., fn; g1, ..., gn) (z)

∣∣∣∣
≤

n∑
i=1

[
|δi|βi + |γi|

(∣∣∣∣g′i(z)
(

z

gi(z)

)µi

− 1
∣∣∣∣ + 1

)
Mi

µi

]

≤
n∑

i=1

[
|δi|βi + |γi| (2− αi) Mi

µi

]
= 1− λ.

So, the integral operator I (f1, ..., fn; g1, ..., gn) (z) defined by (1.4) is in K (λ) . This
completes the proof. �

Setting n = 1 in Theorem 2.1 we obtain

Corollary 2.2. Let the functions f, g ∈ A and suppose that |g(z)| ≤ M, M ≥ 1. If
f ∈ S∗β , 0 < β ≤ 1 and g ∈ B (µ, α) , µ ≥ 0, 0 ≤ α < 1 then the integral operator

I (f ; g) (z) =
∫ z

0

(
f(t)

t

)δ (
eg(t)

)γ

dt

is in K (λ) , where
λ = 1− [|δ|β + |γ| (2− α) Mµ]

and
[|δ|β + |γ| (2− α) Mµ] < 1, δ, γ ∈ C.

Theorem 2.3. Let the functions fi, gi ∈ A and suppose that |fi(z)| ≤ Mi, |gi(z)| ≤ Ni,
Mi ≥ 1, Ni ≥ 1 for all i ∈ {1, 2, ..., n}. If fi ∈ Sβi , 0 < βi ≤ 1 and gi ∈ B (µi, αi) ,
µi ≥ 0, 0 < αi < 1 then the integral operator I (f1, ..., fn; g1, ..., gn) (z) defined by (1.4)
is in K (λ) where

λ = 1−
n∑

i=1

[|δi| ((βi + 1)Mi + 1) + |γi| (2− αi) Ni
µi ]

and
n∑

i=1

[|δi| ((βi + 1) Mi + 1) + |γi| (2− αi) Ni
µi ] < 1, δi, γi ∈ C

for all i ∈ {1, 2, ..., n}.
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Proof. If we make the similar operations to the proof of Theorem 2.1, we have

zI ′′ (f1, ..., fn; g1, ..., gn) (z)
I (f1, ..., fn; g1, ..., gn) (z)

=
n∑

i=1

[
δi

(
zf ′i(z)
fi(z)

− 1
)

+ γizg′i(z)
]
. (2.4)

From the relation (2.4), we obtain that∣∣∣∣zI ′′ (f1, ..., fn; g1, ..., gn) (z)
I ′ (f1, ..., fn; g1, ..., gn) (z)

∣∣∣∣
≤

n∑
i=1

[
|δi|

(∣∣∣∣zf ′i(z)
fi(z)

∣∣∣∣ + 1
)

+ |γi| |zg′i(z)|
]

≤
n∑

i=1

[
|δi|

(∣∣∣∣z2f ′i(z)
f2

i (z)

∣∣∣∣ ∣∣∣∣fi(z)
z

∣∣∣∣ + 1
)

+ |γi|
∣∣∣∣g′i(z)

(
z

gi(z)

)µi
∣∣∣∣ ∣∣∣∣gi(z)

z

∣∣∣∣µi

|z|
]
.

(2.5)
Since |fi(z)| ≤ Mi, |gi(z)| ≤ Ni, z ∈ U applying the General Schwarz Lemma for the
functions fi, gi, we obtain

|fi(z)| ≤ Mi |z| , z ∈ U and |gi(z)| ≤ Ni |z| , z ∈ U
for all i ∈ {1, 2, ..., n}.
Because fi ∈ Sβi , 0 < βi ≤ 1 i ∈ {1, 2, ..., n}, we apply in the relation (2.5) the
inequality (1.3) and we obtain∣∣∣∣zI ′′ (f1, ..., fn; g1, ..., gn) (z)

I ′ (f1, ..., fn; g1, ..., gn) (z)

∣∣∣∣
≤

n∑
i=1

[
|δi|

((∣∣∣∣z2f ′i(z)
f2

i (z)
− 1

∣∣∣∣ + 1
)

Mi + 1
)

+ |γi|
∣∣∣∣g′i(z)

(
z

gi(z)

)µi
∣∣∣∣ Ni

µi

]

≤
n∑

i=1

[
|δi| ((βi + 1) Mi + 1) + |γi|

∣∣∣∣g′i(z)
(

z

gi(z)

)µi
∣∣∣∣ Ni

µi

]
(2.6)

From (2.6) and (1.1) we obtain∣∣∣∣zI ′′ (f1, ..., fn; g1, ..., gn) (z)
I ′ (f1, ..., fn; g1, ..., gn) (z)

∣∣∣∣
≤

n∑
i=1

[
|δi| ((βi + 1)Mi + 1) + |γi|

(∣∣∣∣g′i(z)
(

z

gi(z)

)µi

− 1
∣∣∣∣ + 1

)
Ni

µi

]

≤
n∑

i=1

[
|δi| ((βi + 1)Mi + 1) + |γi| (2− αi) Ni

µi

]
= 1− λ.

So, the integral operator I (f1, ..., fn; g1, ..., gn) (z) defined by (1.4) is in K (λ) . This
completes the proof. �

Setting n = 1 in Theorem 2.3 we obtain
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Corollary 2.4. Let the functions f, g ∈ A and suppose that |f(z)| ≤ M, |g(z)| ≤ N,
M ≥ 1, N ≥ 1. If f ∈ Sβ , 0 < β ≤ 1 and g ∈ B (µ, α) , µ ≥ 0, 0 < α < 1 then the
integral operator

I (f ; g) (z) =
∫ z

0

(
f(t)

t

)δ (
eg(t)

)γ

dt

is in K (λ) where

λ = 1− [|δ| ((β + 1) M + 1) + |γ| (2− α) Nµ]

and
[|δ| ((β + 1)M + 1) + |γ| (2− α) Nµ] < 1, δ, γ ∈ C.
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1. Introduction

Denote by A the class of functions of the form

f(z) = z +
∞∑

n=2

anzn (1.1)

which are analytic in the open unit disc U = {z : z ∈ C and |z| < 1}. Further, by S
we shall denote the class of all functions in A which are normalized by f(0) = 0 =
f ′(0)− 1 and univalent in U . Some of the important and well-investigated subclasses
of the univalent function class S include (for example) the class S∗(α) of starlike
functions of order α(0 ≤ α < 1) if <

(
zf ′(z)
f(z)

)
> α and the class K(α) of convex

functions of order α(0 ≤ α < 1) if <
(
1 + zf ′′(z)

f ′(z)

)
> α in U . It readily follows that

f ∈ K(α) ⇐⇒ zf ′ ∈ S∗(α).
Denote by T the subclass of S consisting of functions of the form

f(z) = z −
∞∑

n=2

anzn, an ≥ 0, z ∈ U (1.2)

studied extensively by Silverman [11].
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For positive real values of α1, . . . , αl and β1, . . . , βm (βj 6= 0,−1, . . . ; j =
1, 2, . . . ,m) the generalized hypergeometric function lFm(z) is defined by

lFm(z) ≡ lFm(α1, . . . αl;β1, . . . , βm; z) :=
∞∑

n=0

(α1)n . . . (αl)n

(β1)n . . . (βm)n

zn

n!
(1.3)

(l ≤ m + 1; l,m ∈ N0 := N ∪ {0}; z ∈ U)

where N denotes the set of all positive integers and (λ)k is the Pochhammer symbol
defined by

(λ)n =
{

1, n = 0
λ(λ + 1)(λ + 2) . . . (λ + n− 1), n ∈ N.

(1.4)

The notation lFm is quite useful for representing many well-known functions such as
the exponential, the Binomial, the Bessel, the Laguerre polynomial and others; for
example see [3].

Let H(α1, . . . αl;β1, . . . , βm) : A → A be a linear operator defined by

H(α1, . . . αl;β1, . . . , βm)f(z) := z lFm(α1, α2, . . . αl;β1, β2 . . . , βm; z) ∗ f(z)

= z +
∞∑

n=2

Γn an zn (1.5)

where

Γn =
(α1)n−1 . . . (αl)n−1

(β1)n−1 . . . (βm)n−1

1
(n− 1)!

, (1.6)

unless otherwise stated and ∗ the Hadamard product (or convolution) of two functions

f, g ∈ A where f(z) of the form (1.1) and g(z) be given by g(z) = z +
∞∑

n=2
bnzn then

f(z) ∗ g(z) = (f ∗ g)(z) = z +
∞∑

n=2
anbnzn, z ∈ U .

For simplicity, we can use a shorter notation Hl
m[α1] for H(α1, . . . αl;β1, . . . , βm)

in the sequel. The linear operator Hl
m[α1] is called Dziok-Srivastava operator [3] (see

[6, 8]), includes (as its special cases) various other linear operators introduced and
studied by Carlson and Shaffer [2], Ruscheweyh [9] and Owa-Srivastava [7]. Motivated
by earlier works of Aouf et al.,[1] and Dziok and Raina[4] we define the following new
subclass of T involving hypergeometric functions.

For 0 ≤ λ ≤ 1, 0 < β ≤ 1,−1 ≤ B < A ≤ 1, 0 ≤ γ ≤ 1,we let HFλ
γ(α, β, A,B)

denote the subclass of T consisting of functions f(z) of the form (1.2) satisfying the
analytic condition∣∣∣∣∣∣∣

zF
′
λ(z)

Fλ(z) − 1

(B −A)γ
[

zF
′
λ(z)

Fλ(z) − α
]
−B

[
zF

′
λ(z)

Fλ(z) − 1
]
∣∣∣∣∣∣∣ < β, z ∈ U (1.7)

where
zF

′

λ(z)
Fλ(z)

=
zHf

′
(z) + λz2Hf

′′
(z)

(1− λ)Hf(z) + λzHf ′(z)
, 0 ≤ λ ≤ 1 (1.8)
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and

Hf(z) = z +
∞∑

n=2

anΓnzn (1.9)

where Γn is given by (1.6)
The main object of the present paper is to investigate (n, δ)- neighborhoods of

functions f(z) ∈ HFλ
γ(α, β, A,B). Furthermore, we obtain Partial sums fk(z) and

Integral means inequality of functions f(z) in the class HFλ
γ(α, β, A,B).

We state the following Lemma , due to Vijaya and Deppa [15] which provide the
necessary and sufficient conditions for functions f(z) ∈ HFλ

γ(α, β, A,B).

Lemma 1.1. A function f(z) ∈ T is in the class HFλ
γ (α, β, A,B) if and only if

∞∑
n=2

φA
B(n, λ, α, β, γ)ak ≤ 1 (1.10)

where

φA
B(n, λ, α, β, γ) =

(1 + nλ− λ)[(n− 1)(1− βB) + βγ(B −A)(n− α)]Γn

βγ(B −A)(1− α)
. (1.11)

2. Neighborhood results

In this section we discuss neighborhood results of the class HFλ
γ(α, β, A,B) due

to Goodman [5] and Ruscheweyh [10] . We define the δ− neighborhood of function
f(z) ∈ T .

Definition 2.1. For f ∈ T of the form (1.2) and δ ≥ 0. We define a δ−neighbourhood
of a function f(z) by

Nδ(f) =

{
g : g ∈ T : g(z) = z −

∞∑
n=2

cnzn and
∞∑

n=2

n|an − cn| ≤ δ

}
. (2.1)

In particular, for the identity function e(z) = z, we immediately have

Nδ(e) =

{
g : g ∈ T : g(z) = z −

∞∑
n=2

cnzn and
∞∑

n=2

n|cn| ≤ δ

}
. (2.2)

Theorem 2.2. If δ = 2
φA

B(2,λ,α,β,γ)
then HFλ

γ (α, β, A,B) ⊂ Nδ(e), where

φA
B(2, λ, α, β, γ) =

(1 + λ)[(1− βB) + βγ(B −A)(2− α)]Γ2

βγ(B −A)(1− α)
. (2.3)

Proof. For a function f(z) ∈ HFλ
γ (α, β, A,B) of the form (1.2), Lemma 1.1 immedi-

ately yields,
∞∑

n=2

(1 + nλ− λ)[(n− 1)(1− βB) + βγ(B −A)(n− α)]Γnan ≤ βγ(B −A)(1− α)
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(1 + λ)[1− βB + βγ(B −A)(2− α)]Γ2

∞∑
n=2

an ≤ βγ(B −A)(1− α)

∞∑
n=2

an ≤
βγ(B −A)(1− α)

(1 + λ)[1− βB + βγ(B −A)(2− α)]Γ2
=

1
φA

B(2, λ, α, β, γ)
. (2.4)

On the other hand, we find from (1.10) and (2.4) that
∞∑

n=2

(1 + nλ− λ)[(n− 1)(1− βB) + βγ(B −A)(n− α)]Γnan ≤ βγ(B −A)(1− α).

That is
∞∑

n=2

nan ≤
βγ(B −A)(1− α)[1− βB(1 + λ− λ + 1)]

(1 + λ)[1− βB + βγ(B −A)(2− α)](1− βB)
.

Hence
∞∑

n=2

nan ≤
2

φA
B(2, λ, α, β, γ)

= δ.

�

A function f ∈ T is said to be in the class HFλ
γ(ρ, α, β,A,B) if there exists a

function h ∈ HFλ
γ(ρ, α, β,A,B) such that∣∣∣∣f(z)

h(z)
− 1

∣∣∣∣ < 1− ρ, (z ∈ U, 0 ≤ ρ < 1). (2.5)

Now we determine the neighborhood for the class HFλ
γ(ρ, α, β,A,B).

Theorem 2.3. If h ∈ HFλ
γ(ρ, α, β,A,B) and

ρ = 1− δφA
B(2, λ, α, β, γ)

2[φA
B(2, λ, α, β, γ)− 1]

(2.6)

then Nδ(h) ⊂ HFλ
γ(ρ, α, β,A,B) where φA

B(2, λ, α, β, γ) is defined in (2.3).

Proof. Suppose that f ∈ Nδ(h) we then find from (2.1) that
∞∑

n=2

n|an − dn| ≤ δ

which implies that the coefficient inequality
∞∑

n=2

|an − dn| ≤
δ

2
.

Next, since h ∈ HFλ
γ(α, β, A,B), we have

∞∑
n=2

dn =
1

φA
B(2, λ, α, β, γ)
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so that

∣∣∣∣f(z)
h(z)

− 1
∣∣∣∣ <

∞∑
n=2

|an − dn|

1−
∞∑

n=2
dn

≤ δ

2
× φA

B(2, λ, αβ, γ)
φA

B(2, λ, α, β, γ)− 1

≤ δφA
B(2, λ, αβ, γ)

2(φA
B(2, λ, αβ, γ)− 1)

= 1− ρ

provided that ρ is given precisely by (2.6). Thus by definition, f ∈ HFλ
γ(ρ, α, β,A,B)

for ρ given by (2.6), which completes the proof. �

3. Partial sums

Silverman [14] determined the sharp lower bounds on the real part of the quo-
tients between the normalized starlike or convex functions , viz., <{f(z)/fk(z)} ,

<{fk(z)/f(z)} , <{f ′(z)/f ′k(z)} and Re
{

f ′k(z)/f
′
(z)

}
for their sequences of partial

sums fk(z) = z +
k∑

n=2
anzn of the analytic function f(z) = z +

∞∑
n=2

anzn. In the follow-

ing theorems we discuss results on partial sums for functions f(z) ∈ HFλ
γ (α, β, A,B).

Theorem 3.1. If f of the form (1.2) satisfies the condition (1.10), then

<
{

f(z)
fk(z)

}
≥ φA

B(k + 2, λ, α, β, γ)− 1
φA

B(k + 2, λ, α, β, γ)
(3.1)

and

<
{

fk(z)
f(z)

}
≥ φA

B(k + 2, λ, α, β, γ)
φA

B(k + 2, λ, α, β, γ) + 1
(3.2)

where φA
B(k + 2, λ, α, β, γ) is given by (1.11). The results are sharp for every k, with

the extremal function given by

f(z) = z − 1
φA

B(k + 2, λ, α, β, γ)
zn+1. (3.3)

Proof. In order to prove (1.10), it is sufficient to show that

φA
B(k + 2, λ, α, β, γ)

[
f(z)
fk(z)

− φA
B(k + 2, λ, α, β, γ)− 1
φA

B(k + 2, λ, α, β, γ)

]
≺ 1 + z

1− z
(z ∈ U)
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we can write

φA
B(k + 2, λ, α, β, γ)


1−

∞∑
n=2

anzn−1

1−
k∑

n=2

anzn−1

− φA
B(k + 2, λ, α, β, γ)− 1
φA

B(k + 2, λ, α, β, γ)



= φA
B(k + 2, λ, α, β, γ)


1−

k∑
n=2

anzn−1 −
∞∑

n=k+1

anzn−1

1−
∑k

n=2 anzn−1
− φA

B(k + 2, λ, α, β, γ)− 1
φA

B(k + 2, λ, α, β, γ)


=

1 + w(z)
1− w(z)

.

Then

w(z) =
−φA

B(k + 2, λ, α, β, γ)
∑∞

n=k+1 anzn−1

2− 2
∑k

n=2 anzn−1 − φA
B(k + 2, λ, α, β, γ)

∑∞
n=k+1 anzn−1

.

Obviously w(0) = 0 and |w(z)| ≤ −φA
B(k+2,λ,α,β,γ)

∑∞
n=k+1 an

2−2
∑k

n=2 an−φA
B(k+2,λ,α,β,γ)

∑∞
n=k+1 an

. Now,|w(z)| ≤
1 if and only if

2φA
B(k + 2, λ, α, β, γ)

∞∑
n=k+1

an ≤ 2− 2
k∑

n=2

an

which is equivalent to
k∑

n=2

an + φA
B(k + 2, λ, α, β, γ)

∞∑
n=k+1

an ≤ 1. (3.4)

In view of (1.10), this is equivalent to showing that
k∑

n=2

(φA
B(n, λ, α, β, γ)− 1)an +

∞∑
n=k+1

(φA
B(n, λ, α, β, γ)− φA

B(k + 2, λ, α, β, γ))an ≥ 0.

To see that the function f given by (3.3) gives the sharp results, we observe for
z = re

2πi
n that

f(z)
fk(z)

= 1− 1
φA

B(k + 2, λ, α, β, γ)
zn → 1− 1

φA
B(k + 2, λ, α, β, γ)

where r → 1−. Thus, we have completed the proof of (3.1).
The proof of (3.2) is similar to (3.1) and will be omitted. �

Theorem 3.2. If f(z) of the from (1.2) satisfies (1.10) then

<

{
f
′
(z)

f
′
k(z)

}
≥ φA

B(k + 2, λ, α, β, γ)− k − 1
φA

B(k + 2, λ, α, β, γ)
(3.5)



Neighborhood and partial sums 177

and

<

{
f
′

k(z)
f ′(z)

}
≥ φA

B(k + 2, λ, α, β, γ)
φA

B(k + 2, λ, α, β, γ) + k + 1
(3.6)

where φA
B(k + 2, λ, α, β, γ) is given by (1.11). The results are sharp for every k, with

the extremal function given by (3.3).

Proof. In order to prove (3.5) it is sufficient to show that

φA
B(k + 2, λ, α, β, γ)

k + 1

[
f
′
(z)

f
′
k(z)

− φA
B(k + 2, λ, α, β, γ)− n− 1

φA
B(k + 2, λ, α, β, γ)

]
≺ 1 + z

1− z
(z ∈ U)

we can write

φA
B(k + 2, λ, α, β, γ)

k + 1

[
f
′
(z)

f
′
k(z)

− φA
B(k + 2, λ, α, β, γ)− n− 1

φA
B(k + 2, λ, α, β, γ)

]

=
φA

B(k + 2, λ, α, β, γ)
k + 1

[
1−

∑∞
n=2 nanzn−1

1−
∑k

n=2 nanzn−1
− φA

B(k + 2, λ, α, β, γ)− k − 1
φA

B(k + 2, λ, α, β, γ)

]

=
1 + w(z)
1− w(z)

.

Then

w(z) =
−φA

B(k + 2, λ, α, β, γ)(k + 1)−1
∑∞

n=k+1 nanzn−1

2− 2
∑k

n=2 nanzn−1 − φA
B(k + 2, λ, α, β, γ)(k + 1)−1

∑∞
n=k+1 nanzn−1

.

Obviously w(0) = 0 and

|w(z)| ≤
φA

B(k + 2, λ, α, β, γ)(n + 1)−1
∑∞

n=k+1 nan

2− 2
∑k

n=2 nan − φA
B(k + 2, λ, α, β, γ)(n + 1)−1

∑∞
n=k+1 nan

.

Now,|w(z)| ≤ 1 if and only if

2
φA

B(k + 2, λ, α, β, γ)
(k + 1)

∞∑
n=k+1

nan ≤ 2− 2
k∑

n=2

nan

which is equivalent to
k∑

n=2

nan +
φA

B(k + 2, λ, α, β, γ)
(k + 1)

∞∑
n=k+1

nan ≤ 1. (3.7)

In view of (1.10), this is equivalent to showing that

k∑
n=2

(φA
B(n, λ, α, β, γ)−n)an +

∞∑
n=k+1

(
φA

B(n, λ, α, β, γ)− φA
B(k + 2, λ, α, β, γ)

(k + 1)n

)
an ≥ 0

which completes the proof of (3.5).
The proof of (3.6) is similar to (3.5) and hence we omit proof . �



178 K. Vijaya and K. Deepa

4. Integral means inequality

In 1975, Silverman [13] found that the function f2(z) = z− z2

2 is often extremal
over the family T and applied this function to resolve his integral means inequality,
conjectured in Silverman [12] that

2π∫
0

∣∣f(reiθ)
∣∣η dθ ≤

2π∫
0

∣∣f2(reiθ)
∣∣η dθ,

for all f ∈ T , η > 0 and 0 < r < 1. and settled in Silverman (1997), also proved his
conjecture for the subclasses S∗(α) and K(α) of T .

Lemma 4.1. If f(z) and g(z) are analytic in U with f(z) ≺ g(z), then∫ 2π

0

|f(reiθ)|µdθ ≤
∫ 2π

0

|g(reiθ)|µdθ

where µ ≥ 0, z = reiθ and 0 < r < 1.

Application of Lemma 4.1 to function of f(z) in the class HFλ
γ (α, β, A,B) gives

the following result.

Theorem 4.2. Let µ > 0. If f(z) ∈ HFλ
γ (α, β, A,B) is given by (1.2) and f2(z) is

defined by

f2(z) = z − 1
φA

B(2, λ, α, β, γ)
z2 (4.1)

where φA
B(2, λ, α, β, γ) is defined by (2.3).Then for z = reiθ, 0 < r < 1, we have

2π∫
0

|f(z)|η dθ ≤
2π∫
0

|f2(z)|η dθ. (4.2)

Proof. For functions f of the form (1.2) is equivalent to proving that

2π∫
0

∣∣∣∣∣1−
∞∑

n=2

anzn−1

∣∣∣∣∣
η

dθ ≤
2π∫
0

∣∣∣∣1− 1
φA

B(2, λ, α, β, γ)
z

∣∣∣∣η dθ.

By Lemma 4.1, it suffices to show that

1−
∞∑

n=2

anzn−1 ≺ 1− 1
φA

B(2, λ, α, β, γ)
z.

Setting

1−
∞∑

n=2

anzn−1 = 1− 1
φA

B(2, λ, α, β, γ)
w(z), (4.3)
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and using (1.10), we obtain

|w(z)| =

∣∣∣∣∣
∞∑

n=2

φA
B(n, λ, α, β, γ)anzn−1

∣∣∣∣∣
≤ |z|

∞∑
n=2

φA
B(n, λ, α, β, γ)an

≤ |z|,

where φA
B(n, λ, α, β, γ) is given by (1.11 ) which completes the proof. �

Remark 4.3. We observe that for λ = 0, if µ = 0 the various results presented in this
chapter would provide interesting extensions and generalizations of those considered
earlier for simpler and familiar function classes studied in the literature .The details
involved in the derivations of such specializations of the results presented in this
chapter are fairly straight- forward.
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Fekete-Szegö problem for a class of analytic
functions
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Abstract. In the present investigation, by taking φ(z) as an analytic function,
sharp upper bounds of the Fekete-Szegö functional |a3 − µa2

2| for functions be-
longing to the class Mα

g,h(φ) are obtained. A few applications of our main result
are also discussed.
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1. Introduction

Let A be the class of analytic functions f defined on the unit disk ∆ := {z ∈ C :
|z| < 1} of the form

f(z) = z +
∞∑

n=2

anzn. (1.1)

Let S be the subclass of A consisting of univalent functions. For two functions f
and g analytic in ∆ we say that f is subordinate to g or g is superordinate to f , denoted
by f ≺ g, if there is an analytic function w with |w(z)| ≤ |z| such that f(z) = g(w(z)).
If g is univalent, then f ≺ g if and only if f(0) = g(0) and f(∆) ⊆ g(∆).

A function p(z) = 1+p1z+p2z
2+. . . is said to be in the class P if Re p(z) > 0. Let

φ be an analytic univalent function in ∆ with positive real part and φ(∆) be symmetric
with respect to the real axis, starlike with respect to φ(0) = 1 and φ′(0) > 0. Ma and
Minda [6] gave a unified presentation of various subclasses of starlike and convex
functions by introducing the classes S∗(φ) and C(φ) satisfying zf ′(z)/f(z) ≺ φ(z)
and 1 + zf ′′(z)/f ′(z) ≺ φ(z) respectively, which includes several well-known classes
as special case. For example, when φ(z) = (1 + Az)/(1 + Bz) (−1 ≤ B < A ≤ 1) the
class S∗(φ) reduces to the class S∗[A,B] introduced by Janowski [3].
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Ali et al.[1] introduced the class M(α, φ) of α-convex functions with respect to
φ consisting of functions f in A, satisfying

(1− α)
zf ′(z)
f(z)

+ α

(
1 +

zf ′′(z)
f ′(z)

)
≺ φ(z).

The class M(α, φ) includes several known classes namely S∗(φ), C(φ) and
M(α, (1 + (1 − 2α)z)/(1 − z)) =: M(α). The class M(α) is the class of α-convex
functions, introduced and studied by Miller and Mocanu [7]. Several coefficient prob-
lems for p- valent analytic functions were considered by Ali et al. [2].

In 1933, Fekete and Szegö proved that

|a2
2 − µa3| ≤


4µ− 3 (µ ≥ 1),
1 + exp (− 2µ

1−µ ) (0 ≤ µ ≤ 1),
3− 4µ, (µ ≤ 0)

holds for the functions f ∈ S and the result is sharp. The problem of finding the sharp
bounds for the non-linear functional |a3 − µa2

2| of any compact family of functions
is popularly known as the Fekete-Szegö problem. Keogh and Merkes [4], in 1969,
obtained the sharp upper bound of the Fekete-Szegö functional |a2

2−µa3| for functions
in some subclasses of S. For many results on Fekete-Szegö problems see [1, 2, 9, 10,
12, 13, 14].

The Hadamard product (or convolution) of f(z), given by (1.1) and g(z) =
z +

∑∞
n=2 gnzn is defined by

(f ∗ g)(z) := z +
∞∑

n=2

angnzn =: (g ∗ f)(z).

Recently, using the Hadamard product Murugusundaramoorthy et al. [8] intro-
duced a new class Mg,h(φ) of functions f ∈ A satisfying

(f ∗ g)(z)
(f ∗ h)(z)

≺ φ(z) (gn > 0, hn > 0, gn − hn > 0),

where g, h ∈ A and are given by

g(z) = z +
∞∑

n=2

gnzn and h(z) = z +
∞∑

n=2

hnzn. (1.2)

Motivated by the work of Ma and Minda [6] and others [1, 2, 4, 8], in the present
paper, we introduce a more general class Mα

g,h(φ) defined using convolution and sub-
ordination and deduce Fekete-Szegö inequality for this class. Certain applications of
our results are also discussed. In fact our results extend several earlier known works
in [4, 6, 8].

Definition 1.1. Let g and h are given by (1.2) with gn > 0, hn > 0 and gn − hn > 0.
A function f ∈ A given by (1.1) is said to be in the class Mα

g,h(φ), if it satisfies

(1− α)
(f ∗ g)(z)
(f ∗ h)(z)

+ α
(f ∗ g)′(z)
(f ∗ h)′(z)

≺ φ(z) (α ≥ 0), (1.3)

where φ is an analytic function with φ(0) = 1 and φ′(0) > 0.
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Note that in Definition 1.1, we are not assuming φ(∆) to be symmetric with
respect to the real axis and starlike with respect to φ(0) = 1. In order to prove the
class Mα

g,h(φ) is non empty, consider the function f(z) = z/(1− z). Assuming

Φ(z) = (1− α)
(f ∗ g)(z)
(f ∗ h)(z)

+ α
(f ∗ g)′(z)
(f ∗ h)′(z)

,

we have Φ(z) = 1+(1+α)(g2−h2)z+ · · · . Clearly Φ(0) = 1 and Φ′(0) = (1+α)(g2−
h2) > 0, thus f(z) = z/(1− z) ∈ Mα

g,h(φ).

Remark 1.2. For various choices of the functions g, h, φ and the real number α, the
class Mα

g,h(φ) reduces to several known classes, we enlist a few of them below:

1. The class M0
g,h(φ) =: Mg,h(φ), introduced and studied by Murugusundaramoor-

thy et al. [8].
2. If we set

g(z) =
z

(1− z)2
, h(z) =

z

(1− z)
(1.4)

and φ(z) = (1+z)/(1−z), then the class Mα
g,h(φ) reduces to the class of α-convex

functions.
3. Mα

z
(1−z)2

, z
(1−z)

(φ) =: M(α, φ).

4. For the functions g and h given by (1.4), Mα
g,h((1 + z)/(1− z)) =: M(α) is the

class of α-convex functions.
5. M0

z
(1−z)2

, z
(1−z)

(φ) =: S∗(φ) and M1
z

(1−z)2
, z
(1−z)

(φ) =: C(φ) are the well known

classes of φ-starlike and φ-convex functions respectively.

The following lemmas are required in order to prove our main results. Lemma 1.3
of Ali et al. [2], is a reformulation of the corresponding result for functions with positive
real part due to Ma and Minda [6].

Let Ω be the class of analytic functions w, normalized by the condition w(0) = 0,
satisfying |w(z)| < 1.

Lemma 1.3. [2] If w ∈ Ω and w(z) := w1z + w2z
2 + · · · (z ∈ ∆), then

|w2 − tw2
1| ≤

 −t (t ≤ −1),
1 (−1 ≤ t ≤ 1),
t (t ≥ 1).

For t < −1 or t > 1, equality holds if and only if w(z) = z or one of its rotations. For
−1 < t < 1, equality holds if and only if w(z) = z2 or one of its rotations. Equality
holds for t = −1 if and only if w(z) = z(λ + z)/(1 + λz) (0 ≤ λ ≤ 1) or one of its
rotations, while for t = 1, equality holds if and only if w(z) = −z(λ+z)/(1+λz) (0 ≤
λ ≤ 1) or one of its rotations.

Lemma 1.4. [4] (see also [11]) If w ∈ Ω, then, for any complex number t,

|w2 − tw2
1| ≤ max{1; |t|}

and the result is sharp for the functions given by w(z) = z2 or w(z) = z.
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2. Fekete-Szegö problem

We begin with the following result:

Theorem 2.1. Let φ(z) = 1 + B1z + B2z
2 + · · · . If f(z) given by (1.1) belongs to the

class Mα
g,h(φ), then, for any real number µ,

|a3 − µa2
2| ≤


B1A

(1+2α)(g3−h3)
(µ ≤ σ1),

B1
(1+2α)(g3−h3)

(σ1 ≤ µ ≤ σ2),
B1A

(1+2α)(h3−g3)
(µ ≥ σ2),

(2.1)

where

A =
B2

B1
− [(1 + 3α)(h2

2 − h2g2) + µ(1 + 2α)(g3 − h3)]B1

(1 + α)2(g2 − h2)2
,

σ1 :=
(B2 −B1)(1 + α)2(g2 − h2)2 − (1 + 3α)(h2

2 − h2g2)B2
1

(1 + 2α)(g3 − h3)B2
1

and

σ2 :=
(B2 + B1)(1 + α)2(g2 − h2)2 − (1 + 3α)(h2

2 − h2g2)B2
1

(1 + 2α)(g3 − h3)B2
1

,

and for any complex number µ

|a3 − µa2
2| ≤

B1

2(1 + 2α)(g3 − h3)
max {1; |t|} , (2.2)

where

t :=
[(1 + 3α)(h2

2 − h2g2) + µ(1 + 2α)(g3 − h3)]B2
1 −B2(1 + α)2(g2 − h2)2

(1 + α)2(g2 − h2)2B1
.

Proof. If f ∈Mα
g,h(φ), then there exits an analytic function w(z) = w1z+w2z

2+· · · ∈
Ω such that

(1− α)
(f ∗ g)(z)
(f ∗ h)(z)

+ α
(f ∗ g)′(z)
(f ∗ h)′(z)

= φ(w(z)). (2.3)

A computation shows that
(f ∗ g)(z)
(f ∗ h)(z)

= 1 + a2(g2 − h2)z + [a3(g3 − h3) + a2
2(h

2
2 − h2g2)]z2 + · · · , (2.4)

(f ∗ g)′(z)
(f ∗ h)′(z)

= 1 + 2a2(g2 − h2)z + [3a3(g3 − h3) + 4a2
2(h

2
2 − h2g2)]z2 + · · · (2.5)

and
φ(w(z)) = 1 + B1w1z + (B1w2 + B2w

2
1)z

2. (2.6)
From (2.3), (2.4), (2.5) and (2.6), we have

(1 + α)(g2 − h2)a2 = B1w1 (2.7)

and
(1 + 2α)(g3 − h3)a3 + (1 + 3α)(h2

2 − h2g2)a2
2 = B1w2 + B2w

2
1. (2.8)

A computation using (2.7) and (2.8) give

|a3 − µa2
2| =

B1

(1 + 2α)(g2 − h2)
[w2 − tw2

1], (2.9)
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where

t := −B2

B1
+

[(1 + 3α)(h2
2 − h2g2) + µ(1 + 2α)(g3 − h3)]B1

(1 + α)2(g2 − h2)2
. (2.10)

Now the first inequality (1.3) is established as follows by an application of Lemma 1.3.
If

−B2

B1
+

[(1 + 3α)(h2
2 − h2g2) + µ(1 + 2α)(g3 − h3)]B1

(1 + α)2(g2 − h2)2
≤ −1,

then

µ ≤ (B2 −B1)(1 + α)2(g2 − h2)2 − (1 + 3α)(h2
2 − h2g2)B2

1

(1 + 2α)(g3 − h3)B2
1

:= σ1

and Lemma 1.3, gives

|a3 − µa2
2| ≤

B1A

(1 + 2α)(g3 − h3)
.

For

−1 ≤ −B2

B1
+

[(1 + 3α)(h2
2 − h2g2) + µ(1 + 2α)(g3 − h3)]B1

(1 + α)2(g2 − h2)2
≤ 1,

we have σ1 ≤ µ ≤ σ2, where σ1 and σ2 are as given in the statement of theorem. Now
an application of Lemma 1.3 yields

|a3 − µa2
2| ≤

B1

(1 + 2α)(g3 − h3)
.

For

−B2

B1
+

[(1 + 3α)(h2
2 − h2g2) + µ(1 + 2α)(g3 − h3)]B1

(1 + α)2(g2 − h2)2
≥ 1,

we have µ ≥ σ2 and it follows from Lemma 1.3 that

|a3 − µa2
2| ≤

B1A

(1 + 2α)(h3 − g3)
.

Now the second inequality (2.2) fallows by an application of Lemma 1.4 as follows:

|a3 − µa2
2| =

B1

(1 + 2α)(g2 − h2)
[w2 − tw2

1]

≤ B1

(1 + 2α)(g3 − h3)
max {1; |t|} ,

where t is given by (2.10). �

Remark 2.2. If we set α = 1, g and h are as given by (1.4), then Theorem 2.1 reduces
to the result [6, Theorem 3] of Ma and Minda. When α = 0, Theorem 2.1 reduces to
the result [8, Theorem 2.1], proved by Murugusundaramoorthy et al. Note that there
were few typographical errors in the assertion of the result [8, Theorem 2.1] and it is
rectified in the following corollary:
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Corollary 2.3. [8, Theorem 2.1] Let φ(z) = 1 + B1z + B2z
2 + · · · . If f(z) given by

(1.1) belongs to the class Mg,h(φ), then for any real number µ,

|a3 − µa2
2| ≤


B1

g3−h3

(
B2
B1

− [(h2
2−h2g2)+µ(g3−h3)]B1

(g2−h2)2

)
(µ ≤ σ1),

B1
g3−h3

(σ1 ≤ µ ≤ σ2),
B1

g3−h3

(
[(h2

2−h2g2)+µ(g3−h3)]B1
(g2−h2)2

− B2
B1

)
(µ ≥ σ2),

where

σ1 :=
(B2 −B1)(g2 − h2)2 − (h2

2 − h2g2)B2
1

(g3 − h3)B2
1

and

σ2 :=
(B2 + B1)(g2 − h2)2 − (h2

2 − h2g2)B2
1

(g3 − h3)B2
1

.

Here below, we discuss some applications of Theorem 2.1:

Corollary 2.4. Let φ(z) = 1 + B1z + B2z
2 + · · · . Assume that

g(z) = z +
∞∑

n=2

nΓ(n + 1)Γ(2− δ)
Γ(n− δ + 1)

zn and h(z) = z +
∞∑

n=2

Γ(n + 1)Γ(2− δ)
Γ(n− δ + 1)

zn.

If f(z) given by (1.1) belongs to the class Mα
g,h(φ), then for any real number µ,

|a3 − µa2
2| ≤


(2−δ)(3−δ)B1

12(1+2α)

(
B2
B1
− [12µ(1+2α)(2−δ)−4(3−δ)(1+3α)]B1

4(3−δ)(1+α)2

)
(µ ≤ σ1),

(2−δ)(3−δ)B1
12(1+2α)

(σ1 ≤ µ ≤ σ2),
(2−δ)(3−δ)B1

12(1+2α)

(
[12µ(1+2α)(2−δ)−4(3−δ)(1+3α)]B1

4(3−δ)(1+α)2
− B2

B1

)
(µ ≥ σ2),

where

σ1 :=
(3− δ)[(B1 −B2)(1 + α)2 + (1 + 3α)B2

1 ]
3(2− δ)(1 + 2α)B2

1

and

σ2 :=
(3− δ)[(B1 + B2)(1 + α)2 + (1 + 3α)B2

1 ]
3(2− δ)(1 + 2α)B2

1

.

Remark 2.5. Taking α = 8/π2, B2 = 16/3π2 and δ = 1 in Corollary 2.4, we have
the result of Ma and Minda [5, Theorem 2]. When α = 0, the above Corollary 2.4
reduces to [8, Corollary 3.2] of Murugusundaramoorthy et al. Note that there were
few typographical errors in the assertion of [8, Corollary 3.2] and the following result
is the corrected one:

Corollary 2.6. [8, Corollary 3.2] Let φ(z) = 1 + B1z + B2z
2 + · · · . If f(z) given by

(1.1) belongs to the class Mg,h(φ), then, for any real number µ,

|a3 − µa2
2| ≤


(2−δ)(3−δ)B1

12

(
B2
B1

− [12µ(2−δ)−4(3−δ)]B1
4(3−δ)

)
(µ ≤ σ1),

(2−δ)(3−δ)B1
12 (σ1 ≤ µ ≤ σ2),

(2−δ)(3−δ)B1
12

(
[12µ(2−δ)−4(3−δ)]B1

4(3−δ) − B2
B1

)
(µ ≥ σ2),
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where

σ1 :=
(3− δ)[B1 −B2 + B2

1 ]
3(2− δ)B2

1

and

σ2 :=
(3− δ)[B1 + B2 + B2

1 ]
3(2− δ)B2

1

.

Putting φ(z) = (1 + z)/(1 − z), g and h are as given by (1.4) in Theorem 2.1,
we deduce the following result:

Corollary 2.7. Let f(z) is given by (1.1) belongs to the class M(α), then, for any real
number µ,

|a3 − µa2
2| ≤


(α2+8α+3)−4µ(1+2α)

(1+α)2(1+2α) (µ ≤ σ1),
1

(1+2α) (σ1 ≤ µ ≤ σ2),
4µ(1+2α)−(α2+8α+3)

(1+α)2(1+2α) (µ ≥ σ2),

where σ1 := 1+3α
2(1+2α) and σ2 := α2+5α+2

2(1+2α) .

Note that for α = 0, Corollary 2.7 reduces to a result in [4] (see also [14]). By
taking φ(z) = (1+z)/(1−z), g and h, given by (1.4) in second result of Theorem 1.3,
we have the following result:

Corollary 2.8. Let f(z) is given by (1.1) belongs to the class M(α), then for any
complex number µ

|a3 − µa2
2| ≤

1
1 + 2α

max
{

1;
∣∣∣∣4µ(1 + 2α)− (α2 + 8α + 3)

(1 + α)2

∣∣∣∣} .

Remark 2.9. For α = 1, the above Corollary 2.8 reduces to the result [4, Corollary 1]
of Keogh and Merkes.
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class of Bazilevic functions, Far East J. Math. Sci. (FJMS), 15(2004), no. 2, 171-180.

[10] Ravichandran, V., Darus, M., Khan, M.H. and Subramanian, K.G., Fekete-Szego in-
equality for certain class of analytic functions, Aust. J. Math. Anal. Appl., 1(2004), no.
2, Art. 4, 7 pp.

[11] Ravichandran, V., Polatoglu, Y., Bolcal, M. and Sen, A., Certain subclasses of starlike
and convex functions of complex order, Hacet. J. Math. Stat. Hacet. J. Math. Stat.,
34(2005), 9-15.

[12] Sivaprasad Kumar, S. and Virendra Kumar, Fekete-Szegö problem for a class of analytic
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Compact composition operators on spaces
of Laguerre polynomials kernels

Yusuf Abu Muhanna and El-Bachir Yallaoui

Abstract. We study the action of the composition operator on the analytic func-
tion spaces whose kernels are special cases of Laguerre polynomials. These func-
tion spaces become Banach spaces when the kernels are integrated with respect to
the complex Borel measures of the unit circle. Necessary and sufficient conditions
for the composition operator to be compact are found.
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1. Introduction

Let D = {z ∈ C : |z| < 1} be the open unit disc in the complex plane C. For z ∈ D,
t ∈ R and a > −1 the generating function of the associated Laguerre polynomials [7,
Formula 5.1.9] is given by

G (a, t, z) = (1− z)−a−1 exp
(
−tz

1− z

)
=

∞∑
n=0

L(a)
n (t)zn (1.1)

where L
(a)
n (t) is the generalized Laguerre polynomial of degree n given by

L(a)
n (t) =

n∑
k=0

(
n + a

n− k

)
(−t)k

k!
. (1.2)

Formula (1.2) can extended for a ≤ −1 by using the identity in [7, p. 102 , eq. 5.2.1],

L(−a)
n (t) = (−t)a Γ (n− a + 1)

n!
L

(a)
n−a (t) for a ≥ 1.
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The first few terms of L
(a)
n (t) (see [3, p. 114]) are given by,

L
(a)
0 (t) = 1

L
(a)
1 (t) = −t + a + 1

L
(a)
2 (t) = 1

2 t2 − (a + 2)t + (a+2)(a+1)
2

L
(a)
3 (t) = − 1

6 t3 + (a+3)
2 t2 − (a+2)(a+3)

2 t + (a+1)(a+2)(a+3)
6

(1.3)

and the recurrence relation for the coefficients L
(a)
n (x) in [3, p. 114, Eq. 4.5.5] is given

by
(n + 1) L

(a)
n+1(t) = (2n + a + 1− t) L(a)

n (t)− (n + a) L
(a)
n−1(t). (1.4)

The Laguerre generating function in (1.1) can be written in terms of the classical
Cauchy kernel K (z) = (1− z)−1 as follows

G (a, t, z) = [K (z)]a+1 exp [t− tK (z)] (1.5)

and special cases of the generating function G (a, t, z) give interesting kernels of ana-
lytic functions spaces. For instance we have:

G (0, 0, z) = K (z) = (1− z)−1

G (α− 1, 0, z) = Kα (z) = (1− z)−α, α > 0
eG (−1,−1, z) = Ke (z) = exp

[
(1− z)−1

] (1.6)

where it is known in the litirature that
K (z) = (1− z)−1 is the classical Cauchy kernel,
Kα (z) = (1− z)−α, α > 0 is the fractional Cauchy kernel and
Ke (z) = exp

[
(1− z)−1

]
is the exponential Cauchy kernel.

(1.7)

Using (1.1) the corresponding Taylor series of these kernels are:

K (z) =
∞∑

n=0

L(0)
n (0)zn =

∞∑
n=0

zn,

Kα (z) =
∞∑

n=0

L(α−1)
n (0)zn =

∞∑
n=0

An (α) zn, (1.8)

Ke (z) = e
∞∑

n=0

L(−1)
n (−1)zn = e

∞∑
n=0

Anzn.

The coefficients above have the following properties:

1. An (α) = (−1)n

(
−α

n

)
=
(

n + α− 1
n

)
2. An = L

(−1)
n (−1) =

n∑
i=0

1
i!

(
n− 1
n− i

)
where A0 = A1 = 1.

3. (n + 1) An+1 = (2n + 1) An − (n− 1) An−1.

4.
An+1

An
> 1, and

An+1

An
→ 1, as n →∞.

5. The sequence
{

1
An

}∞
n=0

is convex.

Results (1) is from [3] while (2)-(5) are in [8].
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2. Cauchy type analytic function spaces

Let T = ∂D be the boundary of D and let H (D) denotes the class of holomor-
phic functions on D. H (D) is a locally convex linear topological space with respect
to the topology given by uniform convergence on compact subsets of D. We denote
by M the set of all complex–valued Borel measures on T and M∗ the subset of M
consisting of probability measures. An analytic function f is subordinate to g in D,
written f (z) ≺ g (z) , if there exists an analytic self-map ϕ in D with ϕ (0) = 0 and
|ϕ (z)| < 1, satisfying f (z) = g [ϕ (z)]. If in particular g is also univalent in D, then
f (z) ≺ g (z) is equivalent to f (0) = g (0) and f (D) ⊂ g (D) .

Let z ∈ D and let k ∈ H (D) be one of the kernels in (1.6). We define X to be
the subspace of H (D) consisting of functions for which there exists a measure µ ∈ M
such that

fµ(z) =
∫
T

k(xz)dµ(x). (2.1)

where x = eit ∈ T. The norm on X defined by

‖fµ‖X = inf
µ∈M

{
‖µ‖ : fµ (z) =

∫
T

k (xz) dµ(x)
}

(2.2)

makes X into a Banach space. If the series expansion of the kernel function k is given
by,

k (z) =
∞∑

n=0

anzn

then the series of the function is given by

fµ(z) =
∫
T

k(xz)dµ(x) =
∞∑

n=0

anµnzn (2.3)

where

µn =
∫
T

xndµ (x) =
∫ +π

−π

eintdµ
(
eit
)
.

According to the Lebesgue decomposition theorem M = Ma ⊕ Ms, where Ma :=
{µa ∈ M : µa � m} where m is the normalized Lebesgue measure on the unit circle,
and Ms := {µs ∈ M : µs ⊥ m}. Thus any µ ∈ M can be written as µ = µa + µs

where µa ∈ Ma , µs ∈ Ms and ‖µ‖ = ‖µa‖+ ‖µs‖. Consequently the Banach space
X may be written as X = (X)a ⊕ (X)s, where (X)a is isomorphic to L1/H1

0 the
closed subspace of M of absolutely continuous measures, and (X)s is isomorphic to
Ms the subspace of M of singular measures. If f ∈ Xa, then the singular part is null
and the measure µ for which the integral in (2.1) holds reduces to dµ(eit) = g(eit)dt
where g(eit) ∈ L1 and dt is the Lebesgue measure on T. In this case the functions in
(X)a may be then written as,

fµ(z) =
∫ π

−π

k
(
eitz

)
g(eit)dt

where if g(eit) is nonnegative then ‖f‖X =
∥∥g(eit)

∥∥
L1 .
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If the kernel function in (2.1) is replaced by K(z) = (1−z)−1, Kα(z) = (1−z)−α

or Ke(z) = exp[K(z)] respectively then the corresponding analytic function spaces are
the classical Cauchy transform space K [5], the fractional Cauchy transform spaces
Fα [6] and the exponential Cauchy transform space Ke introduced in [8], thus using
(2.1) and replacing an by the appropriate coefficients from (1.8) in (2.3) we get the
following:

K =

{
fµ ∈ H (D) : fµ (z) =

∫
T

K(xz)dµ(x) =
∞∑

n=0

µnzn

}

Kα =

{
fµ ∈ H (D) : fµ (z) =

∫
T

Kα(xz)dµ(x) =
∞∑

n=0

An (α) µnzn

}
(2.4)

Ke =

{
fµ ∈ H (D) : fµ (z) =

∫
T

Ke(xz)dµ(x) =
∞∑

n=0

eAnµnzn

}
where

µn =
∫
T

xndµ (x) =
∫
T

eintdµ
(
eit
)

An (α) = (−1)n

(
−α

n

)
=
(

n + α− 1
n

)
(2.5)

An = L(−1)
n (−1) =

n∑
i=0

1
i!

(
n− 1
n− i

)
.

Clearly K is a special case of Kα when α = 1. It is also known that Kα ⊂ Kβ for
0 < α < β. It was also shown in [8] that K ⊂ (Ke)a and if f ∈ K then ‖f‖Ke

<

‖h‖L1 ‖f‖K where h ∈ L1.
The next result gives us examples of elements of Ke.

Lemma 2.1. Suppose that |w| ≤ 1 and let fw (z) = Ke (wz) = exp
[
(1− wz)−1

]
for

|z| < 1. Then fw (z) ∈ Ke and there exists a probability measure µ ∈ M∗ such that

fw (z) =
∫
T

Ke (xz) dµ(x) and ‖fw‖Ke
= ‖µ‖ = 1.

Proof. For |w| ≤ 1 and |z| < 1 we have Re {K (wz)} = Re
{

(1− wz)−1
}

> 1
2 . The

Riesz-Herglotz formula implies that there exists a probability measure µ = µw ∈ M∗

such that

K (wz) = (1− wz)−1 =
∫
T

K(xz)dµ(x) =
∫
T

(1− xz)−1
dµ(x). (2.6)

The left hand side of the above equation is (1− wz)−1 =
∑∞

n=0 wnzn and right hand

is
∞∑

n=0
µnzn. Equating coefficients of the power series of both sides of (2.6) we get that
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wn = µn =
∫
T

xndµ(x) for n = 0, 1, 2, . . . and thus

fw (z) = Ke (wz) = e
∞∑

n=0

Anwnzn

= e
∞∑

n=0

An

(∫
T

xndµ(x)
)

zn

=
∫
T

(
e

∞∑
n=0

Anxnzn

)
dµ(x)

=
∫
T

Ke (xz) dµ(x)

Hence fw ∈ Ke and since µ ∈ M∗, we have ‖fw‖Ke
= ‖µ‖ = 1. �

Corollary 2.2. A special case of the previous result is

Ke (xz) ∈ Ke for all x ∈ T and ‖Ke (xz)‖Ke
= 1.

Lemma 2.3. Suppose {fµn
}∞n=1 is a sequence of functions in Ke such that there is

a constant A for which which ‖fµn‖Ke
≤ A for n = 1, 2, ..... If fµ (z) = lim

n→∞
fµn (z)

exists for |z| < 1, then f ∈ Ke and ‖f‖Ke
≤ A.

Proof. Let z ∈ D suppose fµn
∈ Ke for n = 1, 2, ... then by definition we have,

fµn
(z) =

∫
T

Ke (xz) dµn (x) and µn ∈ M, ‖fµn
(z)‖Ke

= ‖µn‖ ≤ A

The Banach-Alaoglu theorem yields a subsequence {µnk
} for k = 1, 2, . . . , ‖µnk

‖ ≤ A
and µ ∈ M, ‖µ‖ ≤ A such that µnk

→ µ ∈ M as k → ∞ in the weak* topology.
Hence we get, ∫

T

Ke (xz) dµnk
(x) −→

∫
T

Ke (xz) dµ (x) as k →∞.

Since we also have that fµ (z) = lim
k→∞

fµnk
(z) then

fµ (z) =
∫
T

Ke (xz) dµ (x) ∈ Ke and ‖fµ‖ ≤ A. �

3. The composition operator on Ke

If ϕ is an analytic self map of the unit disc D, we say that ϕ induces a bounded
composition operator Cϕ on X if there exists a positive constant A such that for
all f ∈ X , ‖Cϕ(f)‖X = ‖(f ◦ ϕ)‖X ≤ A ‖f‖X . A bounded operator Cϕ will be a
compact operator if the image of every bounded set of X is relatively compact (i.e.
has compact closure) in X. Equivalently Cϕ is a compact operator on X if and only if
for every bounded sequence {fn} of X, {Cϕ(fn)} has a convergent subsequence in X.

The composition operator Cϕ has been thoroughly studied on the Cauchy space
K such as in [4, 5] and on the fractional Cauchy spaces Kα such as in [2, 6]. In
particular it is known that;
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1. If α > 0 and ϕ is conformal automorphism of D, then Cϕ (f) = f ◦ ϕ ∈ Kα for
every f ∈ Kα.

2. If α ≥ 1 and ϕ is an analytic self map of the unit disc D,
then Cϕ (f) = f ◦ ϕ ∈ Kα for every f ∈ Kα.

3. Let Gα denote the set of functions that are subordinate to Kα (z) = (1− z)−α

in D. If α ≥ 1 then a function f belongs to the closed convex hull of Gα if and
only if there is a probability measure µ ∈ M∗ such that f (z) =

∫
T

Kα(xz)dµ(x).
4. Cϕ is compact on K if and only if Cϕ (K) ⊂ (K)a .
5. If α ≥ 1 then Cϕ is compact on Kα if and only if Cϕ [Kα (xz)] ∈ (Kα)a for all
|x| = 1.

Results (1)-(3) are in [6], result (4) it is known from [4] and was extended to
result (5) in [2]. The operator Cϕ is also bounded and Möbius invariant on Ke. There
is no loss of generality in assuming that ϕ (0) = 0, and we will assume so throughout
the article. Our focus then is only on when the composition operator is compact
on Ke.

We need the following interesting two results due to Y. Abu Muhanna and D.
Hallenbeck in [1] .

Theorem 3.1. Let ∆ be a bounded convex body, with 0 ∈ ∆ and let H be a covering
function mapping the unit disk onto the exterior of the bounded convex body Ω = c∆.
Suppose that log H is univalent and also maps the unit disk onto the compliment of
a convex set. Then any analytic function f subordinate to H can be expressed as

f(z) =
∫
T

H(xz)dµ(x), (3.1)

for some positive Borel measure µ on the unit circle with ||µ|| = 1.

The previous theorem includes the following special case.

Theorem 3.2. If ϕ is analytic self map of the unit disc D, with ϕ(0) = 0 then there
exist probability measures µ, ν ∈ M∗ such that

Cϕ [Ke (z)] = Ke(ϕ(z)) =
∫

exp (K(xz)) dµ(x) = exp
(∫

T

K(xz)dν(x)
)

.

Then λKe, with |λ| = 1 are all of the universal coverings of cD.

Lemma 3.3. Suppose gx

(
eit
)

is a nonnegative L1−continuous function of x and let
{µn} be a sequence of nonnegative Borel measures that are weak* convergent to µ.
Define

wn(t) =
∫
T

gx

(
eit
)
dµn (x) and w(t) =

∫
T

gx

(
eit
)
dµ (x)

then ‖wn − w‖L1 −→ 0.
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Proof. Suppose gx

(
eit
)

is a nonnegative L1continuous function of x and for z ∈ D
let,

gx (z) =
∫

Re
(

1 + eitz

1− eitz

)
gx

(
eit
)
d(t) ,

wn(z) =
∫

gx (z) dµn (x) and

w(z) =
∫

gx (z) dµ (x) .

Notice that all functions are positive and harmonic in D and that the radial limits of
wn(z) and w(z) are wn(t) and w(t) respectively. Then, for |z| ≤ ρ < 1,

|gx (z)− gy (z)| ≤ 1
1− ρ

∥∥gx

(
eit
)
− gy

(
eit
)∥∥

L1

The continuity condition implies that gx (z) is uniformly continuous in x for all |z| ≤
ρ < 1. Weak star convergence, implies that wn(z) → w(z) uniformly on |z| ≤ ρ < 1
and consequently the convergence is locally uniformly on D. In addition, we have∥∥wn(ρeit)

∥∥
L1 →

∥∥w(ρeit)
∥∥

L1 .

Hence we conclude that∥∥wn(ρeit)− w(ρeit)
∥∥

L1 −→ 0 as n →∞.

Now using Fatou’s Lemma we conclude that∥∥wn(eit)− w(eit)
∥∥

L1 −→ 0. �

Lemma 3.4. Let gx

(
eit
)

be a nonnegative L1 continuous function of x such that
‖gx‖L1 ≤ a < ∞ and gx(eit) defines a bounded operator on H1

0 .

Let f(z) =
∫
T

Ke (xz) dµ(x) , and let L be the operator given by

L [f(z)] =
∫∫

gx

(
eit
)
Ke

(
eitz

)
dtdµ(x)

then L is compact operator on Ke.

Proof. First note that the condition that gx(eit) defines a bounded operator on H1
0

implies that the L operator is a well defined function on Kα. Let {fn(z)} be a
bounded sequence in Kα and let {µn} be the corresponding norm bounded sequence
of measures in M. Since every norm bounded sequence of measures in M has a weak
star convergent subsequence, let {µn} be such subsequence that is convergent to
µ ∈ M. We want to show that {L(fn)} has a convergent subsequence in Kα. First,
let us assume that dµn (x) >> 0 for all n, and let wn(t) =

∫
gx

(
eit
)
dµn (x) and

w(t) =
∫

gx

(
eit
)
dµ (x) ,then we know from the Lemma 3.3 that wn(t), w(t) ∈ L1 for

all n, and wn(t) → w(t) in L1. Now since gx

(
eit
)

is a nonnegative continuous function
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in x and {µn} is weak star convergent to µ, then

L(fn(z)) =
∫∫

Ke

(
eitz

)
gx

(
eit
)
d(t)dµn (x) =

∫
Ke

(
eitz

)
wn(t)dt

L(f(z)) =
∫∫

Ke

(
eitz

)
gx

(
eit
)
d(t)dµ (x) =

∫
Ke

(
eitz

)
w (t) dt

Furthermore because wn(t) is nonnegative then

‖L(fn)‖Ke
= ‖wn‖L1

‖L(f)‖Ke
= ‖w‖L1

Now since‖wn − w‖L1 → 0 then ‖L(fn)− L(f)‖Ke
→ 0 which shows that {L(fn)}

has a convergent subsequence in Ke and thus L is a compact operator for the case
where µ is a positive measure.
In the case where µ is complex measure we write

dµn (x) = (dµ1
n (x)− dµ2

n (x)) + i(dµ3
n (x)− dµ4

n (x))

where each dµj
n (x) >> 0 and define wj

n(t) =
∫

gx

(
eit
)
dµj

n (x) then

wn(t) =
∫

gx

(
eit
)
dµn (x) =

(
w1

n(t)− w2
n(t)

)
+ i
(
w3

n(t)− w4
n(t)

)
.

Using an argument similar to the one above we get that

wj
n(t), wj(t) ∈ L1, and

∥∥wj
n − wj

∥∥
L1 −→ 0.

Consequently, ‖wn − w‖L1 −→ 0, where

w(t) =
(
w1(t)− w2(t)

)
+ i
(
w3(t)− w4(t)

)
=
∫

gx

(
eit
)
dµ (x) .

Hence,
‖L(fn)− L(f)‖Fα

≤ ‖wn − w‖L1 −→ 0.

Finally, we conclude that the operator L is compact. �

Now we are ready to prove our main theorem which characterizes compact com-
position operators on Ke.

Theorem 3.5. If ϕ is analytic self map of the unit disc D, with ϕ(0) = 0 then the
operator Cϕ is compact in Ke if and only if Cϕ [Ke (xz)] ∈ (Ke)a for all x such that
|x| = 1.

Proof. Assume that Cϕ is compact on Ke and let {fj (z)}∞j=1 be the bounded sequence
of functions defined as

fj(z) = Ke (ρjxz) = exp
(

1
1− ρjxz

)
= exp [K (ρjxz)] ,

where 0 < ρj < 1 and limj→∞ ρj = 1. Clearly, fj ∈ H∞ ∩ Ke and there exist
probability measures µj ∈ M∗ such that

fj (z) =
∫
T

Ke (xz) dµj(x)
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where ‖fj‖Ke
= ‖µj‖ = 1. Since Cϕ is compact on Ke, then Cϕ (fj) ∈ Ke and

‖Cϕ (fj)‖ ≤ ‖Cϕ‖ ‖fj‖Ke
= ‖Cϕ‖ for all j. Furthermore Cϕ (fj) ∈ H∞ ∩Ke ⊂ (Ke)a

for every j and thus there exists a nonnegative L1 function gj (x) such that dµj(x) =
gj (x) dt and

Cϕ [fj (z)] =
∫
T

Ke (xz) gj (x) dt.

Since the operator Cϕ is compact then the sequence {Cϕ (fj)}∞j=1 has a convergent
subsequence that converges to Cϕ [Ke (z)] ∈ (Ke)a because of Lemma 2.3 and the
fact that (Ke)a is a closed subspace of Ke.

For the converse let f ∈ Ke then there exists a measure in M such that

f (z) =
∫
T

Ke (xz) dµ (x) .

Then

(f ◦ ϕ) (z) = Cϕ [f (z)] =
∫
T

Ke [xϕ (z)] dµ (x) =
∫
T

Cϕ [Ke (xz)] dµ (x)

where by assumption Cϕ [Ke (xz)] ∈ (Ke)a and thus can be written as

Cϕ [Ke (xz)] =
∫
T

gx

(
eit
)
Ke

(
eitz

)
dt

where gx

(
eit
)

is a positive L1−continuous function of x. Hence

Cϕ (f) (z) =
∫
T

Cϕ [Ke (xz)] dµ (x)

=
∫
T

∫
T

gx

(
eit
)
Ke

(
eitz

)
dtdµ (x)

which was proven to be compact in Ke in the the previous Lemma 3.4. �

Corollary 3.6. We have the following.

1. The operator Cϕ is compact in Ke if and only if Cϕ (Ke) ⊂ (Ke)a.
2. Let ϕ ∈ H(D), with ‖ϕ‖∞ < 1. Then Cϕ is compact on Ke.

Proof. Cϕ [Ke(xz)] = Ke [xϕ (z)] ∈ H∞ ∩Ke ⊂ (Ke)a and is subordinate to Ke (z)
hence

Cϕ [Ke(xz)] =
∫
T

Ke(eitz)gx

(
eit
)
dt ∈ (Ke)a

where gx

(
eit
)

is a nonnegative L1 function. �
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Maximum principles for elliptic systems and
the problem of the minimum matrix norm
of a characteristic matrix, revisited

Ioan A. Rus

Abstract. In 1968, the existence of a maximum principle for some systems of
partial differential equations led us to the following problem (see I.A. Rus, Studia
Univ. Babeş-Bolyai, 15(1968), No. 1, 19-26 and Glasnik Matematički, 5(1970),
No. 2, 356): Let A ∈ Rn×n be a matrix and ‖·‖2 the spectral norm on Rn×n. The
problem is to determine, min

x∈R
‖A − xI‖2. In this paper we study the evolution of

this interesting relation between the theory of partial differential equations and
the matrix theory. An application of an elliptic partial differential equation with
complex valued coefficients is presented. New maximum principles are given and
the case of infinite systems is also studied. Some open problems are formulated.

Mathematics Subject Classification (2010): 35B50, 15A60, 40C05, 35J47, 35K40,
15F60, 65F35, 65J05.

Keywords: strongly elliptic system, maximum principle, matrix norm, spectral
matrix norm, equation with complex valued coefficients, infinite matrix, infinite
system.

1. Introduction

Some time ago, studying maximum principle for elliptic systems of second order
we was conducted to the following problem (see [37]-[41]):

Let ‖·‖2 be the spectral norm on Rn×n and A ∈ Rn×n be a matrix. The problem
is to determine, min

x∈R
‖A− xI‖2.

In 1971, E. Deutsch informed me that H. Heinrich (see [15] and [16]) studied
a similar problem in the case of Frobenius norm, ‖·‖F , column sum norm, ‖·‖1, and
row sum norm, ‖·‖∞. The problem corresponding to the spectral norm was studied
by A.S. Mureşan ([29]) and by I.C. Chifu ([5] and [6]). In 1975, S. Friedland studied
the following problem (see [11]):
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Let A,B ∈ Cn×n be nonzero matrices such that A 6= xB for any x ∈ R. Let
d := min

x∈R
‖A− xB‖2. The problem is to study the solution set of the equation:

‖A− xB‖2 = d.

The aim of the present paper is to revisit the ”abstract model” in [37], to give
new maximum principles in terms of spectral norms and to consider the case of elliptic
equations with complex valued coefficients and the case of an infinite system of elliptic
equations. Some open problems are also formulated.

2. Preliminaries

2.1. Vector norms and matrix norms

Let us denote by K, R or C. If x ∈ Kn, then, x =

x1

...
xn

 and x∗ = (x1, . . . , xn).

We consider on Kn the following norms:

‖x‖∞ := max
1≤k≤n

|xk|

and

‖x‖p :=
( n∑

k=1

|xk|p
) 1

p

, for p ≥ 1.

If, ‖·‖, is a norm on Kn then we denote by the same symbol the operatorial
norm (subordonate norm, or natural norm) on Kn×n corresponding to the norm, ‖·‖,
on Kn.

So, we have ‖A‖∞ = max
1≤k≤n

( n∑
j=1

|akj |
)

, ‖A‖1 = max
1≤j≤n

( n∑
k=1

|akj |
)

and ‖A‖2 =

(
ρ(A∗A)

) 1
2 - the spectral norm of A.

We also consider on Kn×n the Frobenius (or Euclidean) norm defined by

‖A‖F :=
( n∑

k,j=1

|akj |2
) 1

2

.

This norm is not induced by any norm on Kn, but is a matrix norm, i.e.,

‖A ·B‖F ≤ ‖A‖F · ‖B‖F , ∀ A,B ∈ Kn×n.

For an operator norm on Kn×n, ‖·‖, we have that

‖Ax‖ ≤ ‖A‖‖x‖, ∀ A ∈ Kn×n and x ∈ Kn.

We also have that, ‖A‖2 ≤ ‖A‖F , ∀ A ∈ Kn×n. For the minimum norm problem
we mention the following result
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Heinrich’s Theorem. Let A ∈ Cn×n. Then,

min
z∈C

‖A− zI‖F =
(
‖A‖2

F − 1
n
|trA|2

) 1
2

.

From this theorem we have

Theorem 2.1. Let A ∈ Rn×n. Then,

min
x∈R

‖A− xI‖F =
(
‖A‖2

F − 1
n
|trA|2

) 1
2

.

For more considerations of the above notions and results see: [17] (especially
Chapter 37 by R. Byers and B.N. Dalta), [1], [35], [2], [15], [16], [36], [42], [3], . . .

2.2. Elliptic systems of second order

Let Ω ⊂ Rn be an open subset. Let us consider the following second order system
of partial differential equations:

n∑
k=1

n∑
j=1

Akj
∂2u

∂xk∂xj
+ F

(
x, u,

∂u

∂x1
, . . . ,

∂u

∂xn

)
= 0 (2.1)

where Akj : Ω → Rm×m, F : Ω× Rm × Rnm → Rm.
There are many points of view in classifying systems of partial differential equa-

tions (see for example, [27], [10], [8], [20], [4], [13], [23], [31], [34], . . . ).
In this paper we need the following notions.

Definition 2.2. The system (2.1) is called elliptic on Ω if

det
( n∑

k=1

n∑
j=1

Akj(x)λkλj

)
6= 0

for all x ∈ Ω and all λ ∈ Rn \ {0}.

Definition 2.3. The system (2.1) is called strongly elliptic on Ω, if
n∑

k=1

n∑
j=1

(
τ∗Akj(x)τ

)
λkλj > 0, for all x ∈ Ω,

for all τ ∈ Rm \ {0} and all λ ∈ Rn \ {0}.

Definition 2.4. The system (2.1) satisfies Somigliana’s condition on Ω, if
n∑

k=1

n∑
j=1

τ∗k Akj(x)τj > 0, for all x ∈ Ω,

for all τk ∈ Rm, k = 1, n with
n∑

k=1

‖τk‖ 6= 0.
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3. Basic idea and examples

The basic idea of the paper [37] may be presented as follows.
For a subset Ω ⊂ Rn we denote

F(Ω, Rm) :=
{
u | u : Ω → Rm

}
.

Let D ⊂ Rp, 1 ≤ p ≤ n and X ⊂ F(Ω, Rm) be a linear subspace. By definition

〈·, ·〉 : X ×X → F(D, R)

is a generalized inner product on X if the following axioms are satisfied:
(i) 〈u, v〉 = 〈v, u〉, ∀ u, v ∈ X;

(ii) 〈λu, v〉 = λ〈u, v〉, ∀ u, v ∈ X, ∀ λ ∈ R;
(iii) 〈u1 + u2, v〉 = 〈u1, v〉+ 〈u2, v〉, ∀ u1, u2, v ∈ X;
(iv) 〈u, u〉 ≥ 0, ∀ u ∈ X and 〈u, u〉 = 0 ⇔ u = 0.

Let 〈·, ·〉 be a generalized inner product on X, L : X → F(Ω, Rm) be a linear
operator and Y ⊂ F(D, R) be a linear subspace. In which conditions for each u ∈ X,
there exists a linear operator Tu : Y → F(D, R) such that

〈u, L(u)〉(x) = ‖u‖(x)Tu(‖u‖)(x),

for all x ∈ D, with ‖u‖(x) 6= 0.
Let us consider the equations

L(u) = 0 (3.1)

and
Tu(v) = 0. (3.2)

If the pair L, Tu is a solution of the above problem and u is a solution of (3.1)
and iff all solution of (3.2) has a property (p), then the norm, ‖u‖, of u has the
property (p).

Example 3.1. Let Ω ⊂ Rn be an open set, X := C2(Ω, Rm), D := Ω, Y := C2(Ω, R)
and

〈u, v〉 :=
m∑

k=1

ukvk.

As L, let us take the following operator

L(u) := ∆u +
n∑

k=1

Bk
∂u

∂xk
+ Cu

where Bk, C ∈ F(Ω, Rm×m).
Let u ∈ C2(Ω, Rm) and x ∈ Ω be such that ‖u‖(x) 6= 0. Then

u(x) = ‖u‖(x)e(x), with 〈e, e〉(x) = 1.

So, in all point x ∈ Ω, where ‖u‖(x) 6= 0, we have〈
e,

∂e

∂xk

〉
= 0, k = 1,m, and

〈 ∂e

∂xk
,

∂e

∂xk

〉
+

〈
e,

∂2e

∂x2
k

〉
= 0.



Maximum principles for elliptic systems 203

This relations imply that

〈u, L(u)〉 = ‖u‖〈e, L(‖u‖e)〉 = ‖u‖Tu(‖u‖)
where

Tu(v) = ∆v +
m∑

k=1

〈
e,Bke

〉 ∂v

∂xk
+ 〈e, Le〉v.

From a well known maximum principle for an elliptic differential equation we
have (see [12], [34], [33])

Theorem 3.2. Let L be such that

〈e, Le〉(x) < 0 (3.3)

for all e ∈ C2(Ω, Rm), with ‖e‖ = 1 and all x ∈ Ω.
Then the norm of each solution u ∈ C2(Ω, R) of (3.1) has no positive local

maximums in Ω.

Remark 3.3. For the case when Ω is open and bounded and u ∈ C2(Ω, Rm)∩C(Ω, Rm)
see [37] and [38].

Remark 3.4. The problem is in which conditions on Bk and C we have the condition
(3.3) ?

First of all we have that

〈e, Le〉 = −
n∑

k=1

〈 ∂e

∂xk
,

∂e

∂xk

〉
+

n∑
k=1

〈
e,Bk

∂e

∂xk

〉
+ 〈e, Ce〉 ≺ 0 (3.4)

(a function u ≺ 0 ⇔ u(x) < 0, ∀ x ∈ Ω).
On the other hand we remark that〈

e,Bk
∂e

∂xk

〉
=

〈
e, (Bk − bkI)

∂e

∂xk

〉
,

for all bk ∈ F(Ω, R).
So, we have the condition〈

e, Le−
n∑

k=1

bkI
∂e

∂xk

〉
≺ 0 (3.5)

and we have that, (3.4) ⇔ (3.5).

Now, let us suppose that
m∑

k=1

m∑
j=1

Ckj(x)λkλj ≤ −c(x)
m∑

k=1

|λk|2 (3.6)

for all λ ∈ Rm \ {0}, with c(x) ∈ R∗+, ∀ x ∈ Ω.
Since ∣∣〈e, (Bk − bkI)

∂e

∂xk

〉
(x)

∣∣ ≤ ‖Bk − bkI‖2(x)‖ ∂e

∂xk
‖, ∀ x ∈ Ω

from Theorem 3.2 it follows
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Theorem 3.5. We suppose that in Theorem 3.2 we put instead the condition (3.3) the
following:

(i) the matrix C satisfies condition (3.6) with c =
n∑

k=1

c2
k;

(ii) there exist bk ∈ F(Ω, R) such that

‖Bk − bk‖2 ≤ 2ck, k = 1, n.

Then we have the conclusions in Theorem 3.2.

Remark 3.6. Since ‖·‖2 ≤ ‖·‖F , by Theorem 2.1 we can take in Theorem 3.5,

ck :=
1
2
(
‖Bk‖2

F − 1
m
|trBk|2

) 1
2 .

Remark 3.7. In a similar way we have

Theorem 3.8 (see [37], [38]). Let us consider the following second order system

L(u) :=
n∑

k=1

n∑
j=1

Akj
∂2u

∂xk∂xj
+

n∑
k=1

Bk
∂u

∂xk
+ Cu = 0. (3.7)

We suppose that:

(i) Ω ⊂ Rn is an open subset and Akj , Bk, C : Ω → Rm×m are arbitrary matriceal
functions;

(ii) the system (3.7) is strongly elliptic;
(iii) 〈e, Le〉 ≺ 0, for all e ∈ C2(Ω, Rm) such that ‖e‖ = 1.

In these conditions the norm of each solution, u ∈ C2(Ω, Rm), of (3.7) has no positive
local maximums.

Remark 3.9. For the maximum principles for elliptic equations and systems see [27],
[13], [34], [12], [21], [23], [33], [43], [44], [5], [6], [29], [30], . . .

Example 3.10. Let Ω = Ω1×Ω2 ⊂ Rn be an open subset, where Ω1 ⊂ Rp, Ω2 ⊂ Rn−p,
1 ≤ p < n, are domains with smooth boundary. If x ∈ Ω, then x = (x′, x′′) with
x′ = (x1, . . . , xp) ∈ Ω1, x′′ = (xp+1, . . . , xn) ∈ Ω2.

Let X := C2(Ω, Rm), D := Ω1, Y := C2(Ω, R) and

〈u, v〉 :=
∫
Ω2

( m∑
k=1

ukvk

)
dx′′.

For x ∈ Ω such that ‖u‖(x) 6= 0 we have

u(x) = ‖u‖(x1, . . . , xp)e(x), with 〈e, e〉 = 1;

and 〈
e,

∂e

∂xk

〉
= 0, k = 1, p,

〈 ∂e

∂xj
,

∂e

∂xk

〉
+

〈
e,

∂2e

∂xk∂xj

〉
= 0

for k, j = 1, p.
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Let us take

L(u) := ∆u +
n∑

k=1

Bk(x1, . . . , xp)
∂u

∂xk
+ C(x1, . . . , xp)u = 0 (3.8)

L(‖u‖e) =
p∑

k=1

∂2‖u‖
∂x2

k

e + 2
p∑

k=1

∂‖u‖
∂xk

∂e

∂xk
+

p∑
k=1

Bk
∂‖u‖
∂xk

e + ‖u‖Le.

So,

Tu(v) =
p∑

k=1

∂2v

∂x2
k

+
p∑

k=1

〈
e,Bke

〉 ∂v

∂xk
+ 〈e, Le〉v.

From the above considerations, we have

Theorem 3.11. Let L be such that

〈e, Le〉(x′) < 0, ∀ x′ ∈ Ω1, and

for all e ∈ C2(Ω, Rm) with ‖e‖ = 1.
Then the norm of each solution u ∈ C2(Ω, Rm) of, L(u) = 0, has no positive

local maximums in Ω.

Remark 3.12. As in the case of condition (3.3), the problem is in which conditions
we have

〈e, Le〉(x′) < 0 (3.9)
for all e ∈ C2(Ω, Rm) with ‖e‖ = 1 and all x′ ∈ Ω1.

First of all we have that

〈e, Le〉 =
∫
Ω2

p∑
k=1

(
−

m∑
j=1

( ∂ej

∂xk

)2
)

dξ′′ +
∫
Ω2

n∑
k=p

m∑
j=1

ej
∂2ej

∂xk
dξ′′

+
p∑

k=1

∫
Ω2

m∑
j=1

ej

(
Bk

∂e

∂xk

)
j
dξ′′ +

n∑
k=p+1

∫
Ω2

m∑
j=1

ej

(
Bk

∂e

∂xk

)
j
dξ′′

+
∫
Ω2

∑
ckjekejdξ′′.

From this relation and for a well known maximum principle for an elliptic equa-
tion, we have

Theorem 3.13. Let us suppose that

(i) −
p∑

j=1

〈τj , τj〉E +
p∑

k=1

〈η, (Bk − bkI)τk〉E +
n∑

k=p+1

〈η, Bkτk〉E + 〈η, cη〉e ≺ 0 for all

η, τk ∈ Rm \ {0}, and for some bk ∈ F(Ω1, R), k = 1, p;
(ii) u ∈ C2(Ω, Rm) is a solution of (3.9) such that, u

∣∣
Ω1×∂Ω2

= 0.

Then the norm of u has no positive local maximums in Ω.
Here, 〈·, ·〉E denotes the Euclidean inner product.
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Remark 3.14. For the case of p = 1 see [21].

Remark 3.15. For the case of a class of systems which satisfy Somiglian’s condition
see [41].

Remark 3.16. It is clear that, in all of above cases, a solution for the minimum norm
problem is very important.

4. An application to an elliptic equation with complex valued
coefficients

Let us consider the following elliptic equation

∆u +
∑
k=1

pk
∂u

∂xk
+ qu = 0 (4.1)

where pk, q : Ω → C with Ω ⊂ Rn an open subset.
By a solution of (4.1) we understand a function u ∈ C2(Ω, C) which satisfies the

equation (4.1).
The equation (4.1) is equivalent with the following system of elliptic equations

∆
(

Reu
Imu

)
+

m∑
k=1

(
Repk − Impk

Impk Repk

)
∂

∂xk

(
Reu
Imu

)
+

(
Req − Imq
Imq Req

)
·
(

Reu
Imu

)
= 0.

If in Theorem 3.5 we take bk := Repk, we have from this theorem the following
result.

Theorem 4.1. Let us consider the equation (4.1). We suppose that

Req(x) < −1
4

n∑
k=1

(
Impk(x)

)2
, ∀ x ∈ Ω.

If u ∈ C2(Ω, C) is a solution of (4.1), then, |u| has no positive local maximums in Ω.

Remark 4.2. For a similar results, see [28].

5. Infinite elliptic systems of partial differential equations

We start this section with some words on infinite matrices.
Let A ∈ KN∗×N∗ be an infinite matrix which is row-column-finite. This matrix

induces the linear operator
Ã : l2(K) → KN∗ .

By definition the matrix A is 2-bounded if:
(i) Ã(l2(K)) ⊂ l2(K);

(ii) the operator Ã : l2(K) → l2(K) is a bounded operator.
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By definition, the 2-norm of A is the norm of Ã, i.e.,

‖A‖2 := sup
{
‖Ãx‖2 | x ∈ l2(K) with ‖x‖2 = 1

}
.

It is clear that we have

‖Ax‖2 ≤ ‖A‖2‖x‖2,

for all x ∈ l2(K) and all 2-bounded matrices A.

Example 5.1. Let Ω ⊂ Rn be an open subset. We consider

X :=
{
u : Ω → l2(R)

∣∣ u ∈ C2(Ω, l2(R)),
∂u

∂xk
∈ C1(Ω, l2(R))

and
∂2u

∂x2
k

∈ C(Ω, l2(R)
}
,

and

〈u, v〉 :=
∞∑

k=1

ukvk.

Now, let us consider the following infinite system

L(u) := ∆u +
n∑

k=1

Bk
∂u

∂xk
+ Cu = 0 (5.1)

where Bk, C : Ω → RN∗×N∗ are row-column-finite matrices. We have

Theorem 5.2. We suppose that:
(i) the matrices Bk(x), C(x) are 2-bounded for all x ∈ Ω;

(ii)
〈e, Le〉 ≺ 0, ∀ e ∈ X with 〈e, e〉 = 1. (5.2)

If u ∈ X is a solution of (5.1), then ‖u‖2 has no positive local maximums in Ω.

The proof is similar with that of Theorem 3.2.

Remark 5.3. As in the case of Theorem 3.2, the problem is to study in which conditions
on Bk and C we have (5.2). We have

Theorem 5.4. We suppose that:
(i) the matrices Bk(x), C(x) are 2-bounded for all x ∈ Ω;

(ii) there exist ck, bk ∈ F(Ω, R), k = 1,m such that:
(a) ‖Bk − bk‖2 ≤ 2ck, k = 1,m;

(b) 〈ξ, C(x)ξ〉 < −
m∑

k=1

c2
k, ∀ ξ ∈ l2(R), with 〈ξ, ξ〉 = 1.

If u ∈ X, with ‖u‖2, ‖ ∂u
∂xk

‖2 and ‖ ∂2u
∂x2

k
‖2, k = 1,m, uniformly convergent on each

compact in Ω, is a solution of (5.1), then ‖u‖2 has no positive local maximums in Ω.

Remark 5.5. For more informations on infinite matrices see: [35], [7], [14], [25], [18],
[19], [22], [24], [26], . . .
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6. Research directions and open problems

The above considerations give rise to the following questions.

Problem 6.1. Use the above technique to study some maximum principles for the
following elliptic system in an open subset Ω ⊂ Rm:

n∑
k=1

n∑
j=1

Akj
∂2u

∂xk∂xj
+

n∑
k=1

Bk
∂u

∂xk
+ Cu = 0

where Akj , Bk, C : Ω → Cm×m and u ∈ C2(Ω, Cn).
References: [28], [27], [31], [10], . . .

Problem 6.2. Let Ω ⊂ Rm be an open subset. Use the above technique to study
maximum principles for the following parabolic system:

n∑
k=1

n∑
j=1

Akj(x, t)
∂2u

∂xk∂xj
+

n∑
k=1

Bk(x, t)
∂u

∂xk
+ C(x, t)u− ∂u

∂t
= 0

for (x, t) ∈ Ω×]0, T [. Here Akj , Bk, C : Ω×]0, T [→ Rm×m.
A similar problem holds for the case of complex valued matrices Akj , Bk and C.
References: [37], [38], [6], . . .

Problem 6.3. Use the maximum principles in this paper to study the uniqueness of
the solution of Dirichlet problem for elliptic systems.

For example, let us consider the following uniformly elliptic operator in an open
and bounded Ω ⊂ Rn

L = L0 + c(x) := −
n∑

k=1

n∑
j=1

akj
∂2

∂xk∂xj
+

n∑
k=1

bk(x) + c(x)

with smooth coefficients and smooth boundary Γ of Ω (u ∈ C2(Ω) ∩ C(Ω))

L(u) = f (6.1)

u
∣∣
Γ

= g (6.2)
The following result is given in [32]:

Theorem of equivalent statements. We suppose that we have uniqueness for the
problem (6.1) + (6.2). Then the following statements are equivalent:
(i) there exists v ∈ C2(Ω) ∩ C(Ω) such that v(x) > 0 for x ∈ Ω and L(v) ≥ 0 in Ω;

(ii) for all smooth c1 ≥ c we have uniqueness for L1 = L0 + c1 and Ω;
(iii) for all smooth open Ω1 ⊂ Ω we have uniqueness for L and Ω1;
(iv) f ≥ 0 in Ω, g = 0 on Γ imply u ≥ 0 in Ω;
(iv′) the corresponding Green function for L and Ω, G(x, y) ≥ 0 for all x, y ∈ Ω;
(v) f = 0 on Ω, g ≥ 0 on Γ imply u ≥ 0 in Ω;
(v′) ∂G(x,y)

∂νy
≥ 0 for all x ∈ Ω and y ∈ Γ, where νy is the inner conormal at y ∈ Γ.

The problem is to give a similar result for a strongly elliptic system of second
order.
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Problem 6.4. Let A ∈ Rn×n. Determine some upper estimations for

min
x∈R

‖A− xI‖2.

A similar problem for A ∈ RN∗×N∗ .
References: [1], [5], [6], [17], [7], [14], [22], [24], [26], . . .

Problem 6.5. Let A ∈ Cn×n. Determine some upper estimations for

min
z∈C

‖A− zI‖2.

A similar problem for A ∈ CN∗×N∗ .
References: [1], [7], [14], [15], [16], [24], . . .
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[30] Mureşan, A.S. and Rus, I.A., Maximum principles for some first-order elliptical systems,
Preprint Nr. 3(1986), Babeş-Bolyai Univ., 253-258.
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[32] Peetre, J. and Rus, I.A., Sur la positivité de la fonction de Green, Math. Scand., 21(1967),
80-89.

[33] Precup, R., Linear and Semilinear Partial Differential Equations, De Gruyter, 2013.

[34] Protter, M.H. and Weinberger, H.F., Maximum Principles in Differential Equations,
Prentice-Hall, New Jersey, 1967.
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Strong and A-statistical comparisons
for double sequences and multipliers

Sevda Orhan and Fadime Dirik

Abstract. In this work, we obtain strong and A-statistical comparisons for double
sequences. Also, we study multipliers for bounded A-statistically convergent and
bounded A-statistically null double sequences. Finally, we prove a Steinhaus type
result.
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1. Introduction

Strong and A-statistical comparisons for sequences have been studied in [3].
Demirci, Khan and Orhan [4] have studied multipliers for bounded A-statistically
convergent and bounded A-statistically null sequences. Also, Connor, Demirci and
Orhan [1] have studied multipliers and factorizations for bounded statistically con-
vergent sequences. Yardımcı [16] has extended the results in [1] using the concept of
ideal convergence. Dündar and Altay [6] have obtained analogous results in [16] for
bounded ideal convergent double sequences.

In this paper we show that the double sequence χN2 , which is the character-
istic function of N2 = N × N, is a multiplier from W (T, p, q) ∩ l∞2 , the space of all
bounded strongly T -summable double sequences with index p, q > 0, into the bounded
summability domain c2

A (b), when T and A two nonnegative RH-regular summability
matrices. Also A-statistical comparisons for both bounded as well as arbitrary double
sequences have been characterized.

We first recall the concept of A-statistical convergence for double sequences.
A double sequence x = (xm,n) is said to be convergent in the Pringsheim’s

sense if for every ε > 0 there exists N ∈ N, the set of all natural numbers, such that
|xm,n − L| < ε whenever m,n > N . L is called the Pringsheim limit of x and denoted
by P − lim x = L (see [14]). We shall such an x more briefly as “P−convergent”.
By a bounded double sequence we mean there exists a positive number K such that
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|xm,n| < K for all (m,n) ∈ N2, two-dimensional set of all positive integers. For
bounded double sequences, we use the notation

||x||2,∞ = sup
m,n

|xm,n| < ∞.

Note that in contrast to the case for single sequences, a convergent double sequence
is not necessarily bounded. Let A = (aj,k,m,n) be a four-dimensional summability
method. For a given double sequence x = (xm,n), the A−transform of x, denoted by
Ax := ((Ax)j,k), is given by

(Ax)j,k =
∞,∞∑

m,n=1,1

aj,k,m,nxm,n

provided the double series converges in the Pringsheim’s sense for (m,n) ∈ N2.
A two dimensional matrix transformation is said to be regular if it maps every

convergent sequence in to a convergent sequence with the same limit. The well-known
characterization for two dimensional matrix transformations is known as Silverman-
Toeplitz conditions ([8]). In 1926 Robison [15] presented a four dimensional analog of
regularity for double sequences in which he added an additional assumption of bound-
edness. This assumption was made because a double sequence which is P−convergent
is not necessarily bounded. The definition and the characterization of regularity
for four dimensional matrices is known as Robison-Hamilton conditions, or briefly,
RH−regularity ([7], [15]).

Recall that a four dimensional matrix A = (aj,k,m,n) is said to be RH−regular
if it maps every bounded P−convergent sequence into a P−convergent sequence with
the same P−limit. The Robison- Hamilton conditions state that a four dimensional
matrix A = (aj,k,m,n) is RH−regular if and only if

(i) P − limj,k aj,k,m,n = 0 for each (m,n) ∈ N2,

(ii) P − limj,k

∞,∞∑
m,n=1,1

aj,k,m,n = 1,

(iii) P − limj,k

∞∑
m=1

|aj,k,m,n| = 0 for each n ∈ N,

(iv) P − limj,k

∞∑
n=1

|aj,k,m,n| = 0 for each m ∈ N,

(v)
∞,∞∑

m,n=1,1
|aj,k,m,n| is P−convergent for every (j, k) ∈ N2,

(vi) There exits finite positive integers A and B such that
∑

m,n>B

|aj,k,m,n| < A

holds for every (j, k) ∈ N2.
Now let A = (aj,k,m,n) be a nonnegative RH−regular summability matrix, and

let K ⊂ N2. Then A−density of K is given by

δ2
A(K) := P − lim

j,k

∑
(m,n)∈K

aj,k,m,n

provided that the limit on the right-hand side exists in the Pringsheim sense. A real
double sequence x = (xm,n) is said to be A−statistically convergent to L if, for every
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ε > 0,

δ2
A(

{
(m,n) ∈ N2 : |xm,n − L| ≥ ε

}
) = 0.

In this case, we write st2(A) − limx = L. Clearly, a P−convergent double sequence is
A−statistically convergent to the same value but its converse it is not always true.
Also, note that an A−statistically convergent double sequence need not be bounded.
For example, consider the double sequence x = (xm,n) given by

xm,n =
{

mn, if m and n are squares,
1, otherwise.

We should note that if we take A = C(1, 1),which is double Cesáro matrix, then
C(1, 1)-statistical convergence coincides with the notion of statistical convergence for
double sequence, which was introduced in ([12], [13]).

By st2A, st2,0
A , st2A (b) , st2,0

A (b) , c2, c2 (b) , l∞2 we denote the set of all A-
statistically convergent double sequences, the set of all A-statistically null double
sequences, the set of all bounded A-statistically convergent double sequences, the set
of all bounded A-statistically null double sequences, the set of all convergent dou-
ble sequences, the set of all bounded convergent double sequences and the set of all
bounded double sequences, respectively. From now on the summability field of matrix
A will be denoted by c2

A, i.e.,

c2
A =

{
x : P − lim

j,k
(Ax)j,k exists

}
,

and c2
A (b) := c2

A ∩ l∞2 .

Let p, q positive real numbers and let A = (aj,k,m,n) be a nonnegative RH-
regular infinite matrix. Write

W (A, p, q) :=

{
x = (xm,n) : P − lim

j,k

∑
m,n

aj,k,m,n |xm,n − L|pq = 0 for some L

}
;

we say that x is strongly A-summable with p, q > 0.

Definition 1.1. Let E and F be two double sequence spaces. A multiplier from E into
F is a sequence u = (um,n) such that

ux = (um,nxm,n) ∈ F

whenever x = (xm,n) ∈ E. The linear space of all such multipliers will be denoted by
m (E,F ) . Bounded multipliers will be denoted by M (E,F ). Hence

M (E,F ) = l∞2 ∩m (E,F ) .

If E = F, then we write m (E) instead of m (E,E). Hence the inclusion X ⊂ Y may
be interpreted as saying that the sequence χN2 is a multiplier from X to Y .
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2. Strong and A-statistical comparisons for double sequences

In this section, we demonstrate equivalent forms of χN2 ∈ m
(
W (T, p, q) ∩ l∞2 , c2

A (b)
)

that compares bounded strong summability field of the nonnegative RH-regular
summability matrices A and T . Also we will show that these characterize the A-
statistical comparisons for both bounded as well as arbitrary double sequences.

Theorem 2.1. Let A = (aj,k,m,n) and T = (tj,k,m,n) be nonnegative RH-regular
summability matrices. Then the followings are equivalent:

(i) χN2 ∈ m
(
W (T, p, q) ∩ l∞2 , c2

A (b)
)
,

(ii) W (T, p, q) ∩ l∞2 ⊆ c2
A (b) ,

(iii) A ∈
(
W (T, p, q) ∩ l∞2 , c2

)
,

(iv) For any subset K ⊆ N2, δ2
T (K) = 0 implies that δ2

A (K) = 0,

(v) A ∈
(
W (T, p, q) ∩ l∞2 , c2

)
and A preserves the strong limits of T.

Proof. It is obvious that the first three parts are equivalent. To show that (iii) im-
plies (iv), suppose that (iii) holds. Assume the contrary and let K be a subset of
nonnegative integers with δ2

T (K) = 0 but

lim sup
j,k

∑
(m,n)∈K

aj,k,m,n > 0. (2.1)

So, K must be an infinitive set since A is RH-regular and P − limj,k aj,k,m,n = 0 for
each (m,n) ∈ N2. (Since δ2

T (K) = 0, and T is RH-regular, it must be that N×N−K
must also be infinitive). Now take a sequence x which is the indicator of the set K .
Note that for any p, q > 0, we have

P − lim
j,k

∑
m,n

|tj,k,m,n| |xm,n − 0|pq = P − lim
j,k

∑
m,n

tj,k,m,nxm,n

= P − lim
j,k

∑
(m,n)∈K

tj,k,m,n

= δ2
T (K) = 0.

Hence, x ∈ W (T, p, q) ∩ l∞2 . By A ∈
(
W (T, p, q) ∩ l∞2 , c2

)
, it must be that (Ax)j,k is

convergent. Combining this with (2.1) we obtain that the density δ2
A (K) exists and

so P − limj,k (Ax)j,k = δ2
A (K) > 0. Consider the matrix D that keeps all the columns

of A whose positions correspond with the set K and fills the rest of the columns
with zero matrices. Because of P − limj,k (Dx)j,k = P − limj,k (Ax)j,k > 0, a straight
forward extension of an argument of Maddox provides a contradiction. Suppose now
(iv) holds, and let x ∈ W (T, p, q) ∩ l∞2 , so that

P − lim
j,k

∑
m,n

tj,k,m,n |xm,n − L|pq = 0,

for some number L. So x is T -statistically convergent. Then for any ε > 0, define the
set K = {(m,n) : |xm,n − L| > ε} . And we have δ2

T (K) = 0. Then by assumption, it
must be that δ2

A (K) = 0. Since x is bounded, let |xm,n| ≤ C for all m,n. So, for any
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p, q > 0, we have∑
m,n

aj,k,m,n |xm,n − L|pq =
∑

(m,n)∈K

aj,k,m,n |xm,n − L|pq +

∑
(m,n)∈Kc

aj,k,m,n |xm,n − L|pq

≤ (2C)pq
∑

(m,n)∈K

aj,k,m,n + εpq
∑

(m,n)∈Kc

aj,k,m,n

≤ (2C)pq
∑

(m,n)∈K

aj,k,m,n + εpq
∑

(m,n)∈Kc

aj,k,m,n.

Letting j, k →∞ , we obtain

P − lim
j,k

∑
(m,n)

aj,k,m,n |xm,n − L|pq = 0.

So that, (Ax)j,k → L and A preserves the strong limit of T , which gives (v). Observe
that (v) trivially implies(iii) . �

The following proposition collects the last result’s various equivalent forms. For
this purpose we introduce the notation

WL (T, p, q) :=

{
x : P − lim

j,k

∑
m,n

tj,k,m,n |xm,n − L|pq = 0

}
.

Proposition 2.2. Let A = (aj,k,m,n) and T = (tj,k,m,n) be nonnegative RH-regular
summability matrices. The following statements are equivalent:

(i) st2T (b) ⊆ st2A (b) ,
(ii) W (T, p, q) ∩ l∞2 ⊆ W (A, s, t) ∩ l∞2 for some p, q, s, t > 0,
(iii) A ∈

(
W (T, p, q) ∩ l∞2 , c2

)
and A preserves the strong limits of T. That is,

WL (T, p, q) ∩ l∞2 ⊆ WL (A, s, t) ∩ l∞2 for every L,
(iv) For any subset K ⊆ N2, δ2

T (K) = 0 implies that δ2
A (K) = 0,

(v) st2,0
T (b) ⊆ st2,0

A (b) ,
(vi) st2T (b) ⊆ st2A (b) and A preserves the T -statistical limits,
(vii) WL (T, p, q) ∩ l∞2 ⊆ WL (A, s, t) ∩ l∞2 for some p, q, s, t > 0 and some real

number L,
(viii) W (T, p, q) ∩ l∞2 ⊆ c2

A (b) for some p, q > 0,
(ix) st2T ⊆ st2A and A preserves the T -statistical limits,
(x) st2T ⊆ st2A.

Proof. At fist we give the following notation:

stLT (b) := {x ∈ l∞2 : x is T − statistically convergent to L} .

Note that
stLT (b) = WL (T, p, q) ∩ l∞2

for any p, q > 0. Because of this, taking union over all L gives that (i) and (ii) are
equivalent. By theorem, we know that (iii) and (iv) are equivalent. Taking union over



218 Sevda Orhan and Fadime Dirik

L shows that (iii) implies (ii) . To show that (ii) implies (iii) , clearly (ii) implies that
W (T, p, q) ∩ l∞2 ⊆ c2

A (b) . Hence, A ∈
(
W (T, p, q) ∩ l∞2 , c2

)
. Therefore, by theorem,

(iv) holds. Therefore, (iii) holds. Also theorem implies that (iv) and (viii) are equiv-
alent. While (vii) holds some L, if x ∈ WM (T, p, q) ∩ l∞2 then define a new squence
ym,n = xm,n − M + L. Since y ∈ WL (T, p, q) ∩ l∞2 , we have y ∈ WL (A, s, t) ∩ l∞2 .
This implies that∑

m,n

aj,k,m,n |xm,n −M |st =
∑
m,n

aj,k,m,n |ym,n − L|pq → 0.

So that, y ∈ WM (A, s, t) ∩ l∞2 . That is,

WM (T, p, q) ∩ l∞2 ⊆ WL (A, s, t) ∩ l∞2

for every M. If supremum over all M takes then (ii) holds. Now (ii) implies (iii)
and clearly (iii) implies (vii). Hence (i) and (iii) together imply (vi). Trivially (vi)
implies (i) .Also, (vi) implies (v) . Conversely (v) implies (vii) with L = 0. Hence, (i)
through (viii) are all equivalent. So far all arguments were for bounded sequences.
Now (ix) implies (x), and (x) implies (i) . To show that (i) implies (ix) , let x ∈ st2T
with T -statistical limit L. For ε > 0, define hm,n = 0 if |xm,n − L| < ε and hm,n = 1
otherwise. Hence, any such h ∈ st2,0

T (b) ⊆ st2,0
A (b) by (v) . This implies that x ∈ st2A

with L being the A-statistical limit, the proof is complete. �

3. Multipliers

In this section, we introduce multipliers on above some different spaces. Firstly,
we give some notations.

Definition 3.1. ([5]) Let A = (aj,k,m,n) be a non-negative RH-regular summability
matrix and let (αm,n) be a positive non-increasing double sequence. A double sequence
x = (xm,n) is A-statistically convergent to a number L with the rate of o(αm,n) if for
every ε > 0,

P − lim
j,k→∞

1
αj,k

∑
(m,n)∈K(ε)

aj,k,m,n = 0,

where
K(ε) :=

{
(m,n) ∈ N2 : |xm,n − L| ≥ ε

}
.

In this case, we write

xm,n − L = st2A − o(αm,n) as m,n →∞.

Definition 3.2. ([5]) Let A = (aj,k,m,n) and (αm,n) be the same as in Definition
3.1. Then, a double sequence x = (xm,n) is A-statistically bounded with the rate of
O(αm,n) if for every ε > 0,

sup
j,k

1
αj,k

∑
(m,n)∈L(ε)

aj,k,m,n < ∞,

where
L(ε) :=

{
(m,n) ∈ N2 : |xm,n| ≥ ε

}
.
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In this case, we write

xm,n = st2A −O(αm,n) as m,n →∞.

Now, we define the subspaces of A-statistically convergent double sequences as
follows:

st2A,a : =
{
x : xm,n − L = st2A − o (αm,n) , as m,n →∞, for some L

}
,

st2A,O(a) : =
{
x : xm,n − L = st2A −O (αm,n) , as m,n →∞, for some L

}
,

st2,0
A,a : =

{
x : xm,n = st2A − o (αm,n) , as m,n →∞

}
,

st2,0
A,O(a) : =

{
x : xm,n = st2A −O (αm,n) , as m,n →∞

}
,

st2A,a (b) : = st2A,a ∩ l∞2 ,

st2A,O(a) (b) : = st2A,O(a) ∩ l∞2 ,

st2,0
A,a (b) : = st2,0

A,a ∩ l∞2 ,

st2,0
A,O(a) (b) : = st2,0

A,O(a) ∩ l∞2 .

For each Z ⊂ N2, we let c2
Z denote the set of double sequences which convergence

along Z and c2
Z (b) bounded members of c2

Z . Note that c2
Z is the convergence domain

of a nonnegative RH−regular summability method. It is also easy to verify that
m

(
c2
Z

)
= c2

Z ; M
(
c2
Z

)
= c2

Z (b) , and st2A (b) = ∪
{
c2
Z (b) : δ2

A (Z) = 1
}
.

Theorem 3.3. m
(
st2A,a (b)

)
= st2A,a (b) , and m

(
st2A,O(a) (b)

)
= st2A,O(a) (b) .

Proof. Let u ∈ m
(
st2A,a (b)

)
. Then ux ∈ st2A,a (b) for all x ∈ st2A,a (b) . Especially,

x = χN2 ∈ st2A,a (b) , hence u ∈ st2A,a (b) , which shows m
(
st2A,a (b)

)
⊂ st2A,a (b) .

Conversely, suppose that u ∈ st2A,a (b) and take x ∈ st2A,a (b) . Then, by the discussion
preceding Section 2 we get ux ∈ st2A,a (b) , by this u ∈ m

(
st2A,a (b)

)
, i.e., st2A,a (b) ⊂

m
(
st2A,a (b)

)
. The same argument works for the second part of the theorem. �

One may now expect that m
(
st2,0

A,a (b)
)

= st2,0
A,a (b) . However , as the next

example shows, it is not the case.

Example 3.4. Take α = χN2 and A = C (1, 1) . Then st2,0
A,a (b) = st2,0 (b) , the set of all

bounded statistically null double sequences. Now define a double bounded sequence
u = (um,n) by

um,n =

 1 , m, n are odds,
−1 , m, n are evens,
0 , otherwise.

Then ux ∈ st2,0 (b) for every x ∈ st2,0 (b) . Hence u ∈ m
(
st2,0 (b)

)
, but u /∈ st2,0 (b) .

So, the next result characterizes the multipliers from st2,0
A,a (b) into itself.

Theorem 3.5. m
(
st2,0

A,a (b)
)

= l∞2 .
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Proof. If u ∈ m
(
st2,0

A,a (b)
)

, then ux ∈ st2,0
A,a (b) ⊂ l∞2 for all x ∈ st2,0

A,a (b) .To show

that this implies that u ∈ l∞2 , first observe that c2
0 j st2,0

A,a (b) ; and from this case

u ∈ m
(
st2,0

A,a (b)
)

if and only if the matrix Tu = (tj,k,m,n) =
(
uj,kδ

(j,k)
(m,n)

)
maps

st2,0
A,a (b) into itself, where δ

(j,k)
(m,n) is the Kronecker delta. Hence, it also maps c2

0 into

l∞2 , which implies that sup
j,k

∑
m,n

|tj,k,m,n| = sup
j,k

∑
m,n

∣∣∣uj,kδ
(j,k)
(m,n)

∣∣∣ = sup
j,k

|uj,k| < ∞. Con-

versely, suppose u ∈ l∞2 and let z ∈ st2,0
A,a (b) , then

{(m,n) : |um,nzm,n| ≥ ε} j

{
(m,n) : |zm,n| ≥

ε

1 + ‖u‖2,∞

}
.

Thus, since zm,n = st2A−o (am,n) , we obtain um,nxm,n = st2A−o (am,n) . Also it is clear

that uz is bounded, and hence l∞2 j m
(
st2,0

A,a (b)
)

, and the proof is complete. �

Theorem 3.6. m
(
st2A (b)

)
= ∪

{
M

(
c2
Z

)
: δ2

A (Z) = 1
}

.

Proof. m
(
st2A (b)

)
= st2A (b) = ∪

{
c2
Z (b) : δ2

A (Z) = 1
}

= ∪
{
M

(
c2
Z

)
: δ2

A (Z) = 1
}

.
Before proving the following theorem, we observe that, in general,

c2
0 ⊆ m

(
st2A (b) , c2

)
⊆ c2.

The first inclusion follows from noting ux ∈ c2
0 ⊆ st2A (b) for any u ∈ c2

0 and x ∈
l∞2 .The second inclusion follows from χN2 ∈ st2A (b) . Note that if st2A (b) = c2, then
m

(
st2A (b) , c2

)
= c2. The next theorem shows that this the only situation for which

m
(
st2A (b) , c2

)
= c2. �

Theorem 3.7. m
(
st2A (b) , c2

)
= c2

0 and m
(
c2, st2A (b)

)
= st2A (b) .

Proof. First we show that m
(
st2A (b) , c2

)
= c2

0. All we need to establish is that if
u ∈ c2 and lim u = l 6= 0, then u /∈ m

(
st2A (b) , c2

)
. Let z ∈ st2A (b) , z /∈ c2, and,

without loss of generality, suppose z is A−statistically convergent to 1. Then there
is an ε > 0 such that K = {(m,n) : |zm,n − 1| ≥ ε} is an infinite set. Note that
δ2
A (K) = 0.

Define x by xm,n = χKc (m,n) and observe that x is convergent in A−density
to 1, hence x ∈ st2A (b) . Also note xu converges to l 6= 0 along Kc and to 0 along K,
hence xu /∈ c2 and thus u /∈ m

(
st2A (b) , c2

)
.

Now we show that m
(
c2, st2A (b)

)
= st2A (b). As χN2 ∈ c2, m

(
c2, st2A (b)

)
⊆

st2A (b) . The reserve inclusion follows from noting that if u ∈ st2A (b) and x ∈ c2 ⊆
st2A (b), then ux is A−statistically convergent. �

Theorem 3.8. (i) m
(
c2
0, st

2,0
A (b)

)
= l∞2 ,

(ii) m
(
st2,0

A (b) , c2
0

)
=

{
u ∈ l∞2 : uχE ∈ c2

0 for all E such that δ2
A (E) = 0

}
.

Proof. The proof of (i) follows from noting

l∞2 = m
(
c2
0, c

2
0

)
⊆ m

(
c2
0, st

2,0
A (b)

)
⊆ l∞2 .
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Next we prove (ii) . First note that if δ2
A (E) = 0, then χE ∈ st2,0

A (b) and thus, if

u ∈ m
(
st2,0

A (b) , c2
0

)
, uχE ∈ c2

0, or u goes 0 along E.

Hence,
m

(
st2,0

A (b) , c2
0

)
⊆

{
u ∈ l∞2 : uχE ∈ c2

0 for all E such that δ2
A (E) = 0

}
.

Now suppose that u is a bounded sequence such that u tends to 0 along every
A−null set and suppose x is bounded and convergent to 0 in A−density. Then there
is an K ⊆ N2 such that, xχKc ∈ c2

0, δ2
A (K) = 0. As ux = uxχKc + uxχK and both

terms of the right hand side are null double sequences , ux ∈ c2
0.

Now suppose x ∈ st2,0
A (b) . Then there is a sequence

(
xj,k

)
, each xj,k convergent

in A−density to 0, such that xj,k converges to x in l∞2 . Now uxj,k → ux in l∞2 , and
as uxj,k ∈ c2

0 for all j, k and c2
0 is closed, ux ∈ c2

0. Thus{
u ∈ l∞2 : uχE ∈ c2

0 for all E such that δ2
A (E) = 0

}
⊆ m

(
st2,0

A (b) , c2
0

)
and hence the theorem.

Note that m
(
st2,0

A (b) , c2
0

)
can be a variety of spaces. In particular m

(
c2
0, c

2
0

)
=

l∞2 and, if c2
0,Z denotes the sequences that converge to 0 along Z, then

m
(
c2
0,Z (b) , c2

0

)
= c2

0,Z (b) . �

4. A Steinhaus-type result

The well known Theorem of Steinhaus knows that if T is a regular matrix then
χN is not a multipler from l∞ into cT := {x : Tx ∈ c} . It may be true if regularity
condition on A is replaced by coregularity. Maddox [10] proved that χN is not a
multipler from l∞ into fT := {x : Tx ∈ f} either, where f denotes the space of all
almost convergent sequences [9]. It is known that almost convergence and statistical
convergence are not compatible summability methods [11]. So there seems some hope
that χN might be a multiplier from l∞ into (stA)T := {x : Tx ∈ stA} . However, it has
been shown in [1] that it is not the case. Of course χN is not a multipler from l∞ into
the space (stA,a)T := {x : Tx ∈ stA,a} either. Furthermore Demirci, Khan and Orhan
gave an alternate proof of it. What we offer in this study is to prove the theorem
which is characterized χN2 is not a multiplier from l∞2 into

(
st2A,a

)
T

.

Definition 4.1. Let A = (aj,k,m,n) be a non-negative RH-regular summability matrix.
The characteristic χ defined by

χ (A) = lim
j,k

∑
m,n

aj,k,m,n −
∑
m,n

lim
j,k

aj,k,m,n.

If χ (A) = 0 then we say A is co-null, if χ (A) 6= 0 then we say A is co-regular.

K2
0 = {A : χ (A) = 0} ,

K2 = {A : χ (A) 6= 0} .

Now, we give the following lemma before the proof of theorem;
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Lemma 4.2. ([2]) A ∈
(
l∞2 , c2 (b)

)
if and only if the condition

∑
j,k

|aj,k,m,n| ≤ C < ∞

holds and
(i) limj,k aj,k,m,n = αm,n for each (m,n) ∈ N2,

(ii) limj,k

k∑
n=1

|aj,k,m,n| exists for each m ∈ N and

(iii) limj,k

j∑
m=1

|aj,k,m,n| exists for each n ∈ N,

(iv)
∑
j,k

|aj,k,m,n| converges,

(v) limj,k

∑
m

∑
n
|aj,k,m,n − αm,n| = 0.

Theorem 4.3. Let A and B be conservative matrices and suppose that A ∈ (l∞2 , c2
B(b)).

Then
(i) BA ∈ K2

0 ,
(ii) If B ∈ K2 then A ∈ K2

0 .

Proof. (i) Because of A ∈
(
l∞2 , c2

B (b)
)

we have B (Ax) ∈ c2 (b) for all x ∈ l∞2 . Now A

and B conservative implies B (Ax) = (BA) x for all x ∈ l∞2 , therefore (BA) x ∈ c2 (b)
for all x ∈ l∞2 , so that BA ∈

(
l∞2 , c2 (b)

)
⊂ K2

0 from Lemma 4.2.
(ii) By (i) and the fact that χ is a scalar homomorphism we have χ (B) χ (A) = 0,

whence the result. �

Theorem 4.4. Let A be a nonnegative RH-regular summability method. If T is a co-
regular summabilty matrix, then χN2 is not a multiplier from l∞2 into

(
st2A,a

)
T

:={
x : Tx ∈ st2A,a

}
.

Proof. Suppose χN2 ∈ m
(
l∞2 ,

(
st2A,a

)
T

)
, then l∞2 ⊂

(
st2A,a

)
T

. Hence Tx ∈ l∞2 and

Tx ∈ st2A,a ⊂ st2A for all x ∈ l∞2 . Then we have Tx ∈ c2
A. So T : l∞2 → c2

A. Since A is
RH-regular, it follows from Theorem 4.3 that T is co-null double matrix which is a
contradiction. �
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[12] Móricz, F., Statistical convergence of multiple sequences, Arch. Math., 81(2003), no. 1,
82–89.

[13] Mursaleen and Edely, Osama H.H., Statistical convergence of double sequences, J. Math.
Anal. Appl. , 288(2003), 223-231.

[14] Pringsheim, A., Zur theorie der zweifach unendlichen zahlenfolgen, Math. Ann.,
53(1900), 289-321.

[15] Robison, G.M., Divergent double sequences and series, Amer. Math. Soc. Transl.,
28(1926), 50-73.
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On a generalization of Szasz-Durrmeyer
operators with some orthogonal polynomials

Serhan Varma and Fatma Taşdelen

Abstract. In this paper, we construct a form of linear positive operators with
Brenke type polynomials as a generalization of Szasz-Durrmeyer operators. We
obtain convergence properties of our operators with the help of the universal
Korovkin-type property and calculate the order of approximation by using classi-
cal modulus of continuity. Explicit examples of our operators involving some or-

thonogal and d-orthogonal polynomials such as the Hermite polynomials H
(ν)
k (x)

of variance ν and Gould-Hopper polynomials are given.

Mathematics Subject Classification (2010): 41A25, 41A36, 33C45.

Keywords: Szasz-Durrmeyer operator, modulus of continuity, Brenke type poly-
nomials, Gould-Hopper polynomials, Hermite polynomials.

1. Introduction

Several integral modifications of Szasz operators [10] take part in approximation
theory. One of them is the Durrmeyer type integral modification i.e. Szasz-Durrmeyer
operators discovered by Mazhar and Totik [8]

(S∗nf) (x) = n
∞∑

k=0

e−nx (nx)k

k!

∞∫
0

e−nt (nt)k

k!
f (t) dt (1.1)

where x ≥ 0 and f ∈ C [0,∞). Note that the operators (1.1) are linear positive
operators.

On the other hand, Jakimovski and Leviatan [6] gave a generalization for Szasz
operators by using Appell polynomials. Later, Ciupa [3] investigated the properties
of the following operators as a Durrmeyer type integral modification of the operators
given in [6]

(Pnf) (x) =
e−nx

g (1)

∞∑
k=0

pk (nx)
nλ+k+1

Γ (λ + k + 1)

∞∫
0

e−nttλ+kf (t) dt (1.2)
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where λ ≥ 0, g (1) 6= 0 and pk (x) are the Appell polynomials. The Appell polynomials
are defined with the help of the following generating relation

g (u) eux =
∞∑

k=0

pk (x) uk (1.3)

where g (u) =
∞∑

k=0

akuk (a0 6= 0) is an analytic function in the disc |u| < R (R > 1).

For ensuring the positivity of the operators (1.2), Ciupa considered the assumptions
ak

g(1) ≥ 0, k = 0, 1, .... Notice that for the special case λ = 0 and g (u) = 1, the
operators (1.2) return to the Szasz-Durrmeyer operators given by (1.1).

Recently, Varma et al. [12] constructed linear positive operators including Brenke
type polynomials. Brenke type polynomials [2] have generating relation of the form

A (t) B (xt) =
∞∑

k=0

pk (x) tk (1.4)

where A and B are analytic functions

A (t) =
∞∑

r=0

art
r, a0 6= 0, (1.5)

B (t) =
∞∑

r=0

brt
r, br 6= 0 (r ≥ 0) (1.6)

and have the following explicit expression

pk (x) =
k∑

r=0

ak−rbrx
r, k = 0, 1, 2, ... . (1.7)

Using the following restrictions

(i) A (1) 6= 0, ak−rbr

A(1) ≥ 0, 0 ≤ r ≤ k, k = 0, 1, 2, ...,

(ii) B : [0,∞) −→ (0,∞) ,
(iii) (1.4) and the power series (1.5) and (1.6) converge for

|t| < R (R > 1) ,

(1.8)

Varma et al. introduced the following linear positive operators involving the Brenke
type polynomials

Ln (f ;x) =
1

A (1)B (nx)

∞∑
k=0

pk (nx) f

(
k

n

)
(1.9)

where x ≥ 0 and n ∈ N.
In this paper, by using the same restrictions given by (1.8), our aim is to con-

struct the Durrmeyer type integral modification of the operators (1.9) as a general-
ization of Szasz-Durrmeyer operators (1.1) with

L∗n (f ;x) =
1

A (1)B (nx)

∞∑
k=0

pk (nx)
nλ+k+1

Γ (λ + k + 1)

∞∫
0

e−nttλ+kf (t) dt (1.10)
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where x ≥ 0, λ ≥ 0 and n ∈ N.

Remark 1.1. Let B (t) = et. The operators (1.10) (resp. (1.4)) return to the operators
given by (1.2) (resp. (1.3)).

Remark 1.2. Let λ = 0, A (t) = 1 and B (t) = et. The operators (1.10) reduce to the
well-known Szasz-Durrmeyer operators given by (1.1).

The paper is divided into three sections. In the next section, convergence of the
operators (1.10) is investigated with the help of the universal Korovkin-type property
[1]. The order of approximation is calculated by means of classical modulus of con-
tinuity. In section 3, we design the bridge with the notion of approximation theory
and orthogonal polynomials. Namely, we give some illustrations with the help of the
Hermite polynomials H

(ν)
k (x) of variance ν and Gould-Hopper polynomials for the

operators (1.10).

2. Approximation properties of L∗
n operators

In this section, we state our main theorem with the help of the universal
Korovkin-type property [1] and calculate the order of approximation by classical mod-
ulus of continuity. First of all, we give some definitions and lemmas used in the sequel.

Definition 2.1. Let f ∈ C̃ [0,∞) and δ > 0. The modulus of continuity ω (f ; δ) of the
function f is defined by

ω (f ; δ) := sup
x,y∈[0,∞)

|x−y|≤δ

|f (x)− f (y)|

where C̃ [0,∞) is the space of uniformly continuous functions on [0,∞).

Lemma 2.2. (Varma et al. [12]) For the operators Ln given by the equality (1.9), it
holds

Ln (1;x) = 1 (2.1)

Ln (t;x) =
B

′
(nx)

B (nx)
x +

A
′
(1)

nA (1)
(2.2)

Ln

(
t2;x

)
=

B
′′

(nx)
B (nx)

x2 +

[
A (1) + 2A

′
(1)
]
B

′
(nx)

nA (1)B (nx)
x

+
A
′′

(1) + A
′
(1)

n2A (1)
(2.3)

for x ∈ [0,∞).
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Lemma 2.3. For the operators L∗n, we have

L∗n (1;x) = 1 (2.4)

L∗n (t;x) =
B

′
(nx)

B (nx)
x +

1
n

(
λ + 1 +

A
′
(1)

A (1)

)
(2.5)

L∗n
(
t2;x

)
=

B
′′

(nx)
B (nx)

x2 +
2
[
(λ + 2) A (1) + A

′
(1)
]
B

′
(nx)

nA (1)B (nx)
x

+
A
′′

(1) + 2 (λ + 2)A
′
(1) + (λ + 1) (λ + 2)A (1)

n2A (1)
(2.6)

for x ∈ [0,∞).

Proof. For f (t) = 1, by using the definition of gamma function, we get from (1.10)

L∗n (1;x) =
1

A (1)B (nx)

∞∑
k=0

pk (nx)
nλ+k+1

Γ (λ + k + 1)

∞∫
0

e−nttλ+kdt

=
1

A (1)B (nx)

∞∑
k=0

pk (nx) = Ln (1;x) .

In view of the equality (2.1), we easily get the equality (2.4).
For f (t) = t, we obtain from (1.10)

L∗n (t;x) =
1

A (1)B (nx)

∞∑
k=0

pk (nx)
nλ+k+1

Γ (λ + k + 1)

∞∫
0

e−nttλ+k+1dt

=
λ + 1

n

1
A (1)B (nx)

∞∑
k=0

pk (nx) +
1

A (1)B (nx)

∞∑
k=0

pk (nx)
(

k

n

)
= Ln (t;x) +

λ + 1
n

Ln (1;x) .

Taking into account the equalities (2.1)-(2.2), we have the equality (2.5).
For f (t) = t2, by virtue of the equalities (2.1) − (2.3), using similar technique

leads us to the equality (2.6). �

Let us define the class of E as follows

E :=
{

f : x ∈ [0,∞) ,
f (x)
1 + x2

is convergent as x →∞
}

.

Theorem 2.4. Let f ∈ C [0,∞) ∩ E and assume that

lim
y→∞

B
′
(y)

B (y)
= 1 and lim

y→∞

B
′′

(y)
B (y)

= 1. (2.7)

Then,
lim

n→∞
L∗n (f ;x) = f (x)

uniformly on each compact subset of [0,∞).
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Proof. According to the Lemma 2.3 and taking into account the assumptions (2.7),
we find

lim
n→∞

L∗n
(
ti;x

)
= xi, i = 0, 1, 2.

Above mentioned convergences are satisfied uniformly in each compact subset of
[0,∞) . By applying the universal Korovkin-type property (vi) of Theorem 4.1.4 [1],
we get the desired result. �

Theorem 2.5. Let f ∈ C̃ [0,∞) ∩ E. L∗n operators satisfy the following inequality

|L∗n (f ;x)− f (x)| ≤ 2ω
(
f ;
√

γn (x)
)

where

γn (x) = L∗n

(
(t− x)2 ;x

)
=

B
′′

(nx)− 2B
′
(nx) + B (nx)

B (nx)
x2

+
2
[[

(λ + 2) A (1) + A
′
(1)
]
B

′
(nx)−

[
A
′
(1) + (λ + 1) A (1)

]
B (nx)

]
nA (1)B (nx)

x

+
A
′′

(1) + 2 (λ + 2) A
′
(1) + (λ + 1) (λ + 2) A (1)

n2A (1)
.

Proof. From (2.4) and the property of modulus of continuity, we deduce

|L∗n (f ;x)− f (x)|

≤ 1
A (1)B (nx)

∞∑
k=0

pk (nx)
nλ+k+1

Γ (λ + k + 1)

∞∫
0

e−nttλ+k |f (t)− f (x)| dt

≤

1 +
1
δ

1
A (1)B (nx)

∞∑
k=0

pk (nx)
nλ+k+1

Γ (λ + k + 1)

∞∫
0

e−nttλ+k |t− x| dt

ω (f ; δ) .

By using the Cauchy-Schwarz inequality for the integral, we have

|L∗n (f ;x)− f (x)|

≤

1 +
1
δ

1
A (1)B (nx)

∞∑
k=0

pk (nx)
nλ+k+1

Γ (λ + k + 1)

 ∞∫
0

e−nttλ+kdt

1/2

×

 ∞∫
0

e−nttλ+k (t− x)2 dt

1/2
ω (f ; δ) . (2.8)
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By applying the Cauchy-Schwarz inequality for the sum, (2.8) leads to

|L∗n (f ;x)− f (x)|

≤

1 +
1
δ

 1
A (1)B (nx)

∞∑
k=0

pk (nx)
nλ+k+1

Γ (λ + k + 1)

∞∫
0

e−nttλ+kdt

1/2

×

 1
A (1)B (nx)

∞∑
k=0

pk (nx)
nλ+k+1

Γ (λ + k + 1)

∞∫
0

e−nttλ+k (t− x)2 dt

1/2
ω (f ; δ)

=
{

1 +
1
δ

(L∗n (1;x))1/2
(
L∗n

(
(t− x)2 ;x

))1/2
}

ω (f ; δ) .

In view of Lemma 2.3, we get the desired result for δ = δn =
√

γn (x). �

Remark 2.6. Note that in Theorem 2.5, when n →∞, γn (x) tends to zero under the
assumptions (2.7).

3. Examples

Example 3.1. The Hermite polynomials H
(ν)
k (x) of variance ν [9] have the following

generating functions of the form

e−
νt2
2 +xt =

∞∑
k=0

H
(ν)
k (x)
k!

tk (3.1)

and the explicit representations

H
(ν)
k (x) =

[ k
2 ]∑

r=0

(
−ν

2

)r
k!

r! (k − 2r)!
xk−2r

where, as usual, [.] denotes the integer part. It is obvious that the Hermite polynomials
H

(ν)
k (x) of variance ν are Brenke type polynomials for

A (t) = e−
νt2
2 and B (t) = et .

Under the assumption ν ≤ 0; the restrictions (1.8) and assumptions (2.7) for the
operators L∗n given by (1.10) are satisfied. With the help of generating functions
(3.1), we get the explicit form of L∗n operators involving the Hermite polynomials
H

(ν)
k (x) of variance ν by

H∗
n (f ;x) = e−nx+ ν

2

∞∑
k=0

H
(ν)
k (nx)

k!
nλ+k+1

Γ (λ + k + 1)

∞∫
0

e−nttλ+kf (t) dt (3.2)

where x ∈ [0,∞).
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Example 3.2. Gould-Hopper polynomials [5] have the generating functions of the type

ehtd+1
exp (xt) =

∞∑
k=0

gd+1
k (x, h)

tk

k!
(3.3)

and the explicit representations

gd+1
k (x, h) =

[ k
d+1 ]∑
s=0

k!
s! (k − (d + 1) s)!

hsxk−(d+1)s .

Gould-Hopper polynomials gd+1
k (x, h) are d-orthogonal polynomial set of Hermite

type [4]. Van Iseghem [11] and Maroni [7] discovered the notion of d-orthogonality.
Gould-Hopper polynomials are Brenke type polynomials with

A (t) = ehtd+1
and B (t) = et .

Under the assumption h ≥ 0; the restrictions (1.8) and assumptions (2.7) for the
operators L∗n given by (1.10) are satisfied. With the help of generating functions (3.3),
we obtain the explicit form of L∗n operators including Gould-Hopper polynomials by

G∗n (f ;x) = e−nx−h
∞∑

k=0

gd+1
k (nx, h)

k!
nλ+k+1

Γ (λ + k + 1)

∞∫
0

e−nttλ+kf (t) dt (3.4)

where x ∈ [0,∞).

Remark 3.3. It is worthy to note that for h = 0 and ν = 0, respectively, we obtain
that

gd+1
k (nx, 0) = (nx)k and H

(0)
k (nx) = (nx)k .

Substituting H
(0)
k (nx) = (nx)k for ν = 0 in the operators (3.2) and similarly

gd+1
k (nx, 0) = (nx)k for h = 0 in the operators (3.4), with the special case λ = 0,

we get the well-known Szasz-Durrmeyer operators given by (1.1). By the help of
H∗

n and G∗n operators, we introduce an interesting generalization of Szasz-Durrmeyer
operators with the Hermite polynomials H

(ν)
k (x) of variance ν and Gould-Hopper

polynomials.

References

[1] Altomare, F., Campiti, M., Korovkin-type approximation theory and its applications,
Appendix A by Michael Pannenberg and Appendix B by Ferdinand Beckhoff, de Gruyter
Studies in Mathematics, 17. Walter de Gruyter & Co., Berlin, 1994.

[2] Chihara, T.S., An introduction to orthogonal polynomials, Gordon and Breach, New
York, 1978.

[3] Ciupa, A., A class of integral Favard-Szasz type operators, Studia Univ. Babeş-Bolyai
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Ann. Fac. Sci. Toulouse Math., 10(1989), 105-139.

[8] Mazhar, S.M., Totik, V., Approximation by modified Szász operators, Acta Sci. Math.
(Szeged), 49(1-4)(1985), 257-269.

[9] Roman, S., The umbral calculus, Pure and Applied Mathematics, 111. Academic Press,
Inc. (Harcourt Brace Jovanovich, Publishers), New York, 1984.

[10] Szasz, O., Generalization of S. Bernstein’s polynomials to the infinite interval, J. Re-
search Nat. Bur. Standards, 45(1950), 239-245.

[11] Van Iseghem, J., Vector orthogonal relations. Vector QD-algorithm, J. Comput. Appl.
Math., 19(1987), 141-150.
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On Cheney and Sharma type operators
reproducing linear functions
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Abstract. With the help of generating functions, we present general conditions to
construct positive linear operators which reproduce linear functions. The results
are used to present a modification of the Cheney and Sharma operators and the
rate of convergence is studied.
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1. Introduction

For an interval I, let C(I) (CB(I)) be the space of the real (bounded) continuous
functions defined on I. As usual, we denote ek(x) = xk, for k ∈ N0.

In [5] Cheney and Sharma introduced a modification of Meyer-König and Zeller
operators by defining, for a fixed t ≤ 0, f ∈ C[0, 1] and x ∈ [0, 1)

Ln,t(f, x) = (1− x)n+1 exp
(

tx

1− x

) ∞∑
k=0

f (xn,k) L
(n)
k (t)xk, (1.1)

where

xn,k =
k

n + k
,

and the functions L
(n)
k (t) are the Laguerre polynomials. It is known that (see [12], p.

101, eq. 5.1.6))

L
(n)
k (t) =

k∑
j=0

(
n + k

k − j

)
(−t)j

j!
. (1.2)

Hence L
(n)
k (t) ≥ 0 (for t ≤ 0) and the operators (1.1) are positive. On the other hand,

it follows from the properties of Laguerre polynomials that Ln,t(e0) = e0 (see [12], p.
101, eq. 5.1.9)). It can be proved that Ln,t(e1) = e1 if and only if t = 0 (see [1]). This
property was asserted in [5], but the proof given there is not correct. When t = 0,



234 Jorge Bustamante

we obtain what are usually called the (slight modification of the) Meyer-König and
Zeller operators (see [11]).

The Meyer-König and Zeller operators have been intensively studied and several
modifications have been proposed (for instance, see [1], [6], [9], [10], [13] and the
references therein).

In Section 3 of this paper we show that the nodes xn,k in (1.1) can be selected
in such a way that the new operators reproduce linear functions, and we also give
an estimate of the rate of convergence (in terms of the so called Ditzian-Totik mod-
uli). First, in Section 2, we analyze the problem for general positive linear operators
constructed by means of generating functions. Finally, in the last section we provide
another example to show that the general approach of Section 2 can be used to modify
other known operators.

2. Generating functions

Let us begin with a general approach to construct positive linear operators.

Theorem 2.1. Fix a > 0 and sequence {ak} of positive real numbers such that

lim sup
k→∞

(ak

k!

)1/k

=
1
a

(2.1)

and set

g(z) =
∞∑

k=0

ak

k!
zk, | z |< a. (2.2)

Let {yk}∞k=0 be any increasing sequence of points satisfying yk ∈ [0, a).
(i) If f : [0, a) → R is a bounded function and x ∈ [0, a), then the series

L(f, x) =
1

g(x)

∞∑
k=0

ak

k!
f (yk) xk, (2.3)

defines a function that is continuous on [0, a).
(ii) The map L defines a positive linear operator in CB [0, a) which reproduces

the constant functions.
(iii) One has L(e1) = e1 if (and only if) y0 = 0 and

yk+1 =
(k + 1)ak

ak+1
, for all k ≥ 0. (2.4)

(iv) Suppose that yk −→ a and g(x) −→∞ as x −→ a. If f ∈ C[0, a] and we set
L(f, a) = f(a), then L(f) ∈ C[0, a].

Proof. (i) It follows from (2.1) that g is an analytic function in the domain | z |< a.
If | f(x) |≤ C(f) for x ∈ [0, a), then | L(f, x) |≤ C(f)g(x) and the series converges
uniformly on the compact subsets of [0, a).

(ii) It is clear that L(f) is well defined for each f ∈ CB [0, 1] and L is a positive
linear operator on this space. The assertion L(e0) = e0 follows from (2.2).

(iii) If L(e1) = e1, then L(e1, 0) = a0e1(y0) = e1(0) = 0. Since a0 > 0, we obtain
y0 = 0. On the other hand, if y0 = 0, then L(e1, 0) = 0 = e1(0).
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For 0 < x < a,

L(e1, x) =
x

g(x)

∞∑
k=1

ak

k!
yk xk−1 =

x

g(x)

∞∑
k=0

ak

k!
ak+1yk+1

ak(k + 1)
xk

= x +
x

g(x)

∞∑
k=0

ak

k!

(
ak+1 yk+1

ak(k + 1)
− 1
)

xk .

Thus, L(e1, x) = x if and only if
ak+1 yk+1

ak(k + 1)
= 1, for all k ≥ 0,

and this is equivalent to (2.4).
(iv) Fix ε > 0 and t > 0 such that | f(x) − f(a) |< ε/2, whenever | x − a |< t.

Since yk −→ a, there exists a natural m such that | yk − a |< t, for all k > m. Set

C = sup
x∈[0,a]

∣∣∣∣∣
m∑

k=0

ak

k!
xk

∣∣∣∣∣ .

On the other hand, there exists δ > 0 such that, if 0 < a− x < δ, then
1

g(x)
<

ε

4C(1 + ‖f‖)
,

where we consider the sup norm on [0, a]. Therefore, if 0 < a− x < δ, then

| L(f, x)− f(x) |=

∣∣∣∣∣ 1
g(x)

∞∑
k=0

ak

k!

(
f(yk)− f(a)

)
xk

∣∣∣∣∣
≤ 2‖f‖

g(x)

m∑
k=0

ak

k!
xk +

1
g(x)

∞∑
k=m+1

ak

k!
| f(yk)− f(a) | xk

≤ 2‖f‖C
g(x)

+
ε

2
1

g(x)

∞∑
k=0

ak

k!
xk < ε .

This proves the assertion. �
Notice that, in order to use condition (2.4), we also need the inequality

ak < a
ak+1

k + 1
, (k ≥ 0) ,

which follows from the conditions yk ∈ [0, a).
In the next result we consider the case a = 1.

Theorem 2.2. Suppose that the analytic function h has the expansion

h(z) =
∞∑

k=0

bkzk, | z |< 1,

with 0 < bk−1 < bk, for all k ∈ N. Then the equation

L(f, x) =
1

h(x)

∞∑
k=0

bk f

(
bk−1

bk

)
xk, x ∈ [0, 1), (2.5)



236 Jorge Bustamante

where b−1 = 0, defines a positive linear operator, L : CB [0, 1) → CB [0, 1) such that
L(e0) = e0 and L(e1) = e1.

Moreover, if

lim
x→1−

h(x) = ∞, lim
k→∞

bk−1

bk
= 1 (2.6)

and we set L(f, 1) = f(1), then L : C[0, 1] → C[0, 1].

Proof. With the notation given above, one has k!bk = ak and a ≥ 1. Thus, in this
case, equation (2.4) can be written as

yk+1 =
(k + 1)ak

ak+1
=

bk

bk+1
< 1, for all k ≥ 0. �

3. A variation of Cheney and Sharma operators

Theorem 3.1. Fix t ≤ 0 and let the numbers L
(n)
k (t) (n ∈ N, k ≥ 0) be defined by

(1.2) and set L
(n)
−1 = 0. Then the equation

Sn,t(f, x) = (1− x)n+1 exp
(

tx

1− x

) ∞∑
k=0

L
(n)
k (t) f

(
L

(n)
k−1(t)

L
(n)
k (t)

)
xk, (3.1)

where L
(n)
−1 (t) = 0 and x ∈ [0, 1), defines a positive linear operator on CB [0, 1) such

that
Sn,t(e0, x) = 1, Sn,t(e1, x) = x (3.2)

and

0 ≤ Sn,t(e2, x)− x2 ≤ x2 +
2x(1− x)(1− tx)2

n
. (3.3)

Moreover, if for f ∈ C[0, 1] we set Sn,t(f, 1) = f(1), then Sn,t : C[0, 1] → C[0, 1].

Proof. Since t will be fixed, in order to simplify, we write L
(n)
k instead of L

(n)
k (t).

It is known that (see [12], p. 102, Eq. (5.1.14) and (5.1.13))

L
(n)
k

L
(n)
k+1

=
k + 1

n + k + 1
+

t

n + k + 1
L

(n+1)
k

L
(n)
k+1

(3.4)

and
L

(n)
k

L
(n)
k+1

= 1−
L

(n−1)
k+1

L
(n)
k+1

. (3.5)

From the last equation we know that L
(n)
k < L

(n)
k+1. Thus the operators (3.1) are

well defined and it follows from the first part of Theorem 2.2 that (3.2) holds.
Let us verify (3.3). Since Sn−t is a positive linear operator, from (3.2) we know

that 0 ≤ Sn,t((e1 − x)2, x) = Sn,t(e2, x)− x2.
From (1.2) we know that

L
(n+1)
k =

k∑
j=0

k + 1− j

n + 1 + j

(
n + k + 1
k + 1− j

)
(−t)j

j!
<

k + 1
n + 1

L
(n)
k+1. (3.6)
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and from (3.4) and (3.5) we obtain (recall that t ≤ 0)

L
(n)
k

L
(n)
k

L
(n)
k+1

= L
(n)
k − L

(n−1)
k+1

L
(n)
k

L
(n)
k+1

= L
(n)
k − L

(n−1)
k+1

(
k + 1

n + k + 1
+

t

n + k + 1
L

(n+1)
k

L
(n)
k+1

)

≤ L
(n)
k − L

(n−1)
k+1

k + 1
n + k + 1

− L
(n−1)
k+1

t(k + 1)
(n + 1)(n + k + 1)

.

Let us set gn(x) = (1 − x)n+1 exp (tx/(1− x)). From the last estimate, taking
into account that L

(n)
−1 (t) = 0, for n > 2 and x ∈ (0, 1) we obtain

Sn,t(e2, x) = gn(x)
∞∑

k=1

L
(n)
k−1

(
L

(n)
k−1

L
(n)
k

)
xk = x gn(x)

∞∑
k=0

L
(n)
k

(
L

(n)
k

L
(n)
k+1

)
xk

≤ x gn(x)
∞∑

k=0

(
L

(n)
k − n + 1 + t

n + 1
k + 1

n + k + 1
L

(n−1)
k+1

)
xk

= x− (n + 1 + t)
n + 1

gn(x)
∞∑

k=0

(
k + 1

n + k + 1
L

(n−1)
k+1

)
xk+1

= x− (n + 1 + t)
n + 1

gn(x)
∞∑

k=0

(
L

(n−1)
k

k

n + k

)
xk

= x− (n + 1 + t)
n + 1

gn(x)
∞∑

k=0

(
L

(n−1)
k

k

n− 1 + k

(
1− 1

n + k

))
xk

= x− (n + 1 + t)(1− x)
n + 1

Ln−1,t(e1, x)

+
n + 1 + t

n + 1
gn(x)

∞∑
k=0

(
L

(n−1)
k

k

(n− 1 + k)(n + k)

)
xk

= x2 − tx(1− x)
n + 1

(
Ln−1,t(e1, x)− x

)
− tx(1− x)

n + 1

+ gn(x)
∞∑

k=1

(
L

(n−1)
k

k

(n− 1 + k)(n + k)

)
xk

≤ x2 − tx(1− x)
n + 1

(
Ln−1,t(e1, x)− x

)
− tx(1− x)

n + 1

+
1
n

gn(x)
∞∑

k=1

(
L

(n−1)
k

k

n− 2 + k

)
xk

= x2 − tx(1− x)
n + 1

(
Ln−1,t(e1, x)− x

)
− tx(1− x)

n + 1
+

1− x

n
Ln−1,t(e1, x) .
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Since (see Theorem 1 of [1])

Ln,t(e1, x) ≤ x− tx

n + 1
,

one has

Sn,t(e2, x) ≤ x2 +
(tx)2(1− x)

(n + 1)2
− tx(1− x)

n + 1
+

1− x

n

(
x− tx

n

)

≤ x2 +
x(1− x)

n
− 2tx(1− x)(2− tx)

n
.

For the last assertion, first notice that, since t ≤ 0,

lim
x→1−

1
(1− x)n+1

exp
(
−tx

1− x

)
= ∞.

In order to finish, we only need to verify the second equality in (2.6). But it is a known
result (for instance, see [3]). �

Theorem 3.2. Fix α ∈ (0, 1/2] and set ϕ(x) = (x(1−x))α. For t ≤ 0, let the operators
Sn,t be defined as in Theorem 3.1. For f ∈ C[0, 1], x ∈ [0, 1], and n > 2 one has

|f(x)− Sn,t(f, x)| ≤
(3

2
+ 3(1− tx)2

)
ωϕ

2

(
f,

√
(x(1− x))1−2α

n

)
,

where
ωϕ

2 (f, h) = sup
0 ≤ s ≤ h

sup
x± sϕ(x) ∈ [0, 1]

∣∣∣∆2
hϕ(x)f(x)

∣∣∣
and ∆2

hϕ(x)f(x) = f(x− sϕ(x)))− 2f(x) + f(x + sϕ(x)).

Proof. The result follows from (3.3) and Theorem 11 of [4]. �

4. Another example

Fix r ∈ Z and, for n ∈ N, consider the identity

1
(1− z)n+r

=
∞∑

k=0

bn,kzk | z |< 1,

where

bn,k =
(

n + r + k − 1
k

)
.

We also set bn,−1 = 0. Notice that, for k ≥ 1,

bn,k−1

bn,k
=

k

n + r + k − 1
.

Thus we have all the conditions of Theorem 2.2.
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Theorem 4.1. Fix r ∈ N. For n ∈ N, f ∈ C[0, 1] and x ∈ [0, 1) set

Mn,r(f, x) = (1− x)n+r
∞∑

k=0

(
n + r + k − 1

k

)
xkf

(
k

n + r + k − 1

)
,

and
Mn,r(f, 1) = f(1) .

(i) For each n ∈ N, Mn,r : C[0, 1] → C[0, 1] is a positive linear operator such
that

Mn,r(e0, x) = 1, Mn,r(e1, x) = x

and, for n > 2

x(1− x)2

2(n + r − 2)
≤ Mn,r(e2, x)− x2 ≤ x(1− x)2

n + r − 2
. (4.1)

(ii) Fix α ∈ (0, 1/2] and set ϕ(x) = (x(1− x)2)α. For f ∈ C[0, 1], x ∈ [0, 1], and
n > 2 one has

|f(x)−Mn,r(f, x)| ≤ 3ωϕ
2

(
f,

√
ϕ1−2α(x)
n + r − 2

)
.

Proof. We only need to verify (4.1). With the notation given above, one has

Mn,r(e2, x)− x2 = (1− x)n+r
∞∑

k=1

bn,k−1
bn,k−1

bn,k
xk − x2

= x

(
(1− x)n+r

∞∑
k=1

bn,k−1
bn,k−1

bn,k
xk−1 − x

)

= x(1− x)n+r
∞∑

k=0

bn,k

(
bn,k

bn,k+1
− bn,k−1

bn,k

)
xk

= x(1− x)n+r
∞∑

k=0

bn,k

(
k + 1

n + r + k
− k

r + n + k − 1

)
xk

= x(1− x)n+r
∞∑

k=0

bn,k

(
n + r − 1

(n + r + k)(r + n + k − 1)

)
xk

= x(1− x)n+r
∞∑

k=0

bn−1,k

(
1

n + r + k

)
xk

= x(1− x)n+r
∞∑

k=0

(n + r + k − 2)(n + r + k − 3)!
(n + r − 2)k!(n + r − 3)!

(
1

n + r + k

)
xk

=
x(1− x)n+r

n + r − 2

∞∑
k=0

bn−2,k

(
n + r + k − 2

n + r + k

)
xk.

Therefore, for n > 2,

x(1− x)2

2(n + r − 2)
= x(1− x)n+r

∞∑
k=0

bn−2,k
1

2(n + r − 2)
xk
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≤ x(1− x)n+r

n + r − 2

∞∑
k=0

bn−2,k

(
n + r + k − 2

n + r + k

)
xk

= Mn,r(e2, x)− x2

≤ x(1− x)2

n + r − 2
(1− x)n−2+r

∞∑
k=0

bn−2,k xk =
x(1− x)2

n + r − 2
. �

Remark 4.2. In [8] (p.17), Götz introduced the operators

M∗
n,r(f, x) = (1− x)n+r

∞∑
k=0

(
n + r + k − 1

k

)
xkf

(
k

n + k

)
.

They are similar to the Meyer-König and Zeller operators, but they do not reproduce
linear functions (see also [2], p. 126).
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Abstract. We present general estimates with optimal constants of the degree of
approximation by Kirov - Popova operators using weighted K-functionals of first
order.
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1. Introduction

In [2] Kirov and Popova associated to each positive linear operator L : C[a, b] −→
C[a, b] a new operator Lr(f, x) = L (Tr,f,·(x), x) , r ∈ N (a generalization of r-th
order), where Tr,f,y(x) is the Taylor polynomial of degree r for the function f at
y. This operator is linear but not necessarily positive. In [7], using same ideea as
in [1] we gave a quantitative estimate for the remainder in Taylor’s formula us-
ing K-functional K∞

1 and weighted K-functional K∞
1,ϕ and we obtained estimates

for the operator of r-th order. In this paper we extend the results for the general-
ization of r-th order of a positive linear operator L : C(S) −→ C(S) defined by

Lr(f,x) = L (Tr,f,·(x),x) , r ∈ N, with Tr,f,y(x) =
r∑
j=0

1
j!
d(j)f(y)(x − y)j , where

S =
{
x = (x1, · · · , xd) ∈ Rd|x1, · · · , xd ≥ 0, x1 + · · ·+ xd ≤ 1

}
is the simplex in Rd,

d ∈ N.
Starting from the weight function used in [5], we consider the function

ϕ(x) = [(x1 + · · ·+ xd) (1− x1) · · · (1− xd)]
α
, α ∈ (0, 1) .

We denote by

Cϕ(S) =
{
f ∈ C(S \

{
vi, i = 0, d

}
) | (∃) lim

x→vi

f(x)ϕ(x) ∈ R, i = 0, d
}
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and

W1
Cϕ(S) =

{
f ∈ C(S) | ∂f

∂xi
∈ Cϕ(S), i = 1, d

}
where vi, i = 0, d are simplex vertices. We consider the K-functional

K∞
1,ϕ(f, t) = K∞

(
f, t;C(S),W1

Cϕ(S)
)
, t > 0,

defined for the Banach space (C(S), ‖·‖) and the semi-Banach subspace(
W1

Cϕ
(S), |·|W 1

Cϕ

)
, |f |W 1

Cϕ

= ‖ϕ∇f‖∞ = max
i=1,d

∥∥∥∥ϕ ∂f∂xi
∥∥∥∥ by

K∞
1,ϕ (f, t) = inf

g∈W1
Cϕ

(S)
max {‖f − g‖ , t ‖ϕ∇g‖∞}.

We use the notation e0 for the function e0 : S ⊂ Rd → R, e0(x) = 1 and e1 for
the function e1 : S ⊂ Rd → Rd, e1(x) = x.

2. Estimates with weighted K - functionals K∞1,ϕ

Lemma 2.1. If f ∈ Cr(S), r ∈ N, x ∈ S \
{
vi, i = 0, d

}
and y ∈ S then (∀)t > 0 for

the remainder in Taylor’s formula of order r we have the following estimate

|Rr,f,y(x)| (2.1)

≤

2
‖y − x‖r1

r!
+

‖y − x‖r+1
1

r+1∏
k=1

(k − α)tϕ(x)

 max
r1+···+rd=r

K∞
1,ϕ

(
∂rf

∂xr11 · · · ∂xrdd
, t

)
.

Proof. Let f ∈ Cr(S) and x ∈ S \
{
vi, i = 0, d

}
, y ∈ S, x 6= y. We consider ψ(u) =

(1− u)x + uy, u ∈ [0, 1] and h(u) = f (ψ(u)).
Step 1. We prove that

|Rr,f,y(x)| = |Rr,h,1(0)| ≤

 2
r!

+
1

r+1∏
k=1

(k − α)tϕ(x)

K∞
1,ϕ◦ψ

(
h(r), t

)
. (2.2)

Let g ∈ Wr+1
Cϕ◦ψ

[0, 1]. Let us now make use of the fact that the function

u 7→ 1− u

ϕ (ψ(u))
1
α

, u ∈ (0, 1)
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is decreasing [5]. Using the integral form of the remainder we have

|Rr,g,1(0)| =

∣∣∣∣∣∣ 1
r!

0∫
1

g(r+1)(u)(0− u)rdu

∣∣∣∣∣∣
≤ 1
r!

1∫
0

∣∣∣(ϕ ◦ ψ)(u)g(r+1)(u)
∣∣∣ ur

(ϕ ◦ ψ)(u)
du

≤
∥∥(ϕ ◦ ψ)g(r+1)

∥∥
r!

1∫
0

ur
1

(ϕ ◦ ψ)(0) (1− u)α
du

=

∥∥(ϕ ◦ ψ)g(r+1)
∥∥

r!ϕ(x)

1∫
0

ur

(1− u)α
du

=

∥∥(ϕ ◦ ψ)g(r+1)
∥∥

r!ϕ(x)
B (r + 1, 1− α) =

∥∥(ϕ ◦ ψ)g(r+1)
∥∥

r+1∏
k=1

(k − α) · ϕ(x)

where B is Euler beta function.
We have

|Rr,h−g,1(0)| =

∣∣∣∣∣(h− g)(0)−
r∑

k=0

(h− g)(k)(1)
k!

(−1)k
∣∣∣∣∣

=
∣∣∣∣Rr−1,h−g,1(0)− (h− g)(r)(1)

r!
(−1)r

∣∣∣∣
≤ |Rr−1,h−g,1(0)|+

∥∥(h− g)(r)
∥∥

r!
≤ 2

∥∥h(r) − g(r)
∥∥

r!
.

Then

|Rr,h,1(0)| ≤ |Rr,h−g,1(0)|+ |Rr,g,1(0)|

≤

2
1
r!

∥∥∥h(r) − g(r)
∥∥∥ +

∥∥(ϕ ◦ ψ)g(r+1)
∥∥

r+1∏
k=1

(k − α) · ϕ(x)



≤

 2
r!

+
1

r+1∏
k=1

(k − α) · tϕ(x)

 ·max
{∥∥∥h(r) − g(r)

∥∥∥ , t ∥∥∥(ϕ ◦ ψ)g(r+1)
∥∥∥}

.

Since g is arbitrary this implies (2.2).
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Step 2. From (2.2) it results

|Rr,f,y(x)| ≤

 2
r!

+
‖y − x‖1

r+1∏
k=1

(k − α) · tϕ(x)

K∞
1,ϕ◦ψ

(
h(r),

t

‖y − x‖1

)
. (2.3)

Let ε > 0. We choose gr1,··· ,rd ∈ C1(S), ri ∈ N∪{0} , i = 1, d : r1 + · · ·+ rd = r, such
that

K∞
1,ϕ

(
∂rf

∂xr11 · · · ∂xrdd
, t

)
+ ε

≥ max
{∥∥∥∥ ∂rf

∂xr11 · · · ∂xrdd
− gr1,··· ,rd

∥∥∥∥ , t ‖ϕ∇gr1,··· ,rd‖∞}
.

We consider the function

h0(u) =
∑

r1+···+rd=r

r!
r1! · · · rd!

gr1,··· ,rd (ψ(u))
d∏
i=1

(yi − xi)
ri .

We have

K∞
1,ϕ◦ψ

(
h(r),

t

‖y − x‖1

)
≤ max

{∥∥∥h(r) − h0

∥∥∥ , t

‖y − x‖1

‖(ϕ ◦ ψ)h′o‖
}
.

Since ∣∣∣h(r)(u)− h0(u)
∣∣∣ = |drf (ψ(u)) (y − x)r − h0(u)|

=

∣∣∣∣∣ ∑
r1+···+rd=r

r!
r1! · · · rd!

(
∂rf

∂xr11 · · · ∂xrdd
− gr1,··· ,rd

)
(ψ(u))

d∏
i=1

(yi − xi)
ri

∣∣∣∣∣
≤

∑
r1+···+rd=r

r!
r1! · · · rd!

∥∥∥∥ ∂rf

∂xr11 · · · ∂xrdd
− gr1,··· ,rd

∥∥∥∥ · d∏
i=1

|yi − xi|ri .

hold for u arbitrary this implies∥∥∥h(r) − h0

∥∥∥ ≤ ∑
r1+···+rd=r

r!
r1! · · · rd!

∥∥∥∥ ∂rf

∂xr11 · · · ∂xrdd
− gr1,··· ,rd

∥∥∥∥ · d∏
i=1

|yi − xi|ri .

Also since

|ϕ(ψ(u))h′0(u)|

=

∣∣∣∣∣ ∑
r1+···+rd=r

r!
r1! · · · rd!

ϕ(ψ(u))dgr1,··· ,rd (ψ(u)) (y − x)
d∏
i=1

(yi − xi)
ri

∣∣∣∣∣
≤

∑
r1+···+rd=r

r!
r1! · · · rd!

‖ϕ∇gr1,··· ,rd‖∞ · ‖y − x‖1 ·
d∏
i=1

|yi − xi|ri .
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hold for u arbitrary this implies

‖(ϕ ◦ ψ)h′0‖ ≤
∑

r1+···+rd=r

r!
r1! · · · rd!

‖ϕ∇gr1,··· ,rd‖∞ · ‖y − x‖1 ·
d∏
i=1

|yi − xi|ri .

Then

K∞
1,ϕ◦ψ

(
h(r),

t

‖y − x‖1

)
≤ max

{∥∥∥h(r) − h0

∥∥∥ , t

‖y − x‖1

‖(ϕ ◦ ψ)h′o‖
}

≤
∑

r1+···+rd=r

r!
r1! · · · rd!

d∏
i=1

|yi − xi|ri ·

·max
{∥∥∥∥ ∂rf

∂xr11 · · · ∂xrdd
− gr1,··· ,rd

∥∥∥∥ , t ‖ϕ∇gr1,··· ,rd‖∞}
≤

∑
r1+···+rd=r

r!
r1! · · · rd!

d∏
i=1

|yi − xi|ri
(
K∞

1,ϕ

(
∂rf

∂xr11 · · · ∂xrdd
, t

)
+ ε

)
.

Since ε is arbitrary this implies

K∞
1,ϕ◦ψ

(
h(r),

t

‖y − x‖1

)
≤

∑
r1+···+rd=r

r!
r1! · · · rd!

d∏
i=1

|yi − xi|ri K∞
1,ϕ

(
∂rf

∂xr11 · · · ∂xrdd
, t

)
≤ ‖y − x‖r1 max

r1+···+rd=r
K∞

1,ϕ

(
∂rf

∂xr11 · · · ∂xrdd
, t

)
.

Finally, with (2.3) result (2.1). �

Theorem 2.2. Let r ∈ N, L : C(S) −→ C(S) a positive linear operator and f ∈ Cr(S).
Then (∀)x ∈ S \

{
vi, i = 0, d

}
, (∀)t > 0 we have

|Lr(f,x)− f(x)| ≤ |f(x)| · |L (e0,x)− 1| (2.4)

+

 2
r!
L (‖e1 − xe0‖r1 ,x) +

L
(
‖e1 − xe0‖r+1

1 ,x
)

r+1∏
k=1

(k − α)tϕ(x)

 ·

· max
r1+···+rd=r

K∞
1,ϕ

(
∂rf

∂xr11 · · · ∂xrdd
, t

)
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Conversely, if (∃)A, B, C ≥ 0 such that

|Lr(f,x)− f(x)| ≤ A · |f(x)| · |L (e0,x)− 1| (2.5)

+

B · L (‖e1 − xe0‖r1 ,x) + C ·
L

(
‖e1 − xe0‖r+1

1 ,x
)

tϕ(x)

 ·

· max
r1+···+rd=r

K∞
1,ϕ

(
∂rf

∂xr11 · · · ∂xrdd
, t

)
holds for all positive linear operator L : C(S) −→ C(S), any f ∈ Cr(S), any x ∈ S

and any t > 0 then A ≥ 1, B ≥ 2
r!

and C ≥ 1
r+1∏
k=1

(k − α)
.

Proof. From Lemma 2.1 we have

|Lr(f,x)− f(x)| = |L (Tr,f,·(x),x)− f(x)|
= |L (f(x)e0 −Rr,f,·(x),x)− f(x)|
≤ |f(x)| · |L (e0,x)− 1|+ |L (Rr,f,·(x),x)|
≤ |f(x)| · |L (e0,x)− 1|

+

 2
r!
L (‖e1 − xe0‖r1 ,x) +

L
(
‖e1 − xe0‖r+1

1 ,x
)

r+1∏
k=1

(k − α)tϕ(x)

 ·

· max
r1+···+rd=r

K∞
1,ϕ

(
∂rf

∂xr11 · · · ∂xrdd
, t

)
.

which is (2.4).
We prove now the converse part. If we choose L(h,x) = 0 and f = e0 and replace

in (2.5) we obtain A ≥ 1.

To show that B ≥ 2
r!

we choose L(h,x) = h(0) and f(x) = 2(x1 + · · ·+ xd)r+a

with a > 0. For g = (r + a) · (r + a− 1) · · · (a+ 1) e0 we have

K∞
1,ϕ

(
∂rf

∂xr11 · · · ∂xrdd
, t

)
≤ max

{∥∥∥∥ ∂rf

∂xr11 · · · ∂xrdd
− g

∥∥∥∥ , t ‖ϕ∇g‖}
=

∥∥∥∥ ∂rf

∂xr11 · · · ∂xrdd
− g

∥∥∥∥ = (r + a) · (r + a− 1) · · · (a+ 1) .

From (2.5) we obtain

2(x1 + · · ·+ xd)r+a

≤
(
B(x1 + · · ·+ xd)r + C

(x1 + · · ·+ xd)r+1

tϕ(x)

)
(r + a) · (r + a− 1) · · · (a+ 1) .

Passing to the limit t→∞, a→ 0 we obtain B ≥ 2
r!

.
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To show that C ≥ 1
r+1∏
k=1

(k − α)
we choose

L(h,x) = h(0) and f(x) = (x1 + · · ·+ xd)r−α+1.

We have

K∞
1,ϕ

(
∂rf

∂xr11 · · · ∂xrdd
, t

)
≤ t

∥∥∥∥ϕ ∂r+1f

∂xr11 · · · ∂xrdd

∥∥∥∥ = t
r+1∏
k=1

(k − α).

From (2.5) we obtain

(x1 + · · ·+ xd)r−α+1 ≤ B(x1 + · · ·+ xd)rt
r+1∏
k=1

(k − α)

+C
(x1 + · · ·+ xd)r+1

ϕ(x)
·
r+1∏
k=1

(k − α).

Passing to the limit t→ 0 we obtain

C ≥ [(1− x1) · · · (1− xd)]
α · 1

r+1∏
k=1

(k − α)

and passing to the limit x → 0 we obtain C ≥ 1
r+1∏
k=1

(k − α)
. �
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On some vertical cohomologies of complex
Finsler manifolds
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Abstract. In this paper we study some vertical cohomologies of complex Finsler
manifolds as vertical cohomology attached to a function and vertical Lichnerowicz
cohomology. We also study a relative vertical cohomology attached to a function
associated to a holomorphic Finsler subspace.
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Introduction

The study of vertical cohomology of complex Finsler manifolds was initiated by
Pitiş and Munteanu in [13]. The main goal of this paper is to study some other vertical
cohomologies for forms of type (p, q, r, s) on complex Finsler manifolds as cohomology
attached to a function defined in [12] and Lichnerowicz cohomology studied by many
authors, e.g. [3, 8, 16]. In this sense, in the first section following [1, 2, 9] and [13],
we briefly recall some preliminaries notions about complex Finsler manifolds and v-
cohomology groups. In the second section, we define a vertical cohomology attached
to a function for forms of type (p, q, r, s) on a compex Finsler manifold (M,F ) and
we explain how this cohomology depends on the function. In particular, we show
that if the function does not vanish, then our cohomology is isomorphic with the
vertical cohomology of (M,F ). In the third section we define and we study a vertical
Lichnerowicz cohomology for forms of type (p, q, r, s) on a complex Finsler manifold
(M,F ) and in the last section, we construct a relative vertical cohomology attached
to a function associated to a holomorphic Finsler subspace. The methods used here
are closely related to those used by [4], [12] and [16].



252 Cristian Ida

1. Preliminaries

1.1. Complex Finsler manifolds

Let π : T 1,0M → M be the holomorphic tangent bundle of a n-dimensional
complex manifold M . Denote by (π−1(U), (zk, ηk)), k = 1, . . . , n the induced complex
coordinates on T 1,0M , where (U, (zk)) is a local chart domain of M . At local change
charts on T 1,0M , the transformation rules of these coordinates are given by

z
′k = z

′k(z) , η
′k =

∂z
′k

∂zj
ηj , (1.1)

where z
′k are holomorphic functions and det(∂z

′k

∂zj ) 6= 0.
It is well known that T 1,0M has a natural structure of 2n-dimensional complex

manifold, because the transition functions ∂z
′k

∂zj are holomorphic.
Denote by M̃ = T 1,0M − {o}, where o is the zero section of T 1,0M , and we

consider TCM̃ = T 1,0M̃ ⊕ T 0,1M̃ the complexified tangent bundle of the real tangent
bundle TRM̃ , where T 1,0M̃ and T 0,1M̃ = T 1,0M̃ are the holomorphic and antiholo-
morphic tangent bundles of M̃ , respectively.

Let V 1,0M̃ = kerπ∗ be the holomorphic vertical bundle over M̃ and V1,0(M̃)
the module of its sections, called vector fields of v-type.

A given supplementary subbundle H1,0M̃ of V 1,0M̃ in T 1,0M̃ , i.e.

T 1,0M̃ = H1,0M̃ ⊕ V 1,0M̃ (1.2)

defines a complex nonlinear connection on M̃ , briefly c.n.c. and we denote by H1,0(M̃)
the module of its sections, called vector fields of h-type.

By conjugation over all, we get a decomposition of the complexified tangent
bundle, namely TCM̃ = H1,0M̃ ⊕ V 1,0M̃ ⊕H0,1M̃ ⊕ V 0,1M̃ .

The elements of the conjugates are called vector fields of h-type and v-type,
respectively.

If N j
k(z, η) are the local coefficients of the c.n.c. then the following set of complex

vector fields

{ δ

δzk
=

∂

∂zk
−N j

k

∂

∂ηj
} , { ∂

∂ηk
} , { δ

δzk
=

∂

∂zk
−N j

k

∂

∂ηj
} , { ∂

∂ηk
} (1.3)

are called the local adapted bases of H1,0(M̃) , V1,0(M̃) , H0,1(M̃) and V0,1(M̃), re-
spectively. The dual adapted bases are given by

{dzk} , {δηk = dηk +Nk
j dz

j} , {dzk} , {δηk = dηk +Nk
j
dzj}. (1.4)

Throughout this paper, we consider the abreviate notations ∂k = ∂
∂zk ,

.

∂k= ∂
∂ηk , δk =

δ
δzk and its conjugates ∂k = ∂

∂zk ,
.

∂k= ∂
∂ηk , δk = δ

δzk .
Let us consider M be a strongly pseudoconvex complex Finsler manifold [1], i.e.

M is endowed with a complex Finsler metric F : T 1,0M → R+ ∪ {0} satisfying:

(1) F 2 is smooth on M̃ ;
(2) F (z, η) > 0 for all (z, η) ∈ M̃ and F (z, η) = 0 if and only if η = 0;
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(3) F (z, λη) = |λ|F (z, η) for all (z, η) ∈ T 1,0M and λ ∈ C∗ = C− {0};
(4) the complex hessian (Gjk) = (

.

∂j

.

∂k (F 2)) is positive definite on M̃ .

Let (Gmj) be the inverse of (Gjm). According to [1] and [9], a c.n.c. on (M,F )
depending only on the complex Finsler metric F is the Chern-Finsler c.n.c., locally
given by

CF

N j
k= Gmj∂k

.

∂m (F 2) (1.5)

and it has an important property, namely

CF

Ri
kj= δk

CF

N i
j −δj

CF

N i
k= 0. (1.6)

In the sequel we will consider the adapted frames and coframes with respect to the
Chern-Finsler c.n.c. and the hermitian metric structure G on M̃ given by the Sasaki
type lift of the fundamental tensor Gjk, locally given by

G = Gjkdz
j ⊗ dzk +Gjkδη

j ⊗ δηk. (1.7)

1.2. Vertical cohomology

According to [13], the set A(M̃) of complex valued differential forms on M̃ is
given by the direct sum

A(M̃) =
n⊕

p,q,r,s=0

Ap,q,r,s(M̃), (1.8)

where Ap,q,r,s(M̃) or simply Ap,q,r,s is the set of all (p+ q+ r+s)-forms which can be
non zero only when these act on p vector fields of h-type, on q vector fields of h-type,
on r vector fields of v-type, and on s vector fields of v-type. The elements of Ap,q,r,s

are called (p, q, r, s)-forms on M̃ .
With respect to the adapted coframes {dzk, dzk, δηk, δηk} of T ∗CM̃ a form ϕ ∈

Ap,q,r,s is locally given by

ϕ =
1

p!q!r!s!
ϕIpJqKrHs

dzIp ∧ dzJq ∧ δηKr ∧ δηHs , (1.9)

where Ip denotes the ordered p-tuple (i1 . . . ip), Jq the ordered q-tuple (j1 . . . jq), Kr

the ordered r-tuple (k1 . . . kr), Hs the ordered s-tuple (h1 . . . hs) and dzIp = dzi1 ∧
. . .∧dzip , dzJq = dzj1∧. . .∧dzjq , δηKr = δηk1∧. . .∧δηkr and δηHs = δηh1∧. . .∧δηhs ,
respectively.

We notice that these forms are the (p+ r, q + s) complex type and according to
[13] if (M,F ) is a complex Finsler manifold endowed with the Chern-Finsler c.n.c.,
then by (1.6) the exterior differential d admits the decomposition

dAp,q,r,s ⊂ Ap+1,q,r,s ⊕Ap,q+1,r,s ⊕Ap,q,r+1,s ⊕Ap,q,r,s+1⊕

⊕Ap+1,q+1,r−1,s ⊕Ap+1,q,r−1,s+1 ⊕Ap+1,q+1,r,s−1 ⊕Ap,q+1,r+1,s−1 (1.10)
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which allows us to define eight morphisms of complex vector spaces if we consider the
different components, namely

∂h : Ap,q,r,s → Ap+1,q,r,s ; ∂v : Ap,q,r,s → Ap,q,r+1,s

∂h : Ap,q,r,s → Ap,q+1,r,s ; ∂v : Ap,q,r,s → Ap,q,r,s+1

∂1 : Ap,q,r,s → Ap+1,q+1,r−1,s ; ∂2 : Ap,q,r,s → Ap+1,q,r−1,s+1

∂3 : Ap,q,r,s → Ap+1,q+1,r,s−1 ; ∂4 : Ap,q,r,s → Ap,q+1,r+1,s−1

We remark that these operators and the classical operators ∂ and ∂ that appear
in the decomposition d = ∂ + ∂ of the differential on a complex manifold are related
by ∂ = ∂h + ∂v + ∂3 + ∂4 and ∂ = ∂h + ∂v + ∂1 + ∂2.

The conjugated vertical differential operator ∂v is locally given by

∂vϕ =
∑

k

.

∂k (ϕIpJqKrHs
)δηk ∧ dzIp ∧ dzJq ∧ δηKr ∧ δηHs , (1.11)

where the sum is after the indices i1 ≤ . . . ≤ ip , j1 ≤ . . . ≤ jq , k1 ≤ . . . ≤ kr and
h1 ≤ . . . ≤ hs, respectively. Also it satisfies

∂v(ϕ ∧ ψ) = ∂vϕ ∧ ψ + (−1)deg ϕϕ ∧ ∂vψ

for any ϕ ∈ Ap,q,r,s and ψ ∈ Ap
′
,q

′
,r

′
,s

′

.
This operator has the property ∂2

v = 0 and in [13], a classical theory of de Rham
cohomology is developed for the conjugated vertical differential ∂v, see also [9] pag.
89. Namely, the sequence

0 −→ Φp,q,r i−→ Fp,q,r0 ∂v−→ Fp,q,r,1 ∂v−→ Fp,q,r,2 ∂v−→ . . .
∂v−→ . . . ,

is a fine resolution for the sheaf Φp,q,r of germs of ∂v-closed (p, q, r, 0)-forms on M̃ ,
where Fp,q,r,s are the sheaves of germs of (p, q, r, s)-forms. It is also given a de Rham
type theorem for the v-cohomology groups Hp,q,r,s(M̃) = Zp,q,r,s(M̃)/Bp,q,r,s(M̃) of
the complex Finsler manifold:

Hs(M̃,Φp,q,r) ≈ Hp,q,r,s(M̃),

where Zp,q,r,s(M̃) is the space of ∂v-closed (p, q, r, s)-forms and Bp,q,r,s(M̃) is the
space of ∂v-exact (p, q, r, s)-forms globally defined on M̃ .

2. Vertical cohomology attached to a function

In this section, we consider a new v-cohomology attached to a function on the
complex Finsler manifold (M,F ). This new cohomology is also defined in terms of
forms of type (p, q, r, s) on M̃ . More precisely, if (M,F ) is a complex Finsler manifold
and f is a function on M̃ , we define the coboundary operator

∂v,f : Ap,q,r,s → Ap,q,r,s+1 , ∂v,fϕ = f∂vϕ− (p+ q + r + s)∂vf ∧ ϕ. (2.1)

It is easy to check that ∂2
v,f = 0 and denote by Hp,q,r,s

f (M̃) the cohomology groups of

the differential complex (Ap,q,r,•(M̃), ∂v,f ), called the vertical de Rham cohomology
groups attached to the function f of complex Finsler manifold (M,F ).
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More generally, for any integer k, we define the coboundary operator

∂v,f,k : Ap,q,r,s → Ap,q,r,s+1 , ∂v,f,kϕ = f∂vϕ− (p+ q + r + s− k)∂vf ∧ ϕ. (2.2)

We still have ∂2
v,f,k = 0 and we denote by Hp,q,r,s

f,k (M̃) the cohomology of this complex.

We shall restrict our attention to the cohomology Hp,q,r,s
f (M̃) but most results readily

generalize to the cohomology Hp,q,r,s
f,k (M̃).

Using (2.1), by direct calculus we obtain

Proposition 2.1. If f, g ∈ F(M̃) then
(i) ∂v,f+g = ∂v,f + ∂v,g, ∂v,0 = 0, ∂v,−f = −∂v,f ;
(ii) ∂v,fg = f∂v,g + g∂v,f − fg∂v, ∂v,1 = ∂v, ∂v = 1

2 (f∂v, 1
f

+ 1
f ∂v,f ), and

(iii) ∂v,f (ϕ ∧ ψ) = ∂v,fϕ ∧ ψ + (−1)deg ϕϕ ∧ ∂v,fψ.

Dependence on the function

A natural question to ask about the cohomology Hp,q,r,s
f (M̃) is how it depends

on the function f . Similar with the Proposition 3.2. from [12], we explain this fact for
our vertical cohomology. We have

Proposition 2.2. If h ∈ F(M̃) does not vanish, then the cohomology groups
Hp,q,r,s

f (M̃) and Hp,q,r,s
fh (M̃) are isomorphic.

Proof. For each p, q, r, s ∈ N, consider the linear isomorphism

φp,q,r,s : Ap,q,r,s(M̃) → Ap,q,r,s(M̃) , φp,q,r,s(ϕ) =
ϕ

hp+q+r+s
. (2.3)

If ϕ ∈ Ap,q,r,s(M̃), one checks easily that

φp,q,r,s+1(∂v,fhϕ) = ∂v,f (φp,q,r,s(ϕ)), (2.4)

so φp,q,r,s induces an isomorphism between the cohomologies Hp,q,r,s
f (M̃) and

Hp,q,r,s
fh (M̃). �

Corollary 2.3. If the function f does not vanish, then Hp,q,r,s
f (M̃) is isomorphic to

the vertical de Rham cohomology Hp,q,r,s(M̃).

Proof. We take h = 1
f in the above proposition. �

3. Vertical Lichnerowicz cohomology

In this section we define a vertical Lichnerowicz cohomology for (p, q, r, s)-forms
on a complex Finsler manifold (M,F ) following the classical definition, e.g. [3, 8, 16].

Let ω ∈ A0,0,0,1(M̃) be a ∂v-closed (0, 0, 0, 1)-form on M̃ and the map

∂v,ω : Ap,q,r,s(M̃) → Ap,q,r,s+1(M̃) , ∂v,ω = ∂v − ω ∧ . (3.1)

Since ∂vω = 0, we easily obtain that ∂2
v,ω = 0. The differential complex

0 −→ Ap,q,r,0(M̃)
∂v,ω−→ Ap,q,r,1(M̃)

∂v,ω−→ . . .
∂v,ω−→ Ap,q,r,n(M̃) −→ 0 (3.2)
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is called v-Lichnerowicz complex of complex Finsler manifold (M,F ); its cohomol-
ogy groups Hp,q,r,s

ω (M̃) are called v-Lichnerowicz cohomology groups of the complex
Finsler manifold (M,F ).

This is a version adapted to our study of the classical Lichnerowicz cohomology,
motivated by Lichnerowicz’s work [8] or Lichnerowicz-Jacobi cohomology on Jacobi
and locally conformal symplectic geometry manifolds, see [3, 7]. We also notice that
Vaisman in [16] studied it under the name of ”adapted cohomology” on locally con-
formal Kähler (LCK) manifolds.

We notice that, locally, the v-Lichnerowicz complex becames the v-complex after
a change ϕ 7→ efϕ with f a function which satisfies ∂vf = ω, namely ∂v,ω is the unique
differential in Ap,q,r,s(M̃) which makes the multiplication by the smooth function ef

an isomorphism of cochain v-complexes ef : (Ap,q,r,•(M̃), ∂v,ω) → (Ap,q,r,•(M̃), ∂v).

Proposition 3.1. The v-Lichnerowicz cohomology depends only on the v-class of ω. In
fact, we have Hp,q,r,s

ω−∂vf (M̃) ≈ Hp,q,r,s
ω (M̃).

Proof. Since ∂v,ω(efϕ) = ef∂v,ω−∂vfϕ it results that the map [ϕ] 7→ [efϕ] is an
isomorphism between Hp,q,r,s

ω−∂vf (M̃) and Hp,q,r,s
ω (M̃). �

Example 3.2. Let us consider ω := γ to be the conjugated vertical Liouville 1-form
(the dual of the conjugated vertical Liouville vector field Γ = ηk ∂

∂ηk ). Then, by the
homogeneity conditions of complex Finsler metric, it is locally given by

γ =
Gjkη

j

F 2
δηk =

1
F 2

∂F 2

∂ηk
δηk = ∂v(logF 2). (3.3)

Then γ is a ∂v-closed (0, 0, 0, 1)-form on M̃ and we can consider the associated v-
Lichnerowicz cohomology groups Hp,q,r,s

γ (M̃).

As in the classical case, using the definition of ∂v,ω we easily obtain

∂v,ω(ϕ ∧ ψ) = ∂vϕ ∧ ψ + (−1)deg ϕϕ ∧ ∂v,ωψ.

Also, if ω1 and ω2 are two ∂v-closed (0, 0, 0, 1)-forms on M̃ then

∂v,ω1+ω2(ϕ ∧ ψ) = ∂v,ω1ϕ ∧ ψ + (−1)deg ϕϕ ∧ ∂v,ω2ψ,

which says that the wedge product induces the map

∧ : Hp,q,r,s1
ω1

(M̃)×Hp,q,r,s2
ω2

(M̃) → Hp,q,r,s1+s2
ω1+ω2

(M̃).

Corollary 3.3. The wedge product induces the following homomorphism

∧ : Hp,q,r,s
ω (M̃)×Hp,q,r,s

−ω (M̃) → Hp,q,r,2s(M̃).

Now, using an argument inspired from [16], we prove that the v-Lichnerowicz
cohomology spaces Hp,q,r,s

ω (M̃) can also be obtained as the v-cohomology spaces of
M̃ with the coefficients in the sheaf Φp,q,r

ω of germs of ∂v,ω-closed (p, q, r, 0)-forms.
Firstly, we notice that ∂v,ω satisfies a Dolbeault type Lemma for (p, q, r, s)-forms

on M̃ . Indeed, let ϕ be a local (p, q, r, s)-form such that ∂v,ωϕ = 0. Since ∂vω = 0
and the lemma has to be local, we may suppose ω = −(∂vα)/α, where α is a nonzero
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smooth function on M̃ . Then, ∂v,ωϕ = 0 means ∂v(αϕ) = 0, whence by Dolbeault
type lemma for the operator ∂v, see [13], we have ϕ = ∂v,ω(ψ/α) for some local
(p, q, r, s− 1)-form ψ. This is exactly the requested result.

Then, we see that

0 −→ Φp,q,r
ω

i−→ Ap,r,r,0(M̃)
∂v,ω−→ Ap,q,r,1(M̃)

∂v,ω−→ . . . (3.4)

is a fine resolution of Φp,q,r
ω , which leads to

Proposition 3.4. For every ∂v-closed (0, 0, 0, 1)-form ω, one has the isomorphisms

Hs(M̃,Φp,q,r
ω ) ≈ Hp,q,r,s

ω (M̃).

For every ω as above, let us consider now the auxiliary vertical operator

∂̃v = ∂v −
p+ q + r + s

2
ω∧, (3.5)

where (p, q, r, s) is the type of the form acted on. We notice that ∂̃v is an antiderivation
of differential forms and it is easy to see that ∂̃2

v = − 1
2ω∧∂v. Then ∂̃v defines a twisted

v-cohomology, [17], of (p, q, r, s)-forms on M̃ , which is given by

Hp,q,r,•
∂̃v

(M̃) =
Ker ∂̃v

Im ∂̃v ∩Ker ∂̃v

(3.6)

and is isomorphic to the cohomology of the v-complex (Ãp,q,r,•(M̃), ∂̃v) consisting of
the (p, q, r, s)-forms ϕ ∈ Ap,q,r,s(M̃) satisfying ∂̃2

vϕ = −ω ∧ ∂vϕ = 0.
The v-complex Ãp,q,r,•(M̃) admits a v-subcomplexAp,q,r,•

ω (M̃), namely, the ideal
generated by ω. On this subcomplex, ∂̃v = ∂v, which means that it is a v-subcomplex
of the usual v-de Rham complex of M̃ . Hence, one has the homomorphisms

a : Hs(Ap,q,r,•
ω (M̃)) → Hp,q,r,s

∂̃v
(M̃) , b : Hs(Ap,q,r,•

ω (M̃)) → Hp,q,r,s(M̃,C). (3.7)

Now, we can easily construct a homomorphism

c : Hp,q,r,s

∂̃v
(M̃) → Hp,q,r,s+1(M̃,C). (3.8)

Indeed, if [ϕ] ∈ Hp,q,r,s

∂̃v
(M̃), where ϕ is ∂̃v-closed (p, q, r, s)-form, then we put c([ϕ]) =

[ω∧ϕ], and this produces the homomorphism from (3.8). We notice that the existence
of c gives some relation between ∂̃v and the v-cohomology of M̃ with values in C.

Remark 3.5. From (2.1) and (3.5) one gets
1
f
∂v,f = ∂v −

p+ q + r + s

2
∂v(log f2)∧ = ∂̃v, with ω = ∂v(log f2). (3.9)

Then, if f does not vanish, we have the homomorphisms

ã : Hp,q,r,s
f (M̃) → Hp,q,r,s

∂̃v
(M̃). (3.10)

In particular, we can choose f = F to be the complex Finsler function, and so 1
F ∂v,F =

∂̃v with ω = γ.
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4. A relative vertical cohomology attached to a function

The relative de Rham cohomology was first defined in [4] p. 78. In this subsec-
tion we construct a similar version for our vertical cohomology of complex Finsler
manifolds.

For the begining we need some basic notions about holomorphic Finsler sub-
spaces. For more details see [9, 10, 11].

4.1. Holomorphic Finsler subspaces

Let (M,F ) be a complex Finsler space, (zk, ηk), k = 1, . . . , n complex coordi-
nates in a local chart, and i : M ↪→M a holomorphic immersion of an m-dimensional
complex manifold M into M , locally given by zk = zk(ξ1, . . . , ξm). Everywhere the
indices i, j, k, . . . run from 1 to n and α, β, γ, . . . run from 1 to m ≤ n. Let T 1,0M and
T 1,0M be the corresponding holomorphic tangent bundles. By i∗,C : T 1,0M→ T 1,0M
we denote the inclusion map between the manifolds T 1,0M and T 1,0M (the com-
plexified tangent inclusion map), that is i∗,C(ξ, θ) = (z(ξ), η(ξ, θ)), where ξ = (ξα),
θ = θα ∂

∂ξα , η = ηk ∂
∂zk . Then i∗,C has the following local representation [9]:

zk = zk(ξ1, . . . , ξm), ηk = θαBk
α(ξ) where Bk

α(ξ) =
∂zk

∂ξα
. (4.1)

The holomorphic immersion assumption implies that Bk
α = ∂zk

∂ξ
α = 0 and Bk

α = ∂zk

∂ξα =

0. In a point of the complexified tangent space TC(T 1,0M), the local frame { ∂
∂ξα ,

∂
∂θα }

is coupled to { ∂
∂zk ,

∂
∂ηk } as follows:

∂

∂ξα
= Bk

α

∂

∂zk
+Bk

0α

∂

∂ηk
,

∂

∂θα
= Bk

α

∂

∂ηk
, (4.2)

where Bk
0α = ∂Bk

α

∂ξβ θ
β . Its dual basis satisfies the conditions

dzk = Bk
αdξ

α, dηk = Bk
0αdξ

α +Bk
αdθ

α (4.3)

and their conjugates.
In view of (4.1) the complex Finsler function F , with the metric tensor

Gjk =
.

∂j

.

∂k (F 2), induces a complex Finsler function F : T 1,0M → R+ ∪ {0}
given by F(ξ, θ) = F (z(ξ), η(ξ, θ)) = F (zk(ξ), θαBk

α(ξ)) with the metric tensor
Gαβ = Bj

αB
k
β
Gjk. Here Gαβ =

.

∂α

.

∂β (F2) and
.

∂α= ∂
∂θα ,

.

∂β= ∂

∂θ
β . By these con-

siderations, the pair (M,F) is said to be a holomorphic subspace of the complex
Finsler space (M,F ).

From (4.2) it is deduced that the distribution V 1,0M̃, spanned locally by
{ ∂

∂θα }, α = 1, . . . ,m, is a subdistribution of the vertical distribution V 1,0M̃ spanned
in any point (z(ξ), η(ξ, θ)) by { ∂

∂ηk }, k = 1, . . . , n. We consider V 1,0⊥M an orthogonal

complement, namely V 1,0M̃ = V 1,0M⊕ V 1,0⊥M, spanned in any point by the set of
normal vectors {Na = Bk

a
∂

∂ηk }, a = 1, . . . , n−m, which we may assume orthonormal.
Therefore, the functions Bk

a(ξ, θ) (and their conjugates) will satisfy the conditions
Gjk(z(ξ), η(ξ, θ))Bj

αB
k
a = 0 and Gjk(z(ξ), η(ξ, θ))Bj

aB
k
b

= δab.
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Let us now consider the moving frame R = {Bk
α(ξ)Bk

a(ξ, θ)} along the complex
Finsler subspace (M,F) and let R−1 = (Bα

kB
a
k)t be the inverse matrix associated to

the moving frame R. Evidently, Bα
k and Ba

k are functions of ξ, θ and

Bα
kB

k
β = δα

β , B
α
kB

k
a = 0, Ba

kB
k
b = δa

b , B
k
αB

α
j +Bk

aB
a
j = δk

j . (4.4)

Let N = (Nα
β (ξ, θ)) be a c.n.c. on T 1,0M and consider its adapted basis {δα := δ

δξα =
∂

∂ξα −N β
α

∂
∂θβ ,

.

∂α:= ∂
∂θα } and {δα,

.

∂α} as well as its dual {dξα, δθα = dθα −Nα
β dξ

β}

and {dξα
, δθ

α
= dθ

α −Nα
β
dξ

β}.
The c.n.c. N on T 1,0M is said to be induced by the c.n.c. N on T 1,0M if

δθα = Bα
k δη

k. This condition implies [9], Nα
β = Bα

k (Bk
0β +Nk

j B
j
β).

Proposition 4.1. ([9, 10]). The adapted bases are tied by

δα = Bk
αδk +Bk

aH
a
α

.

∂k,
.

∂α= Bk
α

.

∂k,

dzk = Bk
αdξ

α, δηk = Bk
αδθ

α +Bk
aH

a
αdξ

α

with Ha
α = Ba

j (Bj
0α +N j

kB
k
α).

By above proposition we easily deduce that δα = Bk
αδk +Ha

αNa and
.

∂k= Bα
k

.

∂α

+Ba
kNa. A notable result in [9] asserts that the induced c.n.c. by the Chern-Finsler

c.n.c. coincides with the intrinsic Chern-Finsler c.n.c. of the holomorphic subspace
(M,F).

4.2. Relative vertical cohomology

Now we return to the construction of a relative vertical cohomology attached to
a function of complex Finsler manifolds. Let us denote by

JCi = i∗,C .

By Proposition 4.1. we easily deduce that if ϕ ∈ Ap,q,r,s(M̃) is locally given by (1.9)
then

(JCi)∗ϕ ∈ Ap,q,r,s(M̃)⊕
⊕

h=1,r;k=1,s

Ap+h,q+k,r−h,s−k(M̃). (4.5)

Thus, (JCi)∗ does not preserves the (p, q, r, s) type components of a form ϕ ∈
Ap,q,r,s(M̃), but we can eliminate this inconvenient if we take p = q = m = dimCM.
Then, we easily obtain

Proposition 4.2. If ϕ ∈ Am,m,r,s(M̃) then (JCi)∗ϕ ∈ Am,m,r,s(M̃).

Proposition 4.3. If ϕ ∈ Am,m,r,s(M̃) then

∂v(JCi)∗ϕ = (JCi)∗∂vϕ. (4.6)

Proof. Let ϕ = ϕImJmKrHs
dzIm ∧dzJm ∧δηKr ∧δηHs ∈ Am,m,r,s(M̃). By Proposition

4.1. we have

(JCi)∗ϕ = ϕAmBmCrDs
(ξ, θ)dξAm ∧ dξBm ∧ δθCr ∧ δθDs

,

where
ϕAmBmCrDs

(ξ, θ) = BIm

Am
BJm

Bm
BKr

Cr
BHs

Ds
ϕImJmKrHs

(z(ξ), η(ξ, θ)) (4.7)
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and BIm

Am
= Bi1

α1
(z(ξ)) · . . . ·Bim

αm
(z(ξ)) etc. Applying ∂v from (1.11) it results

∂v(JCi)∗ϕ =
∑
α

.

∂α (ϕAmBmCrDs
)δθ

α ∧ dξAm ∧ dξBm ∧ δθCr ∧ δθDs
. (4.8)

Similarly, we have

(JCi)∗∂vϕ =
.

∂k (ϕImJmKrHs
)Bk

αδθ
α ∧BIm

Am
dξAm ∧BJm

Bm
dξ

Bm ∧BKr

Cr
δθCr ∧BHs

Ds
δθ

Ds

and by (4.2) and (4.7) one gets

(JCi)∗∂vϕ =
∑
α

.

∂α (ϕAmBmCrDs
)δθ

α ∧ dξAm ∧ dξBm ∧ δθCr ∧ δθDs (4.9)

which completes the proof. �

Now, if f ∈ F(M) then by (4.6) one gets

∂v,(JCi)∗f (JCi)∗ϕ = (JCi)∗∂v,fϕ, for any ϕ ∈ Am,m,r,s(M̃). (4.10)

Indeed, for ϕ ∈ Am,m,r,s(M̃) by direct calculus we have

∂v,(JCi)∗f ((JCi)∗ϕ)
= (JCi)∗f∂v((JCi)∗ϕ)− (2m+ r + s)∂v((JCi)∗f) ∧ (JCi)∗ϕ
= (JCi)∗f(JCi)∗(∂vϕ)− (2m+ r + s)(JCi)∗(∂vf) ∧ (JCi)∗ϕ
= (JCi)∗(f∂vϕ)− (JCi)∗((2m+ r + s)∂vf ∧ ϕ)
= (JCi)∗(∂v,fϕ).

We define the differential complex

. . .
∂̃v,f−→ Am,m,r,s(JCi)

∂̃v,f−→ Am,m,r,s+1(JCi)
∂̃v,f−→ . . .

where Am,m,r,s(JCi) = Am,m,r,s(M̃)⊕Am,m,r,s−1(M̃) and

∂̃v,f (ϕ,ψ) = (∂v,fϕ, (JCi)∗ϕ− ∂v,(JCi)∗fψ). (4.11)

Taking into account ∂2
v,f = ∂2

v,(JCi)∗f = 0 and (4.10) we easily verify that ∂̃2
v,f = 0.

Denote the cohomology groups of this complex by Hm,m,r,s
f (JCi).

Now, if we regraduate the complex Am,m,r,s(M̃) as

Ãm,m,r,s(M̃) = Am,m,r,s−1(M̃),

then we obtain an exact sequence of differential complexes

0 −→ Ãm,m,r,s(M̃) α−→ Am,m,r,s(JCi)
β−→ Am,m,r,s(M̃) −→ 0 (4.12)

with the obvious mappings α and β given by α(ψ) = (0, ψ) and β(ϕ,ψ) = ϕ, respec-
tively. From (4.12) we have an exact sequence in cohomologies

. . . −→ Hm,m,r,s−1
(JCi)∗f (M̃) α∗

−→ Hm,m,r,s
f ((JCi)∗)

β∗

−→ Hm,m,r,s−1
f (M̃) δ∗−→

δ∗−→ Hm,m,r,s
(JCi)∗f (M̃) α∗

−→ . . . .
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It is easily seen that δ∗ = (JCi)∗. Here µ∗ denotes the corresponding map be-
tween cohomology groups. Let ϕ ∈ Am,m,r,s(M̃) be a ∂v,f -closed form, and (ϕ,ψ) ∈
Am,m,r,s(JCi). Then ∂̃v,f (ϕ,ψ) = (0, (JCi)∗ϕ − ∂v,(JCi)∗fψ) and by the definition of
the operator δ∗ we have

δ∗[ϕ] = [(JCi)∗ϕ− ∂v,(JCi)∗fψ] = [(JCi)∗ϕ] = (JCi)∗[ϕ].

Hence we finally get a long exact sequence

. . . −→ Hm,m,r,s−1
(JCi)∗f (M̃) α∗

−→ Hm,m,r,s
f ((JCi)∗)

β∗

−→ Hm,m,r,s−1
f (M̃)

(JCi)∗−→

(JCi)∗−→ Hm,m,r,s
(JCi)∗f (M̃) α∗

−→ . . . .

Finally, similar to [14], we have

Corollary 4.4. If (M,F) is an m-dimensional holomorphic Finsler subspace of an
n-dimensional complex Finsler space (M,F ), then

(i) β∗ : Hm,m,r,m+1
f (JCi) → Hm,m,r,m+1

f (M̃) is an epimorphism;

(ii) α∗ : Hm,m,r,n
(JCi)∗f (M̃) → Hm,m,r,n+1

f (JCi) is an epimorphism;

(iii) β∗ : Hm,m,r,s
f (JCi) → Hm,m,r,s

f (M̃) is an isomorphism for s > m+ 1;

(iv) α∗ : Hm,m,r,s
(JCi)∗f (M̃) → Hm,m,r,s+1

f (JCi) is an isomorphism for s > n;
(v) Hm,m,r,s

f (JCi) = 0 for s > max{m+ 1, n}.
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Analysis of a viscoelastic unilateral and
frictional contact problem with adhesion

Arezki Touzaline

Abstract. We consider a mathematical model which describes the quasistatic fric-
tional contact between a viscoelastic body with long memory and a foundation.
The contact is modelled with a normal compliance condition in such a way that
the penetration is limited and restricted to unilateral constraint and associated
to the nonlocal friction law with adhesion, where the coefficient of friction is
solution-independent. The bonding field is described by a first order differential
equation. We derive a variational formulation written as the coupling between
a variational inequality and a differential equation. The existence and unique-
ness result of the weak solution under a smallness assumption on the coefficient
of friction is established. The proof is based on arguments of time-dependent
variational inequalities, differential equations and Banach fixed point theorem.

Mathematics Subject Classification (2010): 54AXX.

Keywords: Viscoelastic, normal compliance, adhesion, friction, variational in-
equality, weak solution.

1. Introduction

Contact problems involving deformable bodies are quite frequent in the industry as
well as in daily life and play an important role in structural and mechanical systems.
Contact processes involve complicated surface phenomena, and are modelled by highly
nonlinear initial boundary value problems. Taking into account various contact condi-
tions associated with more and more complex behavior laws lead to the introduction
of new and non standard models, expressed by the aid of evolution variational inequal-
ities. An early attempt to study frictional contact problems within the framework of
variational inequalities was made in [10]. The mathematical, mechanical and numeri-
cal state of the art can be found in [23]. In this reference we find a detailed analysis and
numerical studies of the adhesive contact problems. Recently a new book [25] intro-
duces to the reader the theory of variational inequalities with emphasis on the study
of contact mechanics and, more specifically, on antiplane frictional contact problems.
Also, recently existence results were established in [1, 5, 6, 8, 11, 20, 26, 29, 30, 31] in the
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study of unilateral and frictional contact problems with or without adhesion. In [31]
a quasistatic viscoelastic unilateral contact problem with adhesion and friction was
studied and an existence and uniqueness result was proved for a coefficient of friction
sufficiently small. Also in [7] a dynamic contact problem with nonlocal friction and ad-
hesion between two viscoelastic bodies of Kelvin-Voigt type was studied. An existence
result was proved without condition on the coefficient of friction. Here as in [16] we
study a mathematical model which describes a frictional and adhesive contact prob-
lem between a viscoelastic body with long memory and a foundation. The contact is
modelled with a normal compliance condition associated to unilateral constraint and
the nonlocal friction law with adhesion. Recall that models for dynamic or quasistatic
processes of frictionless adhesive contact between a deformable body and a foundation
have been studied in [2, 3, 4, 5, 7, 8, 12, 19, 21, 23, 24, 27, 28]. Following [13, 14] we use
the bonding field as an additional state variable β, defined on the contact surface of
the boundary. The variable satisfies the restrictions 0 ≤ β ≤ 1. At a point on the
boundary contact surface, when β = 1 the adhesion is complete and all the bonds
are active; when β = 0 all the bonds are inactive, severed, and there is no adhesion;
when 0 < β < 1 the adhesion is partial and only a fraction β of the bonds is active.
However, according to [17], the method presented here considers a compliance model
in which the compliance term does not represent necessarily a compact perturbation
of the original problem without contact. This leads us to study such models, where
a strictly limited penetration is permitted with the limit procedure to the Signorini
contact problem. In this work as in [31] we derive a variational formulation of the
mechanical problem written as the coupling between a variational inequality and a
differential equation. We prove the existence of a unique weak solution if the coef-
ficient of friction is sufficiently small, and obtain a partial regularity result for the
solution.
The paper is structured as follows. In section 2 we present some notations and pre-
liminaries. In section 3 we state the mechanical problem and give a variational for-
mulation. In section 4 we establish the proof of our main existence and uniqueness
result, Theorem 4.1.

2. Notations and preliminaries

Everywhere in this paper we denote by Sd the space of second order symmetric tensors
on Rd (d = 2, 3) while |.| represents the Euclidean norm on Rd and Sd. Thus, for every
u, v ∈ Rd, u.v = uivi, |v| = (v.v)

1
2 , and for every σ, τ ∈ Sd, σ.τ = σijτij , |τ | = (τ.τ)

1
2 .

Here and below, the indices i and j run between 1 and d and the summation convention
over repeated indices is adopted. Let Ω ⊂ Rd be a bounded domain with a Lipschitz
boundary Γ and let ν denote the unit outer normal on Γ. We shall use the notation:

H =
(
L2 (Ω)

)d , H1 =
(
H1 (Ω)

)d , Q =
{
σ = (σij) : σij = σji ∈ L2 (Ω)

}
,

Q1 = {σ ∈ Q : divσ ∈ H} .
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Note that H and Q are real Hilbert spaces endowed with the respective canonical
inner products

(u, v)H =
∫

Ω

uividx, 〈σ, τ〉Q =
∫

Ω

σijτijdx.

The strain tensor is
ε (u) = (εij (u)) =

1
2

(ui,j + uj,i) ;

divσ = (σij,j) is the divergence of σ. For every v ∈ H1 we also use the notation v for
the trace of v on Γ and we denote by vν and vτ the normal and tangential components
of v on the boundary Γ, given by

vν = v.ν, vτ = v − vνν.

We define, similarly, by σν and στ the normal and the tangential traces of a function
σ ∈ Q1, and when σ is a regular function then

σν = (σν) .ν, στ = σν − σνν,

and the following Green’s formula holds:

〈σ, ε (v)〉Q + (divσ, v)H =
∫

Γ

σν.vda ∀v ∈ H1,

where da is the surface measure element. Let T > 0. For every real Hilbert space X we
employ the usual notation for the spaces Lp (0, T ;X), 1 ≤ p ≤ ∞, and W 1,∞ (0, T ;X).
Recall that the norm on the space W 1,∞ (0, T ;X) is given by

‖u‖W 1,∞(0,T ;X) = ‖u‖L∞(0,T ;X) + ‖u̇‖L∞(0,T ;X) ,

where u̇ denotes the first derivative of u with respect to time. Finally, we denote by
C ([0, T ] ; X) the space of continuous functions from [0, T ] to X, with the norm

‖x‖C([0,T ];X) = max
t∈[0,T ]

‖x (t)‖X .

Moreover, for a real number r, we use r+ to represent its positive part, that is r+ =
max {r, 0} .

3. Problem statement and variational formulation

We consider the following physical setting. A viscoelastic body with long memory
occupies a bounded domain Ω ⊂ Rd (d = 2, 3) with a regular boundary Γ that is
partitioned into three disjoint measurable parts Γ1,Γ2,Γ3 such that meas (Γ1) > 0.
The body is acted upon by a volume force of density ϕ1 on Ω and a surface traction
of density ϕ2 on Γ2. The body is in unilateral contact with adhesion following the
nonlocal friction law with a foundation, over the potential contact surface Γ3.
Thus, the classical formulation of the mechanical problem is written as follows.
Problem P1. Find a displacement u : Ω× [0, T ] → Rd, a stress field σ : Ω× [0, T ] → Sd

and a bonding field β : Γ3 × [0, T ] → [0, 1] such that for all t ∈ [0, T ] ,

σ (t) = Fε (u (t)) +
∫ t

0

F (t− s) ε (u (s)) ds in Ω, (3.1)
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divσ (t) + ϕ1 (t) = 0 in Ω, (3.2)

u (t) = 0 on Γ1, (3.3)

σ (t) ν = ϕ2 (t) on Γ2, (3.4)

uν (t) ≤ g, σν (t) + p (uν (t))− cνβ2 (t)Rν (uν (t)) ≤ 0(
σν (t) + p (uν (t))− cνβ2 (t) Rν (uν (t))

)
(uν (t)− g) = 0

 on Γ3, (3.5)

∣∣στ (t) + cτβ2 (t) Rτ (uτ (t))
∣∣ ≤ µ |Rσν (u (t))|∣∣στ (t) + cτβ2 (t) Rτ (uτ (t))
∣∣ < µ |Rσν (u (t))| ⇒ uτ (t) = 0∣∣στ (t) + cτβ2 (t) Rτ (uτ (t))
∣∣ = µ |Rσν (u (t))| ⇒

∃λ ≥ 0 s.t. uτ (t) = −λ
(
στ (t) + cτβ2 (t) Rτ (uτ (t))

)


on Γ3, (3.6)

β̇ (t) = −
[
β (t) (cν (Rν (uν (t)))2 + cτ |Rτ (uτ (t))|2)− εa

]
+

on Γ3, (3.7)

β (0) = β0 on Γ3. (3.8)
Equation (3.1) represents the viscoelastic constitutive law with long memory of the
material; F is the elasticity operator and

∫ t

0
F (t− s) ε (u (s)) ds is the memory term

in which F denotes the tensor of relaxation; the stress σ (t) at current instant t
depends on the whole history of strains up to this moment of time. Equation (3.2)
represents the equilibrium equation while (3.3) and (3.4) are the displacement and
traction boundary conditions, respectively, in which σν represents the Cauchy stress
vector. The conditions (3.5) represent the unilateral contact with adhesion in which
cν is a given adhesion coefficient which may dependent on x ∈ Γ3 and Rν , Rτ are
truncation operators defined by

Rν (s) =

 L if s < −L
−s if − L ≤ s ≤ 0
0 if s > 0

, Rτ (v) =

{
v if |v| ≤ L,

L
v

|v|
if |v| > L.

Here L > 0 is the characteristic length of the bond, beyond which the latter has no
additional traction (see [23]) and p is a normal compliance function which satisfies the
assumption (3.19); g denotes the maximum value of the penetration which satisfies
g ≥ 0. When uν < 0 i.e. when there is separation between the body and the foundation
then the condition (3.5) combined with hypothese (3.19) and definition of Rν shows
that σν = cνβ2Rν (uν) and does not exeed the value L ‖cν‖L∞(Γ3)

. When g > 0, the
body may interpenetrate into the foundation, but the penetration is limited that is
uν ≤ g. In this case of penetration (i.e. uν ≥ 0), when 0 ≤ uν < g then −σν =
p (uν) which means that the reaction of the foundation is uniquely determined by the
normal displacement and σν ≤ 0. Since p is an increasing function then the reaction
is increasing with the penetration. When uν = g then −σν ≥ p (g) and σν is not
uniquely determined. When g > 0 and p = 0, conditions (3.5) become the Signorini’s
contact conditions with a gap and adhesion

uν ≤ g, σν − cνβ2Rν (uν) ≤ 0, (σν − cνβ2Rν (uν))(uν − g) = 0.
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When g = 0, the conditions (3.5) combined with hypothese (3.19) lead to the Signorini
contact conditions with adhesion, with zero gap, given by

uν ≤ 0, σν − cνβ2Rν (uν) ≤ 0, (σν − cνβ2Rν (uν))uν = 0.

These contact conditions were used in [26, 29]. It follows from (3.5) that there is no
penetration between the body and the foundation, since uν ≤ 0 during the process.
Also, note that when the bonding field vanishes, then the contact conditions (3.5)
become the classical Signorini contact conditions with zero gap, that is,

uν ≤ 0, σν ≤ 0, σνuν = 0.

Conditions (3.6) represent Coulomb’s law of dry friction with adhesion where µ de-
notes the coefficient of friction. Equation (3.7) represents the ordinary differential
equation which describes the evolution of the bonding field and it was already used
in [26]. Since β̇ ≤ 0 on Γ3× (0, T ), once debonding occurs bonding cannot be reestab-
lished and, indeed, the adhesive process is irreversible. Also from [18] it must be
pointed out clearly that condition (3.7) does not allow for complete debonding in
finite time.
We turn now to the variational formulation of Problem P1. We denote by V the closed
subspace of H1 defined by

V = {v ∈ H1 : v = 0 on Γ1} ,

and let the convex subset of admissible displacements given by

K = {v ∈ V : vν ≤ g a.e. on Γ3} .

Since meas (Γ1) > 0, the following Korn’s inequality holds [10],

‖ε (v)‖Q ≥ cΩ ‖v‖H1
∀v ∈ V, (3.9)

where cΩ > 0 is a constant which depends only on Ω and Γ1. We equip V with the
inner product

(u, v)V = 〈ε (u) , ε (v)〉Q
and ‖.‖V is the associated norm. It follows from Korn’s inequality (3.9) that the norms
‖.‖H1

and ‖.‖V are equivalent on V. Then (V, ‖.‖V ) is a real Hilbert space. Moreover
by Sobolev’s trace theorem, there exists dΩ > 0 which only depends on the domain
Ω, Γ1 and Γ3 such that

‖v‖(L2(Γ3))d ≤ dΩ ‖v‖V ∀v ∈ V. (3.10)

We suppose that the body forces and surface tractions have the regularity

ϕ1 ∈ C ([0, T ] ; H) , ϕ2 ∈ C
(
[0, T ] ;

(
L2 (Γ2)

)d
)

. (3.11)

We define the function f : [0, T ] → V by

(f (t) , v)V =
∫

Ω

ϕ1 (t) .vdx +
∫

Γ2

ϕ2 (t) .vda ∀v ∈ V , t ∈ [0, T ] , (3.12)

and we note that (3.11) and (3.12) imply

f ∈ C ([0, T ] ; V ) .



268 Arezki Touzaline

In the study of the mechanical problem P1 we assume that the elasticity operator F
satisfies

(a) F : Ω× Sd → Sd;

(b) there exists M > 0 such that
|F (x, ε1)− F (x, ε2)| ≤ M |ε1 − ε2| ∀ε1, ε2 ∈ Sd,
a.e. x ∈ Ω;

(c) there exists m > 0 such that
(F (x, ε1)− F (x, ε2)) . (ε1 − ε2) ≥ m |ε1 − ε2|2 ,
∀ε1, ε2 ∈ Sd, a.e. x ∈ Ω;

(d) the mapping x → F (x, ε) is Lebesgue measurable on Ω
for any ε ∈ Sd;

(e) the mapping x → F (x, 0) ∈ Q.



(3.13)

We also need to introduce the space of the tensors of fourth order defined by

Q∞ = {E =(Eijkl) : Eijkl = Ejikl = Eklij ∈ L∞ (Ω) , 1 ≤ i, j, k, l ≤ d} ,

which is the real Banach space with the norm

‖E‖Q∞
= max

1≤i,j,k,l≤d
‖Eijkl‖L∞(Ω) .

We assume that the tensor of relaxation F satisfies

F ∈ C ([0, T ] ; Q∞) . (3.14)

The adhesion coefficients cν , cτ and εa satisfy

cν , cτ ∈ L∞ (Γ3) , εa ∈ L2 (Γ3) and cν , cτ , εa ≥ 0 a.e. on Γ3, (3.15)

and we assume that the initial bonding field satisfies

β0 ∈ L2 (Γ3) ; 0 ≤ β0 ≤ 1 a.e. on Γ3. (3.16)

Next, we consider the subset W of H1 defined as

W = {v ∈ H1 : divσ (v) ∈ H}

and let jc : V × V → R, jf : (V ∩W )× V → R be the functionals given by

jc (u, v) =
∫
Γ3

p (uν) vνda ∀(u, v) ∈ V × V ,

jf (u, v) =
∫
Γ3

µ |Rσν (u)| |vτ | da ∀(u, v) ∈ (V ∩W )× V ,

where

R : H− 1
2 (Γ) → L2 (Γ3) is a linear and continuous mapping (see [9]). (3.17)

The coefficient of friction µ is assumed to satisfy

µ ∈ L∞ (Γ3) and µ ≥ 0 a.e. on Γ3. (3.18)
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Next we let
j = jc + jf .

We also define the functional

h : L2 (Γ3)× V × V → R

by

h (β, u, v) =
∫

Γ3

(−cνβ2Rν(uν)vν + cτβ2Rτ (uτ ) .vτ )da, ∀ (β, u, v) ∈ L2 (Γ3)× V × V,

where the normal compliance function p satisfies:

(a) p : Γ3 × R → R+;

(b) there exists Lp > 0 such that
|p (x, r1)− p (x, r2)| ≤ Lp |r1 − r2|
∀r1, r2 ∈ R, a.e. x ∈ Γ3;

(c) (p (x, r1)− p (x, r2)) (r1 − r2) ≥ 0
∀r1, r2 ∈ R, a.e. x ∈ Γ3;

(d) the mapping x → p (x, r) is Lebesgue measurable on Γ3,
for any r ∈ R;

(e) p (x, r) = 0 ∀r ≤ 0, a.e. x ∈ Γ3.

(3.19)

Finally, we need to introduce the following set of the bonding field:

B =
{
θ : [0, T ] → L2 (Γ3) : 0 ≤ θ (t) ≤ 1, ∀t ∈ [0, T ] , a.e. on Γ3

}
.

By a standard procedure based on Green’s formula we derive the following variational
formulation of Problem P1, in terms of displacement and bonding field.

Problem P2. Find a displacement field u ∈ C ([0, T ] ; V ) and a bonding field β ∈
W 1,∞ (

0, T ;L2 (Γ3)
)
∩B such that

u (t) ∈ K ∩W, 〈Fε (u (t)) , ε (v)− ε (u (t))〉Q

+
〈∫ t

0
F (t− s) ε (u (s)) ds, ε (v)− ε (u (t))

〉
Q

+h (β (t) , u (t) , v − u (t)) + j (u (t) , v)− j (u (t) , u (t))

≥ (f (t) , v − u (t))V ∀ v ∈ K, t ∈ [0, T ] ,

(3.20)

β̇ (t) = −
[
β (t) (cν (Rν (uν (t)))2 + cτ |Rτ (uτ (t))|2)− εa

]
+

a.e. t ∈ (0, T ) , (3.21)

β (0) = β0. (3.22)
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4. Existence and uniqueness of solution

Our main result in this section is the following theorem.

Theorem 4.1. Let (3.11) , (3.13), (3.14), (3.15), (3.16) , (3.17), (3.18) and (3.19) hold.
Then, there exists a constant µ0 > 0 such that Problem P2 has a unique solution if

‖µ‖L∞(Γ3)
< µ0.

The proof of Theorem 4.1 is carried out in several steps. In the first step, we consider
the closed subset Z of the space C

(
[0, T ] ; L2 (Γ3)

)
defined as

Z =
{
θ ∈ C

(
[0, T ] ; L2 (Γ3)

)
∩B : θ (0) = β0

}
,

where the Banach space C
(
[0, T ] ; L2 (Γ3)

)
is endowed with the norm

‖β‖k = max
t∈[0,T ]

[
exp (−kt) ‖β (t)‖L2(Γ3)

]
, k > 0.

Next for a given β ∈ Z, we consider the following variational problem.
Problem P1β . Find uβ ∈ C ([0, T ] ; V ) such that

uβ (t) ∈ K ∩W , 〈Fε (uβ (t)) , ε (v)− ε (uβ (t))〉Q

+
〈∫ t

0
F (t− s) ε (uβ (s)) ds, ε (v)− ε (uβ (t))

〉
Q

+h (β (t) , uβ (t) , v − uβ (t)) + j (uβ (t) , v)− j (uβ (t) , uβ (t))

≥ (f (t) , v − uβ (t))V ∀ v ∈ K, t ∈ [0, T ] .

(4.1)

We have the following result.
Theorem 4.2. There exists a constant µ1 > 0 such that Problem P1β has a unique
solution if

‖µ‖L∞(Γ3)
< µ1.

To prove this theorem, for η ∈ C ([0, T ] ; Q) we consider the following intermediate
problem.

Problem P1βη. Find uβη ∈ C ([0, T ] ; V ) such that

uβη (t) ∈ K ∩W , 〈Fε (uβη (t)) , ε (v − uβη (t))〉Q + 〈η (t) , ε (v − uβη (t))〉Q

+h (β (t) , uβη (t) , v − uβη (t)) + j (uβη (t) , v)− j (uβη (t) , uβη (t))

≥ (f (t) , v − uβη (t))V ∀v ∈ K, t ∈ [0, T ] .

(4.2)

Since Riesz’s representation theorem implies that there exists an element fη ∈
C ([0, T ] ; V ) such that

(fη (t) , v)V = (f (t) , v)V − 〈η (t) , ε (v)〉Q ,

then Problem P1βη is equivalent to the following problem.
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Problem P2βη. Find uβη ∈ C ([0, T ] ; V ) such that

uβη (t) ∈ K ∩W , 〈Fε (uβη (t)) , ε (v − uβη (t))〉Q + h (β (t) , uβη (t) , v − uβη (t))

+j (uβη (t) , v)− j (uβη (t) , uβη (t)) ≥ (fη (t) , v − uβη (t))V ∀v ∈ K, t ∈ [0, T ] .
(4.3)

We now show the proposition below.
Proposition 4.3. There exists a constant µ1 > 0 such that Problem P2βη has a unique
solution if

‖µ‖L∞(Γ3)
< µ1.

We shall prove Proposition 4.3 in several steps by using arguments on Banach fixed
point theorem. Indeed, let q ∈ C+ where C+ is a non-empty closed subset of L2 (Γ3)
defined as

C+ =
{
s ∈ L2 (Γ3) ; s ≥ 0 a.e. on Γ3

}
and let the functional jq : V → R given by

jq (v) =
∫

Γ3

µq |vτ | da ∀v ∈ V.

We consider the following auxiliary problem.
Problem P2βηq. Find uβηq ∈ C ([0, T ] ; V ) such that

uβηq (t) ∈ K, 〈Fε (uβηq (t)) , ε (v − uβηq (t))〉Q + h (β (t) , uβηq (t) , v − uβηq (t))

+jc (uβηq (t) , v − uβηq (t)) + jq (v)− jq (uβηq (t)) ≥ (fη (t) , v − uβηq (t))V ,

∀v ∈ K, t ∈ [0, T ] .
(4.4)

We have the following lemma.
Lemma 4.4. Problem P2βηq has a unique solution.

Proof. Let t ∈ [0, T ] and let Aβ(t) : V → V be the operator defined by(
Aβ(t)u, v

)
V

= 〈Fε (u) , ε(v)〉Q + h (β (t) , u, v) + jc (u, v) ∀u, v ∈ V.

As in [28], using (3.13) (b), (3.13) (c), (3.15), (3.19) (b), (3.19) (c) and the properties
of Rν and Rτ , we see that the operator Aβ(t) is Lipschitz continuous and strongly
monotone. On the other hand the functional jq : V → R is a continuous seminorm;
using standard arguments on elliptic variational inequalties (see [25]), it follows that
there exists a unique element uβηq (t) ∈ K which satisfies the inequality (4.4).
Now, for each t ∈ [0, T ], we define the map Ψt : C+ → C+ by

Ψt (q) = |Rσν (uβηq (t))| .
We show the following lemma.
Lemma 4.5. There exists a constant µ1 > 0 such that the mapping Ψt has a unique
fixed point q∗ and uβηq∗ (t) is a unique solution of the inequality (4.3) if

‖µ‖L∞(Γ3)
< µ1.
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Proof. Let q1, q2 ∈ C+. Using (3.17), it follows that there exists a constant c0 > 0
such that

‖Ψt (q1)−Ψt (q2)‖L2(Γ3)
≤ c0 ‖σν (uβηq1 (t))− σν (uβηq2 (t))‖

H−
1
2 (Γ)

. (4.5)

Moreover using (3.13) (b) yields

‖σν (uβηq1 (t))− σν (uβηq2 (t))‖
H−

1
2 (Γ)

≤ M ‖uβηq1 (t)− uβηq2 (t)‖V . (4.6)

We also use (3.10), (3.13) (c), (3.19) (c) and the properties of Rν and Rτ to find after
some calculus algebra that

‖uβηq1 (t)− uβηq2 (t)‖V ≤
‖µ‖L∞(Γ3)dΩ

m
‖q1 − q2‖L2(Γ3)

. (4.7)

Hence, taking into account (3.18), we combine (4.5), (4.6) and (4.7) to deduce that

‖Ψt (q1)−Ψt (q2)‖L2(Γ3)
≤ ‖µ‖L∞(Γ3)

c0MdΩ

m
‖q1 − q2‖L2(Γ3)

.

Take µ1 = m/c0MdΩ, then this inequality shows that if ‖µ‖L∞(Γ3)
< µ1, Ψ is a

contraction; thus it has a unique fixed point q∗ and uβηq∗ (t) is a unique solution of
(4.3).

Denote uβηq∗ = uβη. We now shall see that uβη ∈ C ([0, T ] ; V ) . Indeed, let t1, t2 ∈
[0, T ]. Take v = uβη (t2) in (4.3) written for t = t1 and then v = uβη (t1) in the same
inequality written for t = t2. Using (3.13) (c), (3.17), (3.19) (c) and the properties
of Rν and Rτ , and adding the resulting inequalities, it follows that there exists a
constant c1 > 0 such that

‖uβη (t2)− uβη (t1)‖V ≤
c1

m− ‖µ‖L∞(Γ3)c0MdΩ
(‖β(t2)− β(t1)‖L2(Γ3) + ‖η(t2)− η(t1)‖Q + ‖f(t2)− f(t1)‖V ).

Then, as β ∈ C
(
[0, T ] ; L2 (Γ3)

)
, η ∈ C ([0, T ] ; Q) and f ∈ C ([0, T ] ; V ), we immedi-

ately conclude. We also have that uβη (t) ∈ W,∀t ∈ [0, T ]. Indeed, for each t ∈ [0, T ],
denote σ (uβη (t)) = Fε (uβη (t))+ η (t), take v = uβη (t)±ϕ in inequality (4.3) where
ϕ ∈ (C∞0 (Ω))d and use Green’s formula with the regularity ϕ1 (t) ∈ H leads to
divσ (uβη (t)) ∈ H and then uβη (t) ∈ W . �
Now we introduce the operator

Λβ : C ([0, T ] ; Q) → C ([0, T ] ; Q)

defined by

Λβη (t) =
∫ t

0

F (t− s) ε (uβη (s)) ds ∀η ∈ C ([0, T ] ; Q) , t ∈ [0, T ] . (4.8)

We have the lemma below.
Lemma 4.6. The operator Λβ has a unique fixed point ηβ .
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Proof. Let η1, η2 ∈ C ([0, T ] ; Q). Using (4.3), (4.8) and (3.14) we obtain for
‖µ‖L∞(Γ3)

< µ1 that

‖Λβη1 (t)− Λβη2 (t)‖Q ≤ c2

∫ t

0

‖η1 (s)− η2 (s)‖Q ds ∀t ∈ [0, T ] ,

where c2 > 0. Reiterating this inequality n times, yields∥∥Λn
βη1 − Λn

βη2

∥∥
C([0,T ];Q)

≤ (c2T )n

n!
‖η1 − η2‖C([0,T ];Q) .

As lim
n→+∞

(c2T )n

n!
= 0, it follows that for a positive integer n sufficiently large, Λn

β is

a contraction; then, by using the Banach fixed point theorem, it has a unique fixed
point ηβ which is also a unique fixed point of Λβ i.e.,

Λβηβ (t) = ηβ (t) ∀t ∈ [0, T ] . (4.9)

Then by (4.3) and (4.9) we conclude that uβηβ
is the unique solution of Problem P1β .

�
Next denote uβ = uβηβ

. In the second step we state the following problem.

Problem Pad. Find β∗ : [0, T ] → L2 (Γ3) such that

β̇∗ (t) = −
[
β∗ (t) (cν (Rν (uβ∗ν (t)))2 + cτ |Rτ (uβ∗τ (s))|2)− εa

]
+

a.e. t ∈ (0, T ) ,

(4.10)
β∗ (0) = β0. (4.11)

We obtain the following result.
Proposition 4.7. Problem Pad has a unique solution β∗ which satisfies

β∗ ∈ W 1,∞ (
0, T ;L2 (Γ3)

)
∩B.

Proof. Let t ∈ [0, T ] and consider the mapping Φ : Z → Z defined by

Φβ (t) = β0 −
∫ t

0

[β (s) (cν(Rν (uβν (s)))2 + cτ |Rτ (uβτ (s))|2)− εa]+ds,

where uβ is the solution of Problem P1β . For β1, β2 ∈ Z, there exists a constant
c2 > 0 such that

‖Φβ1 (t)− Φβ2 (t)‖L2(Γ3)

≤ c2

∫ t

0

∥∥∥β1 (s)
(
Rν

(
u

β1ν (s)
))2 − β2 (s)

(
Rν

(
u

β2ν (s)
))2

∥∥∥
L2(Γ3)

ds

+c2

∫ t

0

∥∥∥β1 (s)
∣∣Rτ

(
u

β1τ (s)
)∣∣2 − β2 (s)

∣∣Rτ

(
u

β2τ (s)
)∣∣2∥∥∥

L2(Γ3)
ds.

As in [31] we deduce

‖Φβ1 (t)− Φβ2 (t)‖L2(Γ3)
≤

c3(
∫ t

0
‖β1 (s)− β2 (s)‖L2(Γ3)

ds +
∫ t

0
‖uβ1 (s)− uβ2 (s)‖V ds),

(4.12)
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for some constant c3 > 0. Now to continue the proof we have needed to prove the
following lemma.

Lemma 4.8. There exists a constant µ0 > 0 such that

‖uβ1 (t)− uβ2 (t)‖V ≤ c ‖β1 (t)− β2 (t)‖L2(Γ3)
∀t ∈ [0, T ] ,

if

‖µ‖L∞(Γ3)
< µ0.

Proof. Let t ∈ [0, T ]. Take uβ2 (t) in (4.1) satisfied by uβ1 (t), then take uβ1 (t) in the
same inequality satisfied by uβ2 (t); by adding the resulting inequalities we obtain

〈Fε (uβ1 (t))− Fε (uβ2 (t)) , ε (uβ1 (t))− ε (uβ2 (t))〉Q

≤
〈∫ t

0
F (t− s) (ε (uβ1 (s))− ε (uβ2 (s)) ds, ε (uβ2 (t))− ε (uβ1 (t))

〉
Q

+h (β1 (t) , uβ1 (t) , uβ2 (t)− uβ1 (t)) + h (β2 (t) , uβ2 (t) , uβ1 (t)− uβ2 (t))

+j (uβ1 (t) , uβ2 (t))− j (uβ1 (t) , uβ1 (t)) + j (uβ2 (t) , uβ1 (t))− j (uβ2 (t) , uβ2 (t)) .

Using (3.13) (b) this inequality implies

m ‖uβ1 (t)− uβ2 (t)‖2V ≤〈∫ t

0
F (t− s) (ε (uβ1 (s))− ε (uβ2 (s)) ds, ε (uβ2 (t))− ε (uβ1 (t))

〉
Q

+h (β1 (t) , uβ1 (t) , uβ2 (t)− uβ1 (t)) + h (β2 (t) , uβ2 (t) , uβ1 (t)− uβ2 (t))

+j (uβ1 (t) , uβ2 (t))− j (uβ1 (t) , uβ1 (t)) + j (uβ2 (t) , uβ1 (t))− j (uβ2 (t) , uβ2 (t)) .
(4.13)

We have 〈∫ t

0
F (t− s) (ε (uβ1 (s))− ε (uβ2 (s))) ds, ε (uβ2 (t)− uβ1 (t))

〉
Q

≤
(∫ t

0
‖F (t− s)‖Q∞

‖uβ2 (s)− uβ1 (s)‖V ds
)
‖uβ1 (t)− uβ2 (t)‖V

≤ c4

(∫ t

0
‖uβ1 (s)− uβ2 (s)‖V ds

)
‖uβ1 (t)− uβ2 (t)‖V ,

for some positive constant c4. Using Young’s inequality, we find〈∫ t

0
F (t− s) (ε (uβ1 (s))− ε (uβ2 (s))) ds, ε (uβ2 (t)− uβ1 (t))

〉
Q

≤ c2
4

2m

(∫ t

0
‖uβ2 (s)− uβ1 (s)‖V ds

)2

+
m

2
‖uβ1 (t)− uβ2 (t)‖2V .

(4.14)
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Using the properties of Rν and Rτ (see [28] ), we have

h (β1 (t) , uβ1 (t) , uβ2 (t)− uβ1 (t)) + h (β2 (t) , uβ2 (t) , uβ1 (t)− uβ2 (t))

≤ c5 ‖β1 (t)− β2 (t)‖L2(Γ3)
‖uβ1 (t)− uβ2 (t)‖V ,

where c5 > 0. Using also (3.10), (3.17) and (3.19) (c) yields

j (uβ1 (t) , uβ2 (t))− j (uβ1 (t) , uβ1 (t)) + j (uβ2 (t) , uβ1 (t))− j (uβ2 (t) , uβ2 (t))

≤ c0MdΩ ‖µ‖L∞(Γ3)
‖uβ1 (t)− uβ2 (t)‖2V .

(4.15)
We now combine inequalities (4.13), (4.14) and (4.15) to deduce

m ‖uβ1 (t)− uβ2 (t)‖2V ≤ c0MdΩ ‖µ‖L∞(Γ3)
‖uβ1 (t)− uβ2 (t)‖2V

+
c2
4

2m

(∫ t

0
‖uβ1 (s)− uβ2 (s)‖V ds

)2

+
m

2
‖uβ1 (t)− uβ2 (t)‖2V

+c5 ‖β1 (t)− β2 (t)‖L2(Γ3)
‖uβ1 (t)− uβ2 (t)‖V .

(4.16)

Using Young’s inequality we get

c5 ‖β1 (t)− β2 (t)‖L2(Γ3)
‖uβ1 (t)− uβ2 (t)‖V

≤ c6 ‖β1 (t)− β2 (t)‖2L2(Γ3)
+

m

4
‖uβ1 (t)− uβ2 (t)‖2V

(4.17)

for some constant c6 > 0. Then (4.16) and (4.17) imply that
m

4
‖uβ1 (t)− uβ2 (t)‖2V ≤

c0MdΩ ‖µ‖L∞(Γ3)
‖uβ1 (t)− uβ2 (t)‖2V +

c2
4

2m

(∫ t

0
‖uβ1 (s)− uβ2 (s)‖V ds

)2

+c6 ‖β1 (t)− β2 (t)‖2L2(Γ3)
.

Let now

µ0 = µ1/4.

Then if
‖µ‖L∞(Γ3)

< µ0,

we deduce that there exists a constant c7 > 0 such that

‖uβ1 (t)− uβ2 (t)‖2V ≤ c7

(∫ t

0

‖uβ1 (s)− uβ2 (s)‖2V ds + ‖β1 (t)− β2 (t)‖2L2(Γ3)

)
.

Then using Gronwall’s argument, it follows that there exists a constant c > 0 such
that

‖uβ1 (t)− uβ2 (t)‖V ≤ c ‖β1 (t)− β2 (t)‖L2(Γ3)
. (4.18)

�
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Now to end the proof of Proposition 4.7 we use (4.12) and (4.18) to deduce

‖Φβ1 (t)− Φβ2 (t)‖L2(Γ3)
≤ c8

∫ t

0
‖β1 (s)− β2 (s)‖L2(Γ3)

ds ∀t ∈ [0, T ] ,

where c8 > 0, and then we obtain

‖Φβ1 − Φβ2‖k ≤
c8

k
‖β1 − β2‖k .

This inequality shows that for k > c8, Φ is a contraction. Then it has a unique
fixed point β∗ which satisfies (4.10) and (4.11). We now have all ingredients to prove
Theorem 4.1.
Proof of Theorem 4.1. Existence. Let β = β∗ and let uβ∗ the solution of Problem
P1β . We conclude by (4.1), (4.10) and (4.11) that (uβ∗ , β

∗) is a solution to Problem
P2.
Uniqueness. Suppose that (u, β) is a solution of Problem P2 which satisfies (3.20),
(3.21) and (3.22). It follows from (3.20) that u is a solution to Problem P1β , and from
Theorem 4.2 that u = uβ . Take u = uβ in (3.20) and use the initial condition (3.22),
we deduce that β is a solution to Problem Pad. Therefore, we obtain from Proposition
4.7 that β = β∗ and then we conclude that (uβ∗ , β

∗) is a unique solution to Problem
P2. �
Let now σ∗ be the function defined by (3.1) which corresponds to the function uβ∗ .
Then, it results from (3.13) and (3.14) that σ∗ ∈ C ([0, T ] ; Q). Using also a standard
argument, it follows from the inequality (3.20) that

divσ∗ (t) + ϕ1 (t) = 0 in Ω, for all t ∈ [0, T ] .

Therefore, using the regularity ϕ1 ∈ C ([0, T ] ; H), we deduce that divσ∗ ∈
C ([0, T ] ; H) which implies that σ∗ ∈ C ([0, T ] ; Q1). The triple (uβ∗ , σ

∗, β∗) which
satisfies (3.1) and (3.20) − (3.22) is called a weak solution of Problem P1. We con-
clude that under the stated assumptions, the problem P1 has a unique weak solution
(uβ∗ , σ

∗, β∗). Moreover, the regularity of the weak solution is uβ∗ ∈ C ([0, T ] ; V ),
σ∗ ∈ C ([0, T ] ; Q1), β∗ ∈ W 1,∞ (

0, T ;L2 (Γ3)
)
∩B.
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Francis Clarke, Functional Analysis, Calculus of Variations and Optimal Control,
Graduate Texts in Mathematics 264, Springer, London - Heidelberg - New York -
Dordrecht, 2013, ISBN 978-1-4471-4819-7; ISBN 978-1-4471-4820-3 (eBook); DOI
10.1007/978-1-4471-4820-3, xiv+591 pp.

The book consists of four parts: I. Functional Analysis, II. Optimization and
Nonsmooth Analysis, III. Calculus of Variations, and IV. Optimal Control. Treating
apparently disparate topics, these parts are, in fact, strongly interconnected, each
topic being treated in a way that makes it of use for the remaining, and making use
of the preceding ones.

The first part can be considered as an introduction to some topics in functional
analysis (although some familiarity with basic functional analysis and real analy-
sis is assumed), mainly those useful in the next three parts. To this end, besides
some standard material on normed spaces, continuous linear functionals and oper-
ators, some topics useful in optimization and calculus of variations, as derivatives,
tangents and normals, convex functions and convex analysis, perturbed minimization
principles (Ekeland’s variational principle) and regularity, are included. Besides this,
some proofs are given using optimization methods. For instance, the open mapping
theorem is proven via a Decrease Principle, which, in its turn, is a consequence of
Ekeland Variational Principle. Some regularity problems are discussed as well, in-
cluding Graves-Lyusternik theorem. As application, the direct method of the calculus
of variations is illustrated by a result on the existence of minima of convex lsc func-
tions defined on convex subsets of reflexive Banach spaces. The direct method will be
systematically exploited in the next chapters to prove the existence of solutions in cal-
culus of variations and optimal control problems. Lebesgue spaces Lp(Ω), Ω ⊂ Rn, are
treated in detail - duality and reflexivity (via uniform rotundity in the case 1 < p < ∞
and directly for p = 1), weak compactness. Measurable multifunctions, measurable se-
lections and semicontinuity properties of integral functionals, and some weak closure
results in L1 related to differential inclusions are considered as well. This part ends
with a short introduction to Hilbert spaces, including a smooth minimization princi-
ple and proximal subdifferentials, with applications to dense Fréchet differentiability
of convex functions and to Moreau-Yosida approximation.

The second part starts with a discussion, motivated by examples, on the main
problems in optimization theory and on various techniques used for their solving
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((mainly in the convex case) - deductive and inductive methods, multipliers and La-
grange type results, Kuhn-Tucker theorem. All this discussion leads to the conclusion
of the need for a nonsmooth calculus whose development starts in Chapter 10 with
the study of generalized gradients for locally Lipschitz functions defined on Banach
spaces, the corresponding subdifferentials and the calculus rules. The notion of gener-
alized gradient was introduced by the author and exposed in the book, F. H. Clarke,
Optimization and Nonsmooth Analysis, Wiley-Interscience, New York, 1983 (repub-
lished as vol. 5 of Classics in Applied Mathematics, SIAM, 1990), a breakthrough
in the study of optimization problems. For further developments, see F. H. Clarke,
Yu. S. Ledyaev, R. J. Stern, and P. R.Wolenski, Nonsmooth Analysis and Control
Theory, GMT vol. 178, Springer-Verlag, New York, 1998. This study continues in the
next chapter with the consideration of proximal subgradients and proximal calculus,
Dini and viscosity subdifferentials. For both of these two types of subdifferentials
one proves multiplier rules. The second part ends with a chapter, Ch. 12, Invariance
and monotonicity, dealing with flow invariance for differential inclusions of the form
x′(t) ∈ F (x(t)), a.e. t ∈ [a, b], where x : [a, b] → Rn is absolutely continuous and F
is a multifunction from Rn to Rn.

The third part is devoted to the calculus of variations, modeled on the study
of the minimization of the functional J(x) =

∫ b

a
Λ(t, x(t), v(t))dt over a convenable

class of functions. In the first chapter of this part, Ch. 14, The classical theory, one
supposes that Λ : R3 → R is twice differentiable and x ∈ C2[a, b]. The first chapter of
this part (Ch. 14, The classical theory) is concerned mainly with necessary conditions,
a subject that is over than three hundred years old which is presented in historical
perspective, emphasizing the contributions of some great mathematicians - Euler,
Lagrange, Legendre, Jacobi, Tonelli, and others. The theory is extended in the next
chapter to the class of Lipschitz functions, and to absolutely continuous functions (the
natural framework to study the problem) in Chapter 16. A general multiplier rule is
proved in Chapter 17 with application to the isoperimetric problem. One considers
also nonsmooth Lagrangians and Hamilton-Jacobi methods. In the last chapter of
this part, Ch. 20, Multiple integrals, the interval [a, b] is replaced by a nonempty open
bounded subset Ω of Rn, and the solutions are discussed first in the classical context
(that is for x ∈ C2(Ω̄)), and then one considers Lipschitz solutions and solutions in
Sobolev space.

The last part of the book is devoted to optimal control, a natural generalization
of the calculus of variations, having as a central topic Pontryagin’s maximum principle.
This very important result is presented gradually and from different angles, starting
with the classical Maximum Principle proved by Pontryagin a.o. around 1960. The
author presents several variants and extensions of this principle, culminating with a
very general one involving differential inclusions, from which one deduces all previous
principles, but which has an intrinsic interest too. No easy proof of this principle is
known. Although, not easy too, this new approach gives a full, more streamlined, more
unified and self contained treatment of this difficult matter. Existence and regularity
and the use of inductive methods to check presumably solutions of control problems
are discussed as well.
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There are a lot of exercises spread throughout the book, completing the main
text with further results and examples. Besides these, each part ends with a set of
additional, more demanding exercises (most of them original). Full, partial, or hints
only solutions for some of them are given in the endnotes.

Each of the four parts the book, or selections of chapters, can be used for courses
on different topics. Some variants, experienced by the author himself, are suggested
in the Preface.

Written by an expert in the field, with outstanding contributions to nonsmooth
analysis, calculus of variations and optimal control, the present book, written in a live
but rigorous style, will help the interested people to a smooth approach and a better
understanding of this difficult subject in mathematics, both pure and applied, which
is optimal control.

S. Cobzaş

Mikhail Popov and Beata Randrianantoanina, Narrow Operators on Function Spaces
and Vector Lattices, Studies in Mathematics, Vol. 45, xiii + 319 pp, Walter de
Gruyter, Berlin - New York, 2013, ISBN: 978-3-11-026303-9, e-ISBN: 978-3-11-
026334-3, ISSN: 0179-0986.

By an F -space one understands a complete metric linear space. For an atomless
finite measure space (Ω,Σ, µ) one denotes by L0(µ) the space of equivalence classes of
real- or complex-valued µ-measurable functions and let Σ+ = {A ∈ Σ : µ(A) > 0}. A
Köthe F -space is a subspace E of L0(µ) such that (Ki) y ∈ E and |x| ≤ |y| ⇒ y ∈ E
and ‖x‖ ≤ ‖y‖, and (Kii) 1Ω ∈ E. If further E is Banach and (Kiii) E ⊂ L1(µ),
then E is called a Köthe-Banach space. A sign is a measurable function on Ω taking
only the values 0,±1. A sign x is called mean zero if

∫
Ω

xdµ = 0. If supp (x) = A ∈ Σ,
then x is called a sign on A. A continuous linear operator T form a Köthe F -space
E to an F -space X is called narrow if for every A ∈ Σ+ and every ε > 0 there
exists a sign x of mean 0 on A such that ‖Tx‖ < ε. Although narrow operators were
considered and used under different names by J. Bourgain (1981) and H. P. Rosenthal
(1981-1984), they were formally defined and systematically studied by A. Plichko and
M. Popov in Dissertationes Mathematicae vol. 306 (1990). Narrow operators turned
to be a very important class of continuous linear operators with applications to the
study of Banach and quasi-Banach spaces and non-locally convex spaces. The aim
of the present book is to give a comprehensive presentation of the modern theory
of narrow operators, including very recent results (some available only as preprints,
or published for the first time), defined on function spaces and vector lattices. The
authors with their collaborators have important contributions to the domain which
are included in the book.

The book is divided into twelve chapters. The first one contains preliminary
results on F -spaces, Köthe function spaces, vector lattices, measure theory (Maharam
theorem), the definition of narrow operators and their initial properties. The term
”small” used in Chapter 2, Each ”small” operator is narrow, refers to compact or
AM -operators (send order bounded sets to compact ones), Dunford-Pettis operators,
strictly singular operators (an operator T ∈ L(E,X) is called Z-strictly singular if it
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does not preserve an isomorphic copy of any subspace X0 of E isomorphic to Z). Every
narrow operator is strictly singular, but a still open problem, posed by Plichko and
Popov in the mentioned paper, is whether or not is every strictly singular operator
narrow. Chapter 3 contains some applications of narrow operators to operators on
non-locally convex spaces (as e.g., the isomorphic classification of a class of Köthe F -
spaces, quotients of Lp(µ), 0 < p < 1). In Chapter 4, Noncompact narrow operators,
it is shown that there exists spaces with non compact narrow operators and one gives
a characterization on narrow expectation operators. In Chapter 5 spectral properties
and numerical radii for narrow operators are studied, as well as some ideal properties
of them - ST is narrow if T is but it could be not narrow if only S is narrow, so the
narrow operators form only a left ideal. Chapter 6 is concerned with Daugavet-type
properties of narrow operators T (i.e. the equality ‖I + T‖ = 1 + ‖T‖) acting on
Lebesgue or Lorentz spaces. Plichko and Popov, loc cit, have shown that any narrow
operator has the Daugavet property. Here one gives an extension of this result.

Chpater 7, Strict singularity versus narrowness, is concerned with the problem
mentioned above of narrowness of strictly singular operators. This chapter contains
some very deep results on the narrowness of some classes of strictly singular operators:
`1- as well L1-strictly singular operators on L1 (Bourgain and Rosenthal, (1983) and
Rosenthal (1984)), Lp-strictly singular operators on Lp, 1 < p < 2, (Johnson, Maurey,
Schechtman, and Tzafriri, Memoirs AMS, 1979).

In Chapter 8, Weak embeddings of L1, one discusses several types of embeddings
– semi-embeddings, Gδ-embeddings and sign-embeddings. The important result of
Talagrand, giving a negative answer to the three-space problem for isomorphic em-
beddings of L1, which asserts that there exists a subspace Z of L1 such that neither
Z nor L1/Z contains an isomorph of L1, is included.

Chapter 9, Spaces X for which every operator T ∈ L(Lp, X) is narrow, contains
characterizations of these spaces (for instance, in terms of ranges of vector measures)
and some particular spaces for which this is true are emphasized as, for instance,
L(E, c0(Γ)), L(Lp, Lr) for 1 ≤ p < 2 and p < r < ∞. In Section 9.5 one gives
a partial answer to the problem concerning strictly singular operators – every `2-
strictly singular operator from L(Lp, X) with 1 < p < ∞ and X Banach with an
unconditional basis is narrow.

Chapter 10, Narrow operators on vector lattices, is concerned with an extension
of narrowness to vector lattices as given in a paper by Maslyuchenko, Mykhaylyuk and
Popov, Positivity (2009). In Chapter 11, some variants of the notion of narrowness are
briefly discussed. Among them, one used by V. Kadets, R. Shvidkoy and D. Werner
in the study of Daugavet property.

There are 28 research problems spread through the book. For the convenience
of the reader these are collected in the last chapter, Chapter 12, with references to
the places where they occurred and bibliographical references. The book ends with a
complete bibliography of 142 titles, a Name Index and a Subject Index.

The book is clearly written with full proofs, most of which, in spite of the fact
that some have been simplified by the authors or by colleagues of them, still remain
long and involved. The book includes topics which are of great interest for researchers
in functional analysis, mainly in Banach and quasi-Banach spaces and operator theory,



Book reviews 283

making available for the first time in book form many results scattered through various
publications. Undoubtedly it will become a standard reference in the area.

S. Cobzaş

Glen Van Brummelen, The Mathematics of the Heavens and the Earth - The
Early History of Trigonometry, Princeton University Press, Princeton and Oxford,
2009, xvii+329 pp, Hardbound, ISBN 978-0-691-12973-0.

The book under review is written by a well known expert in the field of history
of mathematics. It is - as its subtitle emphasizes - a concise history of the early plane
and spherical trigonometry from the dawn of civilization to the Middle Ages (1550).

In the first chapter Precursors, the author enumerates the earliest trigonometric
results from Egypt, Babylon and Ancient Greece, like finding the slope of a pyramid,
arc measurement and the 360◦ circle or Aristarchus and Archimedes reasoning for
determining the shape of Earth, Moon and Sun and the ratio of the distances to the
Moon and to the Sun.

In the second chapter Alexandrian Greece, the author follows the development of
trigonometry in the major works of Hipparchus, Theodosius from Bithynia, Menelaus
and Claudius Ptolemy. Their results were meant to explain the observed motion of the
Sun, to solve other problems from Astronomy - like motion of the planets, timekeeping,
or from Geography - like construction of the latitude arcs on a map.

In the following chapter India, the author describes how the first trigonomet-
ric results arose in this part of the world. The chord function used by the Greek
scholars is transformed in a function proportional to the today sine function. The
tables of this function were computed with increased accuracy using higher degree
interpolation schemes for its approximation. This tables were used to solve spherical
astronomy problems - like finding the right ascension of a point on the ecliptic, or
other astronomical issues - like planetary equation.

The next chapter Islam trails the development of spherical and plane trigonom-
etry in the area occupied by the Islamic world stretching from the borders of India
through middle East across northern Africa and Spain. In this new world born in
early 7th century we find traces of Indian learning, but the Muslin scholars developed
their own techniques to solve astronomical problems. For their religious practice they
needed qibla - the direction in which they have to be oriented to face Mecca during
their daily prayers. Moreover, they used trigonometry to design astronomical instru-
ments like horary quadrants, which let them find the time of the day by the altitude
of the Sun.

The last chapter The West to 1550 is devoted to the application of trigonometry
in navigation over seas. During Middle Ages and Renaissance in Europe flourished
this new activity which benefited from trigonometry results. In the mean time, plane
trigonometry was developed by scholars like Regiomontanus, Werner, Copernic, Rheti-
cus, Otho and Pitiscus. The author emphasized their struggle to build precise tables
of trigonometric functions (mainly sine and cosine), from 0◦ to 90◦, with increments
smaller than one degree.

The book includes a number of excerpts of translation from the original texts
written by the scholars mentioned above. These are meant to give the reader of today
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the opportunity to experience directly what the ancient authors wrote and judge their
reasoning. These old writings could be obscure for the today reader, the reason why
the author provides after each text an explanation which allows a better understanding
of the content.

After few Concluding Remarks, the book ends with an extensive bibliography
which contains almost all important works for the history of trigonometry. The ref-
erence sources used to write this book are cited in Preface. Beside the excerpts from
the old texts, the book contains reproductions from old printed works.

Being devoted to the history of mathematics, the book could be used by the
teachers who want to make their lessons more attractive. Most of the excerpts from the
ancient texts stand on their own and are ready to be used to illustrate trigonometric
and astronomical concepts by providing historical context.

I highly recommend the book to all those interested in the way in which the
ancient people solve their practical problems and hope that the next volume of this
interesting history of spherical and plane trigonometry will appear soon.

Cristina Blaga

Bernard Dacorogna and Chiara Tanteri, Mathematical Analysis for Engineers,
x+359 pp, Imperial College Press, World Scientific, Singapore, 2012, ISBN: 13
978-1-84816-912-8, ISBN: 10 1-84816-912-4.

This is the translation of the third French edition of a successful book destined
to engineering students at l’Ecole Polythechnique Fédérale de Lausanne, but it can
be also profitably used by students in mathematics and physics. The prerequisites are
a basic course in analysis - differential and integral calculus.

The book is concerned with three main topics: I. Vector analysis, II. Complex
analysis, an III. Fourier analysis. The first part contains exercises on the differential
operators of mathematical physics (divergence, gradient, curl, Laplace operator), line
integrals and gradient vector fields, surface integrals and Stokes theorem.

The second part is devoted to basic results in complex analysis: holomorphic
functions and Cauchy-Riemann equations, complex integration, residues and their
applications, conformal mappings.

The third part is concerned with Fourier series and Fourier transform, Laplace
transform, and applications to ordinary and to partial differential equations.

What makes the book particularly useful are the theoretical results (definitions,
basic theorems and formulae) and the examples preceding each section. These results
are stated with mathematical rigor, without comments or proofs, but with references
to precise pages of some books from the bibliography. Also an appendix to the first
part contains some complementary results on topology, function spaces, curves and
surfaces (with examples of some important curves and surfaces). The majority of the
exercises help the students to master the concepts and techniques of the field, but
there are several, marked by ∗, which present some further theoretical developments.
The detailed solutions to exercises are given in the fourth part of the book.

This very well organized book will be useful to students in engineering, but
also to those in mathematics and physics, as a complementary material to courses in
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analysis (real and complex), Fourier analysis and differential equations (both ordinary
and partial).

Damian Trif
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