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On a property of the generalized Brauer pairs

Tiberiu Coconeţ

Abstract. In this paper we give a generalization of a result of Puig and Zhou to
the context of group graded algebras. We use this generalization for an alternative
approach of the proof of a result involving group graded basic Morita equivalences.

Mathematics Subject Classification (2010): 20C20, 20C05.

Keywords: Blocks, Brauer pairs, defect groups, normal subgroups, graded alge-
bras, permutation algebras.

1. Introduction

The extended Brauer quotient for G-interior algebras was first introduced in [5].
The construction is useful for extending to the blocks of the normalizers of the local
pointed groups the local equivalences induced by a basic Morita equivalence. The
construction was then generalized in [4] to the case of H-interior G-algebras, where
H is normal in G. Further remarks and properties are given in [2] and [3] for the case
of G/H-graded algebras, serving for the generalization of the main rezult of [5], which
was achived in [3].

In the current paper we generalize [6, Lemma 4.18] to the case of graded alge-
bras. We obtain this generalization by employing a generalized Brauer pair and we
first state and prove, without referring to graded algebras, Theorem 4.2. Secondly
we give Corollary 4.4. This approach is necessary due to some technical difficulties
involving the blocks of the generalized Brauer pairs. On the other hand the mentioned
generalization can be used for giving an alternative proof for the main result of [2].
We discuss these situations in section 4.

In Sections 2 and 3 we introduce the standard notations and the basic results
needed for the main result.

This work was supported by a grant of the Romanian Ministry of Education and Research, CNCS -

UEFISCDI, project number PN-III-P1-1.1-TE-2019-0136, within PNCDI III.
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2. Assumptions and general settings

Throughout this paper O denotes a discrete complete valuation ring with k :=
O/J(O) its residue class field, of characteristic p. G is always a finite group such that p
divides its order. All modules and algebras are finitely generated or of finite dimension.
A G-algebra over O is an algebra A such that there exists a group homomorphism
G 7→ AutO(A) compatible with the algebra structure of A. For any a ∈ A and any
g ∈ G we denoted by ag the result of g acting on a.

A G-interior algebra over O is an algebra A endowed with a group homomor-
phims G → A∗ such that g 7→ g · 1A = 1A · g, where A∗ denotes the units of A. Any
G-interior algebra is becomes a G-algebra via conjugation with the elements of G.
Explicitly for any a ∈ A and g ∈ G we have ag = g−1 · a · g.

For all subgroups K in G, on a G-algebra A, we denote by AK the set of all
K-fixed elements of A. If L is also a subgroup of G with L ≤ K then the O-module
homomorphism

TrKL : AL → AK with TrKL (a) =
∑

g∈K/L

ag,

for all a ∈ AL, is called the relative trace map. In this sum g runs through a set of
representatives of K/L. For a p-subgroup P in G we denote by A(P ) the quotient

AP /
∑
R<P

APR

and by BrP the NG(P )-algebra epimorphism

AP → A(P ).

Any G-interior algebra is naturally endowed with a G×G-module structure given by

(g1, g2) · a = g1 · a · g−1
2

for any g1, g2 ∈ G and a ∈ A. If A′ is another G-algebra a homomorphism of G-
algebras is any homomorphism of O-algebras ψ : A→ A′ that verifies ψ(ag) = ψ(a)g,
for any a ∈ A′ and g ∈ G.

If H is a normal subgroup of G, an H-interior G-algebra A is an algebra simul-
taneously endowed with an H-interior and G-algebra structure with G acting on the
natural algebra homomorphism

OH → A.

We refer the reader to [7] for the language of pointed groups and defect pointed groups
on G-algebras. Throughout the proof of Theorem 4.2 we freely use the fact that, for
any finite group G, the epimorphism of G-interior algebras

OG→ kG (2.1)

induces a defect group preserving bijection between the blocks of the two group al-
gebras. Furthermore, if G is normal in some finite group G̃ the epimorphism of G̃-
algebras 2.1 also induces a defect group preserving bijection between the G̃-invariant
blocks of OG and those of kG. We also frequently use the results of [1].
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3. The extended Brauer quotient

Let A be a G-interior algebra and consider P, a p subgroup of G. For any
ϕ ∈ Aut(P ) we set ∆ϕ(P ) : P → P × P the ϕ-twisted diagonal subgroup of P × P
defined as

∆ϕ(P ) = {(u, ϕ(u)) | u ∈ P}.
Since A is a G×G-module we use the definition of ∆ϕ(P ) to introduce the O-module

A∆ϕ(P ) = {a ∈ A | (u, ϕ(u)) · a = a for all u ∈ P}. (3.1)

We briefly present here the construction of the extended Brauer quotient. Let R be a
subgroup of P, we also introduce the O-module

A
∆ϕ(P )

∆ϕ(R) = {Tr
∆ϕ(P )

∆ϕ(R)(a) | a ∈ A∆ϕ(R)}. (3.2)

It is easily checked that A∆ϕ(P ) ·A∆ψ(P ) ⊆ A∆ϕψ(P ) for all ϕ,ψ ∈ Aut(P ). Denote by
ϕg ∈ Aut(P ) the group homomorphism ϕg(u) = g−1ug for al g ∈ NG(P ) and u ∈ P.
Then the external direct sum

N
Aut(P )
A (P ) =

⊕
ϕ∈Aut(P )

A∆ϕ(P ) (3.3)

is an NG(P )-interior algebra via NG(P ) 3 g 7→ g · 1A ∈ A∆ϕg (P ), while the sum

I :=
⊕

ϕ∈Aut(P )

(∑
R<P

A
∆ϕ(P )

∆ϕ(R)

)
(3.4)

is a two-sided ideal of N
Aut(P )
A (P ).

Definition 3.1. The extended Brauer quotient associated with the interior G-algebra
A and the p-group P is the NG(P )-interior algebra

N̄
Aut(P )
A (P ) : = N

Aut(P )
A (P )/I

=
⊕

ϕ∈Aut(P )

A∆ϕ(P )/

(∑
R<P

A
∆ϕ(P )

∆ϕ(R)

)

=:
⊕

ϕ∈Aut(P )

A(∆ϕ(P ))

Remark 3.2. Definition 3.1 can be given for any subgroup of Aut(P ). It was gener-
alized to the case of H-interior G-algebras, where H is normal in G and P ≤ G, in
[4]. In this situation the authors restrict the constructions presented in 3.1 through
3.4 for all automorphisms ϕ ∈ Aut(P ) that satisfy ϕ(u) ∈ uH for all u ∈ P. Further
generalizations of the extended Brauer quotient are given in [3]. We present them
here. Assume H is normal in G and B is an H-interior G-algebra. Then

A := B ⊗OH OG
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is a G-interior algebra via g 7→ 1⊗ g with the multiplication ginev by

(a⊗ g)(b⊗ h) = abg
−1

⊗ gh for a, b ∈ A and gh ∈ G.
Obviously A is a Ḡ := G/H-graded G-algebra with Aḡ := B ⊗ g for any g ∈ ḡ

and any ḡ ∈ Ḡ. Furthermore if x ∈ G and ḡ ∈ Ḡ then (Aḡ)
x = Agx . Set P̄ = PH/H.

Any element ϕ ∈ Aut(P ) determines an element ϕ̄ ∈ Aut(P̄ ) with ϕ̄(u) = ϕ(u) for
all u ∈ P. According to [3, Paragraph 4] quotient of the groups

AutḠ(P ) = {ϕ ∈ Aut(P ) | ϕ(u) = ug for some ḡ ∈ Ḡ and for all u ∈ P}
and

Aut1̄(P ) = {ϕ ∈ Aut(P ) | ϕ(u) = u for all u ∈ P}

determine the graded structure of N̄
Aut(P )
A (P ). In the case B = OH,

N̄
Aut(P )
A (P ) ' kNG(P )

as NG(P )/CH(P )-graded NG(P )-interior algebras.

4. A property of the generalized Brauer pairs

We use the notations above, and chose H a normal subgroup of G and b a block
of OH that is G-invariant. Let Q denote a p-subgroup of G and consider the Brauer
homomorphism with respect to Q

BrQ : OHQ → kCH(Q).

Let (Q, eQ) be a (G,H, b)-Brauer pair. That is eQ is a block of kCH(Q) that verifies
BrQ(b)eQ = eQ. Since CH(Q) is a normal subgroup of NG(Q), the latter group acts on
Z(kCH(Q)) hence it makes sense to consider the stabilizer of eQ in NG(Q), denoted
NG(Q, eQ). Consider the group homomorphism

NG(Q)→ Aut(Q) (4.1)

Let T denote a subgroup of the image of NG(Q, eQ) in Aut(Q). We denote by NT
G(Q)

the inverse image of T via 4.1.
Finally we denote NT

H(Q) = NT
G(Q) ∩H and Q1 = Q ∩NH(Q) and we assume that

Q1 is not trivial.

Remark 4.1. As [6, 4.1] states for the caseH = G any block of kCH(Q) remains a block
of kH where CG(Q) ≤ H ≤ NT

G(Q). In our situation it might happen that a block of
kCH(Q) is not primitive in Z(kNT

H(Q)). It could happen that is also not primitive in

kNT
H(Q)N

T
G (Q), unless Q ≤ NT

G(Q). In any case the injective homomorphism 4.3 can
be constructed and used for its purpose in the proof.

Theorem 4.2. There exists a point ν of Q ·NT
G(Q) on OHb with BrQ(ν) = eQ, and for

any local pointed group Rε on OHb satisfying Q ≤ R and Rε ≤ Q ·NT
G(Q)ν , there is

a local pointed group NT
R (Q)ε̄ on ONT

H(Q)eQ such that there exists a NT
R (Q)-interior

algebra embedding

(kNT
G(Q))ε̄ → N̄T

(OGb)ε(Q) (4.2)
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determined by the structural homomorphism

NT
G(Q)→ N̄T

OGb(Q).

Moreover, Rε is a defect pointed group of Q · NT
G(Q)ν on OHb if and only if

NT
R (Q)BrQ(ε) ≤ NT

G(Q){eQ} is a maximal local pointed group with this property over

kCH(Q)eQ. In particular, NT
R (Q) is a defect group of eQ as a primitive idempotent

of (kCH(Q))N
T
G (Q) if and only if R is a defect group of eQ as a primitive idempotent

of (k(Q1 ·NT
H(Q))Q·N

T
G (Q).

Proof. The block eQ lies in kCH(Q)Q·N
T
G (Q), where it remains primitive. It is clear that

it lifts to a point ν ⊆ (OH)Q·N
T
G (Q) via BrQ . Since BrQ(b)eQ = eQ we obtain bν = ν

giving ν ⊆ (OHb)Q·NTG (Q). For any T chosen as above eQ is a primitive idempotent

in ONT
H(Q)Q·N

T
G (Q) and in O(Q1 ·NT

H(Q))Q·N
T
G (Q) according to [8, Lemma 2.1].

Let Rε be as mentioned. Since Q is normal in R and since we deal with per-
mutation algebras we get that BrOHR (ε) 6= 0 implies BrOHQ (ε) 6= 0. Furthermore

BrQ(ε)eQ = BrQ(ε), we set ε̃ = BrQ(ε) and since Br
kCH(Q)
R (ε̃) 6= 0 it is clear that

NT
R (Q)ε̃ is a local pointed group on kCH(Q)eQ. The injective algebra homomorphism

(kCH(Q)eQ)(NT
R (Q))→ (kNT

H(Q)eQ)(NT
R (Q)) (4.3)

determines a point ε̄ ⊆ (kNT
H(Q)eQ)N

T
R (Q) satisfying

ε̃ · ε̄ = ε̄ and Br
kNTH(Q)

NTR (Q)
(ε̄) 6= 0. (4.4)

The construction of the extended Brauer quotient and [4, Theorem 3.1] give the
NT
R (Q)-interior algebra isomorphism

N̄T
(OGb)ε(Q) ' (N̄T

OGb(Q))ε̃.

We apply [3, Remark 2.4] and 4.4 to obtain that the group homomorphism

NT
G(Q)→ (N̄T

OGb(Q))∗,

given by

g 7→ g · b ∈ ((OGb)∆ϕg (Q))∗

induces the mentioned NT
R (Q)-interior algebra embedding.

First assume that Rε is a defect pointed group of Q ·NT
G(Q)ν on OHb.

Then ν ⊆ (OHb)Q·N
T
G (Q)

R and ν · ε = ε. Applying BrQ on the last equality we

get eQ · BrQ(ε) = BrQ(ε) and eQ ∈ kCH(Q)
NTG (Q)

NTR (Q)
. According to 4.4 we obtain

Br
kCH(Q)

NTR (Q)
(eQ) 6= 0.

Conversely, by our assumptions we have eQ · BrQ(ε) = BrQ(ε), eQ ∈ kCH(Q)
NTG (Q)

NTR (Q)
,

Br
kCH(Q)

NTR (Q)
(eQ) 6= 0, for some local point ε ⊆ (OHb)Q·NTR (Q). Using the O-algebra

epimorphism

(OHb)Q·N
T
G (Q)

Q·NTR (Q)
→ (kCH(Q)eQ)

Q·NTG (Q)

Q·NTR (Q)
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we see that ν in relatively R = Q · NT
R (Q) -projective and ν · ε = ε. This concludes

the proof of the first equivalence.

We use [8, Lemma 2.1] again to obtain that eQ ∈ k(Q1 · NT
H(Q))Q·N

T
G (Q) is

still a primitive idempotent. The last assertion follows immediately from the above
statements by using Q1 ·NT

H(Q) in place of H and eQ in place of ν. �

Remark 4.3. Although the block eQ is not necessarily primitive in Z(kNT
H(Q)) or in

kNT
H(Q)N

T
G (Q), the theorem above covers [6, Lemma 4.18] when applied in the case

H = G, which gives Q1 = Q, and by substituting CG(Q) for NT
G(Q) in the second

statemen of the theorem. We can obtain another generalization as it follows from the
next corollary.

Corollary 4.4. There exists a point ν of Q ·NT
G(Q) on OHb with BrQ(ν) = eQ and for

any local pointed group Rε on OHb satisfying Q ≤ R and Rε ≤ Q ·NT
G(Q)ν , there is

a local pointed group NT
R (Q)ε̄ on kCH(Q)eQ such that there exists a NT

R (Q)-interior
NT
G(Q)/CH(Q)-graded algebra isomorphism

(kNT
G(Q))ε̄ → N̄T

(OGb)ε(Q) (4.5)

determined by the structural homomorphism

NT
G(Q)→ N̄T

OGb(Q).

Moreover, Rε is a defect pointed group of Q · NT
G(Q)ν on OHb if and only if

NT
R (Q)BrQ(ε) ≤ NT

G(Q){eQ} is a maximal local pointed group with this property over

kCH(Q)eQ. In particular, NT
R (Q) is a defect group of eQ as a primitive idempotent

of (kCH(Q))N
T
G (Q) if and only if R is a defect group of eQ as a primitive idempotent

of (kQ1 · CH(Q))Q·N
T
G (Q).

Remark 4.5. 1. Notice that we can also consider T such that NT
G(Q) =

NG(Q, eQ), but in this situation the statement of Corollary 4.4 only points
out the NG(Q, eQ)/CH(Q)-graded isomorphism 4.5 and the fact that the

primitive idempontents of kCH(Q)NG(Q,eQ) are the primitive idempotents of
(kQ1CH(Q))NG(Q,eQ) admitting the same defect group R that includes Q.

2. [2, Lemma 6.6] is an important ingredient of the proof of the main result [2,
Theorem 6.9], and it can be deduced from the above corollary when applied
in the general situation. Indeed, if T is a defect group of eQ as a primitive

idempotent of kCH(Q)N
K
G (Q) then Q · T is a defect group of ν as a primitive

idempotent of OHQ·NKG (Q). At this point we denote by ẽQ the primitive idem-

potent of OCH(Q)N
K
G (Q) corresponding to eQ via 2.1. Note that ẽQ is primitive

in OCH(Q)Q·N
K
G (Q) and BrQ(ẽQ) = eQ. Consider the decomposition

OHQ·NKG (Q) = OCH(Q)Q·N
K
G (Q)

⊕∑
Q′<Q

(OH)QQ′

Q·NKG (Q)

.

Since the sum on the right lies in the radical of OH it follows that ν ⊆
OCH(Q)Q·N

K
G (Q) and then ν = ẽQ. This means that eQ has defect group Q · T
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as a primitive idempotent of kCH(Q)Q·N
K
G (Q). At last, if Q ⊆ NK

G (Q) then up
to a NG(Q)-conjugate we have Q · T = T forcing Q ⊆ T.
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Positivity of sums and integrals for n-convex
functions via the Fink identity and new Green
functions

Asif R. Khan and Josip Pečarić

Abstract. We consider positivity of sum
∑n

i=1 pif(xi) involving convex functions

of higher order. Analogous for integral
∫ b

a
p(x)f(g(x))dx is also given. Represen-

tation of a function f via the Fink identity and the Green function leads us to
identities for which we obtain conditions for positivity of the mentioned sum and
integral. We obtain bounds for integral remainders which occur in those identities
as well as corresponding mean value theorems.
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1. Introduction

In [9] we proved various results related to general linear inequalities via Fink
identity with and without Green function (see also [8]). Recently, in [2] the authors
have introduced new Green type functions. Our main objective of present article is
to further extend results of [9] using new definitions stated in [2].

To recall the definitions of generalized convex function and related concepts and
results we refer to interested readers the following references [10], [5] and [15].

In the sequel we use the notation AC[a, b] for class of absolutely continuous
functions defined on a real interval [a, b] and by (ξ − s)k+, k ∈ N0, we will mean the
following

(ξ − s)k+ =

{
(ξ − s)k, if ξ ≥ s
0, if ξ < s.

Now we recall the Fink identity to prove many interesting results. The following
theorem is proved by A. M. Fink in [4].
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Proposition 1.1. Let a, b ∈ R, f : [a, b]→ R, n ≥ 1 and f (n−1) is absolutely continuous
on [a, b]. Then

f (x) =
n

b− a

∫ b

a

f (t) dt−
n−1∑
k=1

n− k
k!

(
f (k−1) (a) (x− a)

k − f (k−1) (b) (x− b)k

b− a

)

+
1

(n− 3)! (b− a)

∫ b

a

(x− t)n−1 P [a,b] (t, x) f (n) (t) dt, (1.1)

where

P [a,b] (t, x) =

{
t− a, a ≤ t ≤ x ≤ b,
t− b, a ≤ x < t ≤ b. (1.2)

Pečarić in [12] proved the following result (see also [15, p.262]):

Proposition 1.2. The inequality
m∑
i=1

pif(xi) ≥ 0 (1.3)

holds for all convex functions f if and only if the m−tuples

x = (x1, . . . , xm), p = (p1, . . . , pm) ∈ Rm

satisfy
m∑
i=1

pi = 0 and

m∑
i=1

pi|xi − xk| ≥ 0 for k ∈ {1, . . . ,m}. (1.4)

Since
m∑
i=1

pi|xi − xk| = 2

m∑
i=1

pi(xi − xk)+ −
m∑
i=1

pi(xi − xk),

where y+ = max(y, 0), it is easy to see that condition (1.4) is equivalent to

m∑
i=1

pi = 0,

m∑
i=1

pixi = 0 and

m∑
i=1

pi(xi−xk)+ ≥ 0 for k ∈ {1, . . . ,m−1}. (1.5)

The following result is due to Popoviciu [16, 17] (see [15, 18] also).

Proposition 1.3. Let n ≥ 2. Inequality (1.3) holds for all n-convex functions f :
[a, b]→ R if and only if the m−tuples x ∈ [a, b]m, p ∈ Rm satisfy

m∑
i=1

pix
k
i = 0, for all k ∈ {0, 1, . . . , n− 1} (1.6)

m∑
i=1

pi(xi − t)n−1+ ≥ 0, for every t ∈ [a, b]. (1.7)

Proposition 1.4. Let n ≥ 2, p : [α, β]→ R and g : [α, β]→ [a, b]. Then, the inequality∫ β

α

p(x)f(g(x)) dx ≥ 0 (1.8)
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holds for all n-convex functions f : [a, b]→ R if and only if∫ β

α

p(x)g(x)k dx = 0, for all k ∈ {0, 1, . . . , n− 1}∫ β

α

p(x) (g(x)− t)n−1+ dx ≥ 0, for every t ∈ [a, b].

(1.9)

After this introductory section, we continue with section 2 where identities for
n∑
i=1

pif(xi) and

∫ b

a

p(x)f(g(x))dx

are given using the Fink identity and new Green functions. Also we consider inequal-
ities for n-convex functions which are based on these identities. Section 3 is devoted
to estimations of functions Ak by using Čebyšev, Gr̈uss and Ostrowski type inequal-
ities and the Hölder inequality. In the last section we give mean value theorems for
functionals Ak, k ∈ {1, 2}.

2. Popoviciu type identities and inequalities via the Fink identity and
new Green functions

In this section we obtain some discrete and integral identities and the correspond-
ing linear inequalities using new Green functions and applying the Fink identity. As a
special choice of Abel-Gontscharoff polynomial for ‘two-point right focal’ interpolating
polynomial for n = 2 could be stated as (see [13]):

f(ξ) = f(a) + (ξ − a)f ′(b) +

b∫
a

G1(ξ, t)f ′′(t)dt, (2.1)

where G1(s, t) is Green’s function for ‘two-point right focal problem’ defined as

G1(s, t) =

{
a− t, a ≤ t ≤ s,
a− s, s ≤ t ≤ b. (2.2)

Motivated by Abel-Gontscharoff identity (2.1) and related Green’s function (2.2), we
recall some new types of Green functions Gl : [a, b]× [a, b]→ R, (l = 2, 3, 4, ) defined
as in [2]:

G2(s, t) =

{
s− b, a ≤ t ≤ s,
t− b, s ≤ t ≤ b. (2.3)

G3(s, t) =

{
s− a, a ≤ t ≤ s,
t− a, s ≤ t ≤ b. (2.4)

G4(s, t) =

{
b− t, a ≤ t ≤ s,
b− s, s ≤ t ≤ b. (2.5)

In [2], it is also shown that all four Green functions are symmetric and continuous.
Moreover, all functions are convex with respect to both variables s and t. From these
functions we can obtain new identities, given in following lemma:
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Lemma 2.1. Let f : [a, b]→ R be twice differentiable function and Gl, (l = 2, 3, 4) are
defined in (2.3), (2.4) and (2.5). Then the following identities holds:

f(ξ) = f(b) + (b− ξ)f ′(a) +

b∫
a

G2(ξ, t)f ′′(t)dt, (2.6)

f(ξ) = f(b)− (b− a)f ′(b) + (ξ − a)f
′
(a) +

b∫
a

G3(ξ, t)f ′′(t)dt, (2.7)

f(ξ) = f(a) + (b− a)f ′(a)− (b− ξ)f
′
(b) +

b∫
a

G4(ξ, t)f ′′(t)dt. (2.8)

We can easily obtain these identities by using integration by parts by using
respective Green function. Now we state here main results related to the Fink identity
and the Green function.

Theorem 2.2. Fix l ∈ {1, 2, 3, 4}. Let f : [a, b] → R be such that for n ≥ 3, f (n−1)

is absolutely continuous. Let xi, yi ∈ [a, b], pi ∈ R for i ∈ {1, . . . ,m} be such that∑m
i=1 pi = 0 and

∑m
i=1 pixi = 0 and let P [a,b] (t, x) be the same as defined in (1.2). If

Gl are the Green functions as defined in (2.2)− (2.5), then we have

m∑
i=1

pif (xi) =

n−3∑
k=0

(
n− k − 2

k! (b− a)

)∫ b

a

(
m∑
i=1

piGl (xi, s)

)

×
(
f (k+1) (b) (s− b)k − f (k+1) (a) (s− a)

k
)
ds+

1

(n− 3)! (b− a)

×
∫ b

a

f (n) (t)

(∫ b

a

m∑
i=1

piGl (xi, s) (s− t)n−3 P [a,b] (t, s) ds

)
dt. (2.9)

Proof. First consider four identities (2.1), (2.6), (2.7) and (2.8), and putting x = ξi in
all these identities, multiplying each with pi, and then summing over each identity for
i ∈ {1, . . . ,m} and using conditions that

∑m
i=1 pi = 0,

∑m
i=1 piξi = 0 we get by fixing

l ∈ {1, 2, 3, 4}
m∑
i=1

pif(ξi) =

∫ b

a

(
m∑
i=1

piGl(ξi, t)

)
f ′′(t)dt. (2.10)

Differentiating Fink identity twice we easily get

f ′′ (x) =

n−3∑
k=0

n− k − 2

k!

f (k+1) (b) (x− b)k − f (k+1) (a) (x− a)
k

b− a

+
1

(n− 3)! (b− a)

∫ b

a

(x− t)n−3 P [a,b] (t, x) f (n) (t) dt, (2.11)
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and by using (2.11) in (2.10), we have

m∑
i=1

pif (xi) =

∫ b

a

(
m∑
i=1

piGl (xi, s)

)

×
n−3∑
k=0

n− k − 2

k!

f (k+1) (b) (s− b)k − f (k+1) (a) (s− a)
k

b− a
ds

+
1

(n− 3)! (b− a)

∫ b

a

m∑
i=1

piGl (xi, s)

(∫ b

a

(s− t)n−3 P [a,b] (t, s) f (n) (t) dt

)
ds.

Now by interchanging the integral and summation in the second term and by applying
Fubini’s theorem in the last term, we have (2.9). �

The following theorem is the integral version of Theorem 2.2.

Theorem 2.3. Fix l ∈ {1, 2, 3, 4}. Let f : [a, b] → R be such that for n ≥ 3, f (n−1) is
absolutely continuous on [a, b] and let p : [α, β]→ R and g : [α, β]→ [a, b] be integrable

functions such that
∫ β
α
p(x)dx = 0 and

∫ β
α
p(x)g(x)dx = 0. Let P [a,b] (t, x) be the same

as defined in (1.2). If Gl are the Green functions as defined in (2.2)− (2.5), then we
have

∫ β

α

p (x) f (g (x)) dx =

n−3∑
k=0

n− k − 2

k! (b− a)

∫ b

a

(∫ β

α

p (x)Gl (g (x) , s) dx

)
(
f (k+1) (b) (s− b)k − f (k+1) (a) (s− a)

k
)
ds+

1

(n− 3)! (b− a)

×
∫ b

a

f (n) (t)

(∫ b

a

(∫ β

α

p (x)Gl (g (x) , s) dx

)
(s− t)n−3 P [a,b] (t, s) ds

)
dt. (2.12)

Proof. Since the proof is similar to that of the previous theorem, we omit the details.
�

Here we introduce some notations which will be used in rest of the paper:

Ω
[a,b]
1 (m,x,p, t) =

∫ b

a

m∑
i=1

piGl (xi, s) (s− t)n−3 P [a,b] (t, s) ds, (2.13)

Ω
[a,b]
2 ([α, β], g, p, t) =

∫ b

a

∫ β

α

p (x)Gl (g (x) , s) dx (s− t)n−3 P [a,b] (t, s) ds.

(2.14)
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A
[a,b]
1 (m,x,p, f) =

m∑
i=1

pif (xi)−
n−3∑
k=0

(
n− k − 2

k! (b− a)

)∫ b

a

m∑
i=1

piGl (xi, s)

×
(
f (k+1) (b) (s− b)k − f (k+1) (a) (s− a)

k
)
ds (2.15)

A
[a,b]
2 ([α, β], g, p, f) =

∫ β

α

p (x) f (g (x)) dx

−
n−3∑
k=0

(
n− k − 2

k! (b− a)

)∫ b

a

(∫ β

α

p (x)Gl (g (x) , s) dx

)
×

(
f (k+1) (b) (s− b)k − f (k+1) (a) (s− a)

k
)
ds. (2.16)

The following theorem is our second main result of this section:

Theorem 2.4. Let all the assumptions of Theorem 2.2 be satisfied and let for n ≥ 3,
the inequality

Ω
[a,b]
1 (m,x,p, t) ≥ 0 (2.17)

holds. If f is n-convex, then we have

A
[a,b]
1 (m,x,p, f) ≥ 0. (2.18)

If opposite inequality holds in (2.17), then (2.18) holds in the reverse direction.

Proof. Since f (n−1) is absolutely continuous on [a, b], f (n) exists almost everywhere.
As f is n-convex, applying definition, we have, f (n) (x) ≥ 0 for all x ∈ [a, b]. Now by
using f (n) ≥ 0 and (2.17) in (2.9), we have (2.18). �

Corollary 2.5. Let all the assumptions of Theorem 2.2 be satisfied. In addition we let
m∑
i=1

pi(xi − xk)+ ≥ 0 for k ∈ {1, . . . ,m}.

Let n be even and n > 3. If the function f : [a, b] → R is n-convex, then inequality
(2.18) is satisfied, i. e.

m∑
i=1

pif (xi) ≥
n−3∑
k=0

n− k − 2

k! (b− a)

∫ b

a

m∑
i=1

piGl (xi, s)

×
(
f (k+1) (b) (s− b)k − f (k+1) (a) (s− a)

k
)
ds. (2.19)

Further if f (k+1) (a) ≤ 0 and (−1)kf (k+1) (b) ≥ 0 for k ∈ {0, 1, . . . , n− 3} then
m∑
i=1

pif(xi) ≥ 0.

Proof. We fix l ∈ {1, 2, 3, 4} and n > 3. As x and p are real m-tuples such that they
satisfy the assumption (1.5), by using the convex function x 7→ Gl (x, s) in (1.3), we
obtain

m∑
i=1

piGl (xi, s) ≥ 0. (2.20)
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For a ≤ s ≤ t, it is easy to see that∫ t

a

m∑
i=1

piGl (xi, s) (s− t)n−3 P [a,b] (t, s) ds ≥ 0 (2.21)

holds for even n. Now as f is n-convex for even n, by applying Theorem 2.4, we get
(2.19).

If a ≤ s ≤ b and k ∈ {0, . . . , n − 3}, then from assumptions f (k+1) (a) ≤ 0 and
(−1)kf (k+1) (b) ≥ 0 we have that

f (k+1)(b) (s− b)k − f (k+1)(a) (s− a)
k ≥ 0, (2.22)

So, from inequalities (2.19), (2.20) and (2.22) the non-negativity of the right hand
side of (2.19) is immediate. �

An integral version of our second main result states that:

Theorem 2.6. Let all the assumptions of Theorem 2.3 be satisfied and let for n ≥ 3,
the inequality

Ω
[a,b]
2 ([α, β], g, p, t) ≥ 0 (2.23)

holds. If f is n-convex, then we have

A
[a,b]
2 ([α, β], g, p, f) ≥ 0. (2.24)

If opposite inequality holds in (2.14), then (2.24) holds in the reverse direction.

Proof. The idea of the proof is the same as that of the proof of Theorem 2.4. By using
f (n) ≥ 0 and (2.14) in (2.12), we have (2.24). �

Corollary 2.7. Let all the assumptions of Theorem 2.3 be satisfied. In addition we let∫ β

α

p(x) (g(x)− t)n−1+ dx ≥ 0, for every t ∈ [a, b].

Let n be even and n > 3. If the function f : [a, b]→ R is n-convex, then we have∫ β

α

p (x) f (g (x)) dx ≥
n−3∑
k=0

n− k − 2

k! (b− a)

∫ b

a

(∫ β

α

p (x)Gl (g (x) , s) dx

)
×
(
f (k+1) (b) (s− b)k − f (k+1) (a) (s− a)

k
)
ds. (2.25)

Further if f (k+1) (a) ≤ 0 and (−1)kf (k+1) (b) ≥ 0 for k ∈ {0, 1 . . . , n − 3}, then the
right hand side of (2.25) is non-negative.

Proof. The proof is analogous to the proof of Corollary 2.5 but instead of Theorem
2.4, we apply Theorem 2.6. �
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3. Related inequalities for n-convex functions at a point

In this section we will give related results for the class of n-convex functions at
a point introduced in [14].

Definition 3.1. Let I be an interval in R, c a point in the interior of I and n ∈ N. A
function f : I → R is said to be n-convex at point c if there exists a constant K such
that the function

F (x) = f(x)− K

(n− 3)!
xn−1

is (n − 1)-concave on I ∩ (−∞, c] and (n − 1)-convex on I ∩ [c,∞). A function f is
said to be n-concave at point c if the function −f is n-convex at point c.

Let ei denote the monomials ei(x) = xi, i ∈ N0. First we state main results for
discrete case.

Theorem 3.2. Let c ∈ (a, b), x ∈ [a, c]m, y ∈ [c, b]l, p ∈ Rm, q ∈ Rl and f :

[a, b] → R be a function such that f (n−1) is absolutely continuous. Let Ω
[·,·]
1 (·, ·, ·, t)

and A
[·,·]
1 (·, ·, ·, f)be defined as in (2.13) and (2.15) and satisfy the following conditions:

Ω
[a,c]
1 (m,x,p, t) ≥ 0 for every t ∈ [a, c], (3.1)

Ω
[c,b]
1 (l,y,q, t) ≥ 0 for every t ∈ [c, b], (3.2)

and

A
[a,c]
1 (m,x,p, en) = A

[c,b]
1 (l,y,q, en). (3.3)

If f is (n+ 1)-convex at point c, then

A
[a,c]
1 (m,x,p, f) ≤ A[c,b]

1 (l,y,q, f). (3.4)

If inequalities in (3.1) and (3.2) are reversed, then (3.4) holds with the reverse sign of
inequality.

Proof. Let F = f − K
n!en be as in Definition 3.1, i. e., the function F is n-concave on

[a, c] and n-convex on [c, b]. Applying Theorem 2.4 to F on the interval [a, c] and on
the interval [c, b] we have

A
[a,c]
1 (m,x,p, F ) ≤ 0 ≤ A[c,b]

1 (l,y,q, F ).

Using definition of F we obtain

A
[a,c]
1 (m,x,p, f)− K

n!
A

[a,c]
1 (m,x,p, en) ≤ A[c,b]

1 (l,y,q, f)− K

n!
A

[c,b]
1 (l,y,q, en).

Since equality (3.3) is valid we get

A
[a,c]
1 (m,x,p, f) ≤ A[c,b]

1 (l,y,q, f). �

Remark 3.3. A closer look at the proof of Theorem 3.2 gives us that a similar result
hold if instead equality (3.3) we consider a positivity of the difference

K
(
A

[c,b]
k (l,y,q, en)−A[a,c]

k (m,x,p, en)
)
≥ 0.
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Corollary 3.4. Let j1, j2, n ∈ N, 2 ≤ j1, j2 ≤ n and let f : [a, b]→ R be (n+ 1)-convex
at point c. Let m-tuples x ∈ [a, c]m and p ∈ Rm satisfy (1.6) and (1.7) with n replaced
by j1, let l-tuples y ∈ [c, b]l and q ∈ Rl satisfy

l∑
i=1

qiy
k
i = 0, for all k = 0, 1, . . . , j2 − 1

l∑
i=1

qi(yi − t)j2−1+ ≥ 0, for every t ∈ [y(1), y(l−n+1)]

and let (3.3) holds. If n− j1 and n− j2 are even, then (3.4) holds.

Remark 3.5. For idea of the proof see [8, pp. 171-172].

Integral analogous of previous theorem may be stated as:

Theorem 3.6. Let c ∈ (a, b) and let g : [α, β]→ [a, c], p : [α, β]→ R, h : [γ, δ]→ [c, b],
q : [γ, δ] → R be integrable functions. Let f : I → R, [a, b] ⊂ I be a function such

that f (n−1) is absolutely continuous. Let Ω
[·,·]
2 (·, ·, ·, t) and A

[·,·]
2 (·, ·, ·, f) be defined as

in (2.14) and (2.16) satisfy the following conditions:

Ω
[a,c]
2 ([α, β], g, p, t) ≥ 0 for every t ∈ [a, c], (3.5)

Ω
[c,b]
2 ([γ, δ], h, q, t) ≥ 0 for every t ∈ [c, b], (3.6)

and

A
[a,c]
2 ([α, β], g, p, en) = A

[c,b]
2 ([γ, δ], h, q, en). (3.7)

If f is (n+ 1)-convex at point c (for k = 3, n ≥ 3), then

A
[a,c]
2 ([α, β], g, p, f) ≤ A[c,b]

2 ([γ, δ], h, q, f). (3.8)

If inequalities in (3.5) and (3.6) are reversed, then (3.8) holds with the reverse sign of
inequality.

Corollary 3.7. Let j1, j2, n ∈ N, 2 ≤ j1, j2 ≤ n and let f : [a, b]→ R be (n+ 1)-convex
at point c. Let integrable functions g : [α, β]→ [a, c], p : [α, β]→ R satisfy (1.9) with
n replaced by j1, let h : [γ, δ]→ [c, b], q : [γ, δ]→ R satisfy∫ δ

γ

q(x)h(x)k dx = 0, for all k ∈ {0, 1, . . . , j2 − 1}∫ δ

γ

q(x) (h(x)− t)j2−1+ dx ≥ 0, for every t ∈ [c, b].

and let (3.7) holds. If n− j1 and n− j2 are even, then (3.4) holds.
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4. Bounds for A
[·,·]
k (·, ·, ·, f) and Rk

n

Let f, h : [a, b] → R be two Lebesgue integrable functions. We consider the
Čebyšev functional

T (f, h) =
1

b− a

∫ b

a

f(x)h(x)dx−

(
1

b− a

∫ b

a

f(x)dx

)(
1

b− a

∫ b

a

h(x)dx

)
. (4.1)

The following results can be found in [3]:

Proposition 4.1. Let f : [a, b]→ R be a Lebesgue integrable function and let h : [a, b]→
R be an absolutely continuous function with (· − a)(b− ·)[h′]2 ∈ L[a, b]. Then we have
the inequality

|T (f, h)| ≤ 1√
2

(
1

b− a
|T (f, f)|

∫ b

a

(x− a)(b− x)[h′(x)]2dx

)1/2

. (4.2)

The constant 1√
2

in (4.2) is the best possible.

Proposition 4.2. Let h : [a, b] → R be a monotonic nondecreasing function and let
f : [a, b] → R be an absolutely continuous function such that f ′ ∈ L∞[a, b]. Then we
have the inequality

|T (f, h)| ≤ 1

2(b− a)
‖f ′‖∞

∫ b

a

(x− a)(b− x)dh(x). (4.3)

The constant 1
2 in (4.3) is the best possible.

We use the well-known Hölders inequality and bound for the Čebyšev functional
T (f, h). This bound is given in the following proposition in which the pre-Grüss
inequality is given [11].

Proposition 4.3. Let f, h : [a, b] → R be Lebesgue integrable functions such that fh :
[a, b] ∈ L(a, b). If

γ ≤ h(x) ≤ Γ for x ∈ [a, b],

then

|T (f, h)| ≤ 1

2
(Γ− γ)

√
T (f, f), (4.4)

Now by using aforementioned results, we are going to obtain generalizations of
the result proved in the previous section.

Remark 4.4. For the sake of brevity, in present and next sections at some places we

will use the notations Ak(f) = A
[·,·]
k (·, ·, ·, f) and Ωk(t) = Ω

[·,·]
k (·, ·, ·, t) for k ∈ {1, 2}

as defined in Theorems 2.4 and 2.6.

Now, we are ready to state main results of this section:

Theorem 4.5. Let f : [a, b]→ R be such that f (n) is an absolutely continuous function
for n ∈ N with (.− a)(b− .)[f (n+1)]2 ∈ L[a, b]. Then it holds for k ∈ {1, 2}

Ak(f) =

[
f (n−1)(b)− f (n−1)(a)

]
(n− 3)!(b− a)

∫ b

a

Ωk(s)ds+Rkn(f ; a, b),



Positivity of sums and integrals for n-convex functions 623

where the remainder Rkn(f ; a, b) satisfies the estimation

|Rkn(f ; a, b)| ≤ 1

(n− 3)!

(
(b− a)

2

∣∣∣∣∣T (Ωk,Ωk)

∫ b

a

(s− a)(b− s)[f (n+1)(s)]2ds

∣∣∣∣∣
)1/2

.

(4.5)

Proof. Fix k ∈ {1, 2}. If we apply Proposition 4.3 for f → Ωk and h→ f (n), then we
obtain ∣∣∣∣∣ 1

b− a

∫ b

a

Ωk(t)f (n)(t)dt−

(
1

b− a

∫ b

a

Ωk(t)dt

)(
1

b− a

∫ b

a

f (n)(t)dt

)∣∣∣∣∣
≤ 1√

2

(
1

b− a
|T (Ωk,Ωk)|

∫ b

a

(t− a)(b− t)[f (n+1)(t)]2dt

)1/2

.

Therefore we have

1

(n− 3)!

∫ b

a

Ωk(t)f (n)(t)dt =

[
f (n−1)(b)− f (n−1)(a)

]
(n− 3)!(b− a)

∫ b

a

Ωk(t)dt+Rkn(f ; a, b).

where Rkn(f ; a, b) satisfies inequality (4.5). Now from identities (2.9) and (2.12) for
k ∈ {1, 2} respectively, we obtain (4.5). �

By using Proposition 4.2 we obtain the following Grüss type inequality.

Theorem 4.6. Let f : [a, b]→ R be such that f (n) is an absolutely continuous function
for n ∈ N with (.− a)(b− .)[f (n+1)]2 ∈ L[a, b] with f (n+1) ≥ 0 on [a, b]. Then we have
the representation (4.5) and the remainder Rkn(f ; a, b) satisfies the following condition
for k ∈ {1, 2},

|Rkn(f ; a, b)| ≤ 1

(n− 3)!
‖Ω′k‖∞

{
b− a

2

[
f (n−1)(b) + f (n−1)(a)

]
−
[
f (n−2)(b)− f (n−2)(a)

]}
. (4.6)

Proof. Fix k ∈ {1, 2}. If we apply Proposition 4.2 for f → Ωk and h→ f (n), then we
obtain ∣∣∣∣∣ 1

b− a

∫ b

a

Ωk(t)f (n)(t)dt−

(
1

b− a

∫ b

a

Ωk(t)dt

)(
1

b− a

∫ b

a

f (n)(t)dt

)∣∣∣∣∣
≤ 1

2(b− a)
‖Ω′k‖∞

∫ b

a

(t− a)(b− t)f (n+1)(t)dt.

Since∫ b

a

(t− a)(b− t)f (n+1)(t)dt =

∫ b

a

(2t− a− b)f (n)(t)dt

= (b− a)
[
f (n−1)(b) + f (n−1)(a)

]
− 2

[
f (n−2)(b)− f (n−2)(a)

]
. (4.7)

Therefore, by using the identities (2.9) and (2.12) for k ∈ {1, 2} respectively and (4.7)
we deduce (4.6). �
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Theorem 4.7. For k = 1 we assume that x and p satisfy the assumptions of Theorem
2.2 and for k = 2 we assume that x and p satisfy the assumptions of Theorem 2.3.
Let k ∈ {1, 2}. Let f : I → R, [a, b] ⊆ I, be such that f (n) is an absolutely continuous
function and

γ ≤ f (n)(x) ≤ Γ for x ∈ [a, b].

Then

Ak(f) =

[
f (n−1)(b)− f (n−1)(a)

]
(n− 3)!(b− a)

∫ b

a

Ωk(t)dt+Rkn(f ; a, b), (4.8)

where the remainder Rkn(f ; a, b) satisfies the estimation

|Rkn(f ; a, b)| ≤ b− a
2(n− 3)!

(Γ− γ)
√
T (Ωk,Ωk). (4.9)

Proof. Fix k ∈ {1, 2}. Using definition of Ak and result from the second section we
have

Ak(f) =
1

(n− 3)!

∫ b

a

f (n)(t)Ωk(t)dt

=
1

(n− 3)!(b− a)

∫ b

a

f (n)(t)dt

∫ b

a

Ωk(t)dt+Rkn(f ; a, b)

=

[
f (n−1)(b)− f (n−1)(a)

]
(n− 3)!(b− a)

∫ b

a

Ωk(t)dt+Rkn(f ; a, b),

where

Rkn(f ; a, b) =
1

(n− 3)!

(∫ b

a

f (n)(t)Ωk(t)dt− 1

b− a

∫ b

a

f (n)(s)ds

∫ b

a

Ωk(t)dt

)
.

If we apply Proposition 4.3 for f → Ωk and h→ f (n), then we obtain

|Rkn(f ; a, b)| = |T (Ωk, f
(n))| ≤ b− a

2(n− 3)!
(Γ− γ)

√
T (Ωk,Ωk). �

Theorem 4.8. Let k ∈ {1, 2}. Let (q, r) be a pair of conjugate exponents, that is,
1 ≤ q, r ≤ ∞, 1

q + 1
r = 1. Let f (n) ∈ Lq [a, b] for some n ∈ N, n > 1. Further, for

k = 1 we assume that x and p satisfy the assumptions of Theorem 2.2 and for k = 2
we assume that x and p satisfy the assumptions of Theorem 2.3. Then we have

|Ak(f)| ≤ 1

(n− 3)!
‖f (n)‖q‖Ωk‖r. (4.10)

The constant on the right hand side of (4.10) is sharp for 1 < q ≤ ∞ and the best
possible for q = 1.

Proof. Fix k ∈ {1, 2}. From definition of Ak and results from the second section,
applying the Hölder inequality we get

|Ak(f)| =

∣∣∣∣∣ 1

(n− 3)!

∫ b

a

f (n)(t)Ωk(t)dt

∣∣∣∣∣ ≤ ‖f (n)‖q‖λk‖r
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where we denoted 1
(n−3)!Ωk by λk.

The sharpness of the constant
(∫ b

a
|λk(t)|r ds

)1/r
can be proved by considering

the following function f for which the equality in (4.10) is obtained.
For 1 < q < ∞ we take f to be such that f (n)(s) = sgnλk(t) · |λk(t)|1/(q−1),

while for q =∞, we define f such that f (n)(t) = sgnλk(t). The fact that (4.10) is the
best possible for q = 1, can be proved as in [7, Thm 12]. �

5. Mean value results

In this section we consider mean value theorems involving Ak. Throughout the
section we use this agreement that if k ∈ {1, 2}, then n ≥ 3. Further k = 1 we assume
that x and p satisfy the assumptions of Theorem 2.2 and for k = 2 we assume that
x and p satisfy the assumptions of Theorem 2.3.

Theorem 5.1. Let k ∈ {1, 2} and let us consider Ak as a functional on Cn[a, b]. If
corresponding conditions from set {(2.13), (2.14)} related to the fixed k, hold, then
there exists ξk ∈ [a, b] such that

Ak(f) = f (n)(ξk)Ak(f0), (5.1)

where f0(x) = xn

n! .

Proof. Let us define functions

F1(x) = Mf0(x)− f(x)

and
F2(x) = f(x)− Lf0(x)

where L and M are minimum and maximum of the image of [a, b], i.e.,

F (n)([a, b]) = [L,M ]

Then F1 and F2 are n−convex. Hence Ak(F1) ≥ 0 and Ak(F2) ≥ 0 and

LAk(f0) ≤ Ak(f) ≤MAk(f0).

If Ak(f0) = 0, then the statement obviously holds.

If Ak(f0) 6= 0, then Ak(f)
Ak(f0)

∈ [L,M ] = f (n)([a, b]), so there exist ξk ∈ [a, b] such that

Ak(f)

Ak(f0)
= f (n)(ξk). �

Applying Theorem 5.1 on function ω = Ak(h)f − Ak(f)h, we get the following
result.

Theorem 5.2. Let k ∈ {1, 2} and let us consider Ak as a functional on Cn[a, b]. If
corresponding conditions from set {(2.13), (2.14)} related to the fixed k, hold, then
there exists ξk ∈ [a, b] such that

Ak(f)

Ak(h)
=
f (n)(ξk)

h(n)(ξk)

assuming that both the denominators are non-zero.
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Remark 5.3. If the inverse of f(n)

h(n) exists, then from the above mean value theorems
we can give generalized means

ξk =

(
f (n)

h(n)

)−1(
Ak(f)

Ak(h)

)
. (5.2)

Remark 5.4. Using the same method as in [7], we can construct new families of
exponentially convex functions and Cauchy type means.
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Fractional Hadamard and Fejér-Hadamard
inequalities for exponentially m-convex function

Sajid Mehmood and Ghulam Farid

Abstract. Fractional integral operators play a vital role in the advancement of
mathematical inequalities. The aim of this paper is to present the Hadamard and
the Fejér-Hadamard inequalities for generalized fractional integral operators con-
taining Mittag-Leffler function. Exponentially m-convexity is utilized to establish
these inequalities. By fixing parameters involved in the Mittag-Leffler function
Hadamard and the Fejér-Hadamard inequalities for various well known fractional
integral operators can be obtained.
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1. Introduction

A function f : [a, b]→ R is said to be convex, if for all x, y ∈ [a, b] and z ∈ [0, 1],
the following inequality holds:

f(zx+ (1− z)y) ≤ zf(x) + (1− z)f(y). (1.1)

If inequality (1.1) is reversed, then f is said to be concave.
Convex functions are equivalently defined by well known Hadamard inequality stated
as follows:

Theorem 1.1. Let f : [a, b] → R be a convex function such that a < b. Then the
following inequality holds:

f

(
a+ b

2

)
≤ 1

b− a

∫ b

a

f(x)dx ≤ f(a) + f(b)

2
. (1.2)

Fejér-Hadamard inequality is a weighted version of the Hadamard inequality
established by Fejér [13].
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Theorem 1.2. Let f : [a, b] → R be a convex function and g : [a, b] → R be a non-
negative, integrable and symmetric to a+b

2 . Then the following inequality holds:

f

(
a+ b

2

)∫ b

a

g(x)dx ≤
∫ b

a

f(x)g(x)dx ≤ f(a) + f(b)

2

∫ b

a

g(x)dx. (1.3)

Many researchers are continuously working on inequalities (1.2) and (1.3), and
have produced very interesting results for convex and related functions (for example
see, [1, 5, 6, 7, 8, 9, 12, 11, 14, 21, 22]).
Next we define exponentially convex function.

Definition 1.3. [4, 7] A function f : [a, b] → R is said to be exponentially convex, if
for all x, y ∈ [a, b] and z ∈ [0, 1], the following inequality holds:

ef(zx+(1−z)y) ≤ zef(x) + (1− z)ef(y). (1.4)

The concept of exponentially m-convex functions was introduced by Rashid et
al. in [18]. It is defined as follows:

Definition 1.4. A function f : [a, b]→ R is said to be exponentially m-convex, where
m ∈ (0, 1], if for all x, y ∈ [a, b] and z ∈ [0, 1], the following inequality holds:

ef(zx+m(1−z)y) ≤ zef(x) +m(1− z)ef(y). (1.5)

Remark 1.5. If we take m = 1 in (1.5), then (1.4) is achieved.

Mittag-Leffler function was introduced by the Swedish mathematician [15]. It is
defined as follows:

Eσ(t) =

∞∑
n=0

tn

Γ(σn+ 1)
,

where Γ(.) is the gamma function and t, σ ∈ C, <(σ) > 0.
In the solution of kinetic equations and fractional differential equations the Mittag-
Leffler function arises naturally. It is generalized by many researchers due to it’s im-
portance. Recently in [3], Andrić et al. introduced generalized Mittag-Leffler function
defined as follows:

Definition 1.6. [3] Let µ, σ, l, ρ, c ∈ C, <(µ),<(σ),<(l) > 0, <(c) > <(ρ) > 0 with
p ≥ 0, r > 0 and 0 < q ≤ r + <(µ). Then the extended generalized Mittag-Leffler
function Eρ,r,q,cµ,σ,l (t; p) is defined by:

Eρ,r,q,cµ,σ,l (t; p) =

∞∑
n=0

βp(ρ+ nq, c− ρ)

β(ρ, c− ρ)

(c)nq
Γ(µn+ σ)

tn

(l)nr
, (1.6)

where βp is the generalized beta function defined by:

βp(x, y) =

∫ 1

0

tx−1(1− t)y−1e−
p

t(1−t) dt

and (c)nq is the Pochhammer symbol defined as (c)nq = Γ(c+nq)
Γ(c) .
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Remark 1.7. (1.6) is a generalization of the following Mittag-Leffler functions defined
by many authors:
(i) taking p = 0, it reduces to the Salim-Faraj function Eρ,r,q,cµ,σ,l (t) defined in [20],

(ii) taking l = r = 1, it reduces the function Eρ,q,cµ,σ (t; p) defined by Rahman et al. in
[17],
(iii) taking p = 0 and l = r = 1, it reduces to the Shukla-Prajapati function Eρ,qµ,σ(t)
defined in [23] see also [24],
(iv) taking p = 0 and l = r = q = 1, it reduces to the Prabhakar function Eρµ,σ(t)
defined in [16].

The left-sided and right-sided generalized fractional integral operators containing
Mittag-Leffler function (1.6) are defined as follows:

Definition 1.8. [3] Let ω, µ, σ, l, ρ, c ∈ C, <(µ),<(σ),<(l) > 0, <(c) > <(ρ) > 0 with
p ≥ 0, r > 0 and 0 < q ≤ r+<(µ). Let f ∈ L1[a, b] and x ∈ [a, b]. Then the generalized
fractional integral operators ερ,r,q,cµ,σ,l,ω,a+f and ερ,r,q,cµ,σ,l,ω,b−f are defined by:(

ερ,r,q,cµ,σ,l,ω,a+f
)

(x; p) =

∫ x

a

(x− t)σ−1Eρ,r,q,cµ,σ,l (ω(x− t)µ; p)f(t)dt, (1.7)

and (
ερ,r,q,cµ,σ,l,ω,b−f

)
(x; p) =

∫ b

x

(t− x)σ−1Eρ,r,q,cµ,σ,l (ω(t− x)µ; p)f(t)dt. (1.8)

Remark 1.9. (1.7) and (1.8) are the generalization of the following fractional integral
operators defined by many authors:
(i) taking p = 0, it reduces to the fractional integral operators defined by Salim-Faraj
in [20],
(ii) taking l = r = 1, it reduces to the fractional integral operators defined by Rahman
et al. in [17],
(iii) taking p = 0 and l = r = 1, it reduces to the fractional integral operators defined
by Srivastava-Tomovski in [24],
(iv) taking p = 0 and l = r = q = 1, it reduces to the fractional integral operators
defined by Prabhakar in [16],
(v) taking p = ω = 0, it reduces to the right-sided and left-sided Riemann-Liouville
fractional integrals.

As shown in [2] also [10], for the constant function we have:(
ερ,r,q,cµ,σ,l,ω,a+1

)
(x; p) = (x− a)σEρ,r,q,cµ,σ+1,l(ω(x− a)µ; p) := Gσ,ω,a+(x; p), (1.9)

and (
ερ,r,q,cµ,σ,l,ω,b−1

)
(x; p) = (b− x)σEρ,r,q,cµ,σ+1,l(ω(b− x)µ; p) := Gσ,ω,b−(x; p), (1.10)

which we use in our results.
In the upcoming section, first we prove the Hadamard inequality for exponen-

tially m-convex functions via fractional integral operators defined in (1.7) and (1.8).
Also, the Fejér-Hadamard inequality for these operators is obtained. We mention
results for particular fractional integral operators associated with (1.7) and (1.8).
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2. Fractional Hadamard and Fejér-Hadamard inequalities for
generalized fractional integral operators

First we give the fractional Hadamard inequality for exponentially m-convex
functions via generalized fractional integral operators.

Theorem 2.1. Let ω, µ, σ, l, ρ, c ∈ C, <(µ),<(σ),<(l) > 0, <(c) > <(ρ) > 0 with
p ≥ 0, r > 0 and 0 < q ≤ r + <(µ). Let f : [a,mb] ⊂ R → R be a function such
that f ∈ L1[a,mb] with a < mb. If f is exponentially m-convex function, then the
following inequalities hold:

ef(
a+mb

2 )Gσ,ω̄,a+(mb; p) (2.1)

≤

(
ερ,r,q,cµ,σ,l,ω̄,a+e

f
)

(mb; p) +mσ+1
(
ερ,r,q,cµ,σ,l,ω̄mµ,b−e

f
) (

a
m ; p

)
2

≤ mσ+1

2(mb− a)

[(
ef(a) −m2ef( a

m2 )
)
Gσ+1,ω̄mµ,b−

( a
m

; p
)

+(mb− a)
(
ef(b) +mef( a

m2 )
)
Gσ,ω̄mµ,b−

( a
m

; p
)]

where m ∈ (0, 1] and

ω̄ =
ω

(mb− a)µ
. (2.2)

Proof. Since f is exponentially m-convex, we have

ef(
x+my

2 ) ≤ ef(x) +mef(y)

2
∀ x, y ∈ [a,mb] and m ∈ (0, 1]. (2.3)

Putting x = za+m(1− z)b and y = (1− z) am + zb in (2.3), we get

2ef(
a+mb

2 ) ≤ ef(za+m(1−z)b) +mef((1−z) am+zb). (2.4)

Also from exponentially m-convexity of f , we have

ef(za+m(1−z)b) +mef((1−z) am+zb) (2.5)

≤ zef(a) +m(1− z)ef(b) +m
(
m(1− z)ef( a

m2 ) + zef(b)
)

= z
(
ef(a) −m2ef( a

m2 )
)

+m
(
ef(b) +mef( a

m2 )
)
.

Multiplying both sides of (2.4) with zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p) and integrating over [0, 1],
we have

2ef(
a+mb

2 )
∫ 1

0

zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p)dz (2.6)

≤
∫ 1

0

zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p)ef(za+m(1−z)b)dz

+m

∫ 1

0

zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p)ef((1−z) am+zb)dz.
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Putting u = za+m(1− z)b and v = (1− z) am + zb in (2.6), we get

2ef(
a+mb

2 )
∫ mb

a

(mb− u)σ−1Eρ,r,q,cµ,σ,l (ω̄(mb− u)µ; p)du

≤
∫ mb

a

(mb− u)σ−1Eρ,r,q,cµ,σ,l (ω̄(mb− u)µ; p)ef(u)du

+mσ+1

∫ b

a
m

(
v − a

m

)σ−1

Eρ,r,q,cµ,σ,l

(
mµω̄(v − a

m
)µ; p

)
ef(v)dv.

By using (1.7), (1.8) and (1.9), first inequality of (2.1) is achieved.
Now multiplying both sides of (2.5) with zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p) and integrating over

[0, 1], we have ∫ 1

0

zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p)ef(za+m(1−z)b)dz (2.7)

+m

∫ 1

0

zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p)ef((1−z) am+zb)dz

≤
(
ef(a) −m2ef( a

m2 )
)∫ 1

0

zσEρ,r,q,cµ,σ,l (ωzµ; p)dz

+m
(
ef(b) +mef( a

m2 )
)∫ 1

0

zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p)dz.

Putting u = za+m(1− z)b and v = (1− z) am + zb in (2.7), we get∫ mb

a
(mb− u)σ−1Eρ,r,q,cµ,σ,l (ω̄(mb− u)µ; p)ef(u)du

+ mσ+1

∫ b

a
m

(
v −

a

m

)σ−1
Eρ,r,q,cµ,σ,l

(
mµω̄(v −

a

m
)µ; p

)
ef(v)dv

≤
mσ+1

(mb− a)

[(
ef(a) −m2e

f( a
m2 )

)∫ b

a
m

(
v −

a

m

)σ
Eρ,r,q,cµ,σ,l

(
mµω̄(v −

a

m
)µ; p

)
dv

+(mb− a)
(
ef(b) + me

f( a
m2 )

)∫ b

a
m

(
v −

a

m

)σ−1
Eρ,r,q,cµ,σ,l

(
mµω̄(v −

a

m
)µ; p

)
dv

]
.

By using (1.7), (1.8) and (1.10), second inequality of (2.1) is achieved. �

Corollary 2.2. Suppose that assumptions of Theorem 2.1 hold and let m = 1. Then
following inequalities for exponentially convex function hold:

ef(
a+b
2 )Gσ,ω∗,a+(b; p) ≤

(
ερ,r,q,cµ,σ,l,ω∗,a+e

f
)

(b; p) +
(
ερ,r,q,cµ,σ,l,ω∗,b−e

f
)

(a; p)

2

≤ ef(a) + ef(b)

2
Gσ,ω∗,b− (a; p)

where

ω∗ =
ω

(b− a)µ
. (2.8)
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In [19], S. Rashid et. al. prove the following Hadamard inequality for exponen-
tially m-convex function which has several misprints.

Theorem 2.3. Let f : [a,mb] ⊂ R → R be a function such that f ∈ L1[a,mb] with
a < mb. If f is exponentially m-convex function, then the following inequalities hold:

2ef(
a+mb

2 )G
σ,( a+mb2 )

+(mb; p) (2.9)

≤
(
ερ,r,q,c
µ,σ,l,ω̄2µ,( a+mb2 )

+e
f

)
(mb; p) +mσ+1

(
ερ,r,q,c
µ,σ,l,ω̄2µ,( a+mb2m )

−e
f

)( a
m

; p
)

≤ a

(mb− a)

(
ef(a) −m2ef( a

m2 )
)
G
σ+1,( a+mb2 )

+ (mb; p)

+mσ+1
(
ef(b) +mef( a

m2 )
)
G
σ,( a+mb2m )

− .

The correct form of the above theorem is stated and proved in the following
theorem.

Theorem 2.4. Let ω, µ, σ, l, ρ, c ∈ C, <(µ),<(σ),<(l) > 0, <(c) > <(ρ) > 0 with
p ≥ 0, r > 0 and 0 < q ≤ r + <(µ). Let f : [a,mb] ⊂ R → R be a function such
that f ∈ L1[a,mb] with a < mb. If f is exponentially m-convex function, then the
following inequalities hold:

ef(
a+mb

2 )G
σ,ω̄2µ,( a+mb2 )

+(mb; p) (2.10)

≤

(
ερ,r,q,c
µ,σ,l,ω̄2µ,( a+mb2 )

+e
f

)
(mb; p) +mσ+1

(
ερ,r,q,c
µ,σ,l,ω̄(2m)µ,( a+mb2m )

−e
f

)(
a
m ; p

)
2

≤ mσ+1

2(mb− a)

[(
ef(a) −m2ef( a

m2 )
)
G
σ+1,ω̄(2m)µ,( a+mb2m )

−

( a
m

; p
)

+(mb− a)
(
ef(b) +mef( a

m2 )
)
G
σ,ω̄(2m)µ,( a+mb2m )

−

( a
m

; p
)]

where m ∈ (0, 1] and ω̄ is defined in (2.2).

Proof. Putting x = z
2a+m (2−z)

2 b and y = z
2b+ (2−z)

2
a
m in (2.3), we get

2ef(
a+mb

2 ) ≤ ef( z2 a+m
(2−z)

2 b) +mef( z2 b+
(2−z)

2
a
m ). (2.11)

Multiplying both sides of (2.11) with zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p) and integrating over [0, 1],
we have

2ef(
a+mb

2 )
∫ 1

0

zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p)dz (2.12)

≤
∫ 1

0

zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p)ef( z2 a+
(2−z)

2 b)dz

+m

∫ 1

0

zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p)ef( z2 b+
(2−z)

2
a
m )dz.
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Putting u = z
2a+m (2−z)

2 b and v = z
2b+ (2−z)

2
a
m in (2.12), we get

2ef(
a+mb

2 )
∫ mb

a+mb
2

(mb− u)σ−1Eρ,r,q,cµ,σ,l (2µω̄(mb− u)µ; p)du

≤
∫ mb

a+mb
2

(mb− u)σ−1Eρ,r,q,cµ,σ,l (2µω̄(mb− u)µ; p)ef(u)du

+mσ+1

∫ a+mb
2m

a
m

(
v − a

m

)σ−1

Eρ,r,q,cµ,σ,l

(
(2m)µω̄(v − a

m
)µ; p

)
ef(v)dv.

By using (1.7), (1.8) and (1.9), first inequality of (2.10) is achieved.
From exponentially m-convexity of f , we have

ef( z2 a+m
(2−z)

2 b) +mef( z2 b+
(2−z)

2
a
m ) (2.13)

≤ z

2
ef(a) +m

(2− z)
2

ef(b) +m

(
z

2
ef(b) +m

(2− z)
2

ef( a
m2 )

)
=
z

2

(
ef(a) −m2ef( a

m2 )
)

+m
(
ef(b) +mef( a

m2 )
)
.

Multiplying both sides of (2.13) with zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p) and integrating over [0, 1],
we have ∫ 1

0

zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p)ef( z2 a+m
(2−z)

2 b)dz (2.14)

+m

∫ 1

0

zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p)ef( z2 b+
(2−z)

2
a
m )dz

≤ 1

2

(
ef(a) −m2ef( a

m2 )
)∫ 1

0

zσEρ,r,q,cµ,σ,l (ωzµ; p)dz

+m
(
ef(b) +mef( a

m2 )
)∫ 1

0

zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p)dz.

Putting u = z
2a+m (2−z)

2 b and v = z
2b+ (2−z)

2
a
m in (2.14), we get∫ mb

a+mb
2

(mb− u)σ−1Eρ,r,q,cµ,σ,l (2µω̄(mb− u)µ; p)ef(u)du

+ mσ+1

∫ a+mb
2m

a
m

(
v −

a

m

)σ−1
Eρ,r,q,cµ,σ,l

(
(2m)µω̄(v −

a

m
)µ; p

)
ef(v)dv

≤
mσ+1

mb− a

[(
ef(a) −m2e

f( a
m2 )

)∫ a+mb
2m

a
m

(
v −

a

m

)σ
Eρ,r,q,cµ,σ,l

(
(2m)µω̄(v −

a

m
)µ; p

)
dv

+(mb− a)
(
ef(b) + me

f( a
m2 )

)∫ a+mb
2m

a
m

(
v −

a

m

)σ−1
Eρ,r,q,cµ,σ,l

(
(2m)µω̄(v −

a

m
)µ; p

)
dv

]
.

By using (1.7), (1.8) and (1.10), second inequality of (2.10) is achieved. �
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Corollary 2.5. Suppose that assumptions of Theorem 2.4 hold and let m = 1. Then
following inequalities for exponentially convex function hold:

ef(
a+b
2 )G

σ,ω∗2µ,( a+b2 )
+(b; p)

≤

(
ερ,r,q,c
µ,σ,l,ω∗2µ,( a+b2 )

+e
f

)
(b; p) +

(
ερ,r,q,c
µ,σ,l,ω∗2µ,( a+b2 )

−e
f

)
(a; p)

2

≤ ef(a) + ef(b)

2
G
σ,ω∗2µ,( a+b2 )

− (a; p)

where ω∗ is defined in (2.8).

Remark 2.6. If we take ω = p = 0 in (2.10), then [18, Theorem 3.3] is obtained.

In the following we give Fejér-Hadamard inequality for exponentially m-convex
functions via generalized fractional integral operators.

Theorem 2.7. Let ω, µ, σ, l, ρ, c ∈ C, <(µ),<(σ),<(l) > 0, <(c) > <(ρ) > 0 with p ≥ 0,
r > 0 and 0 < q ≤ r + <(µ). Let f : [a,mb] ⊂ R → R be a function such that f ∈
L1[a,mb] with a < mb. Also, let g : [a,mb] → R be a function which is non-negative
and integrable. If f is exponentially m-convex function and f(v) = f(a+mb−mv),
then the following inequalities hold:

ef(
a+mb

2 )
(
ερ,r,q,cµ,σ,l,ω̄mµ,b−e

g
)( a

m
; p
)

(2.15)

≤
(1 +m)

(
ερ,r,q,cµ,σ,l,ω̄mµ,b−e

feg
) (

a
m ; p

)
2

≤ m

2(mb− a)

[(
ef(a) −m2ef( a

m2 )
)(

ερ,r,q,cµ,σ+1,l,ω̄mµ,b−e
g
)( a

m
; p
)

+(mb− a)
(
ef(b) +mef( a

m2 )
)(

ερ,r,q,cµ,σ,l,ω̄mµ,b−e
g
)( a

m
; p
)]

where m ∈ (0, 1] and ω̄ is defined in (2.2).

Proof. Multiplying both sides of (2.4) with zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p)eg((1−z)
a
m+zb) and in-

tegrating over [0, 1], we have

2ef(
a+mb

2 )
∫ 1

0

zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p)eg((1−z)
a
m+zb)dz (2.16)

≤
∫ 1

0

zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p)ef(za+m(1−z)b)eg((1−z)
a
m+zb)dz

+m

∫ 1

0

zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p)ef((1−z) am+zb)eg((1−z)
a
m+zb)dz.
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Putting v = (1− z) am + zb in (2.16), we get

2ef(
a+mb

2 )
∫ b

a
m

(
v − a

m

)σ−1

Eρ,r,q,cµ,σ,l

(
mµω̄(v − a

m
)µ; p

)
eg(v)dv

≤
∫ b

a
m

(
v − a

m

)σ−1

Eρ,r,q,cµ,σ,l

(
mµω̄(v − a

m
)µ; p

)
ef(a+mb−mv)eg(v)dv

+m

∫ b

a
m

(
v − a

m

)σ−1

Eρ,r,q,cµ,σ,l

(
mµω̄(v − a

m
)µ; p

)
ef(v)eg(v)dv.

By using (1.7), (1.8), (1.9) and given condition f(v) = f(a+mb−mv), first inequality
of (2.15) is achieved.
Now multiplying both sides of (2.5) with zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p)eg((1−z)

a
m+zb) and inte-

grating over [0, 1], we have∫ 1

0

zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p)ef(za+m(1−z)b)eg((1−z)
a
m+zb)dz

+m

∫ 1

0

zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p)ef((1−z) am+zb)eg((1−z)
a
m+zb)dz.

≤
(
ef(a) −m2ef( a

m2 )
)∫ 1

0

zσEρ,r,q,cµ,σ,l (ωzµ; p)eg((1−z)
a
m+zb)dz

+m
(
ef(b) +mef( a

m2 )
)∫ 1

0

zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p)eg((1−z)
a
m+zb)dz.

From above second inequality of (2.15) is achieved. �

Corollary 2.8. Suppose that assumptions of Theorem 2.7 hold and let m = 1. Then
following inequalities for exponentially convex function hold:

ef(
a+b
2 )
(
ερ,r,q,cµ,σ,l,ω∗,b−e

g
)

(a; p) ≤
(
ερ,r,q,cµ,σ,l,ω∗,b−e

feg
)

(a; p)

≤ ef(a) + ef(b)

2

(
ερ,r,q,cµ,σ,l,ω∗,b−e

g
)

(a; p)

where ω∗ is defined in (2.8).

Theorem 2.9. Let ω, µ, σ, l, ρ, c ∈ C, <(µ),<(σ),<(l) > 0, <(c) > <(ρ) > 0 with
p ≥ 0, r > 0 and 0 < q ≤ r + <(µ). Let f, g : [a,mb] ⊂ R → R be the functions such
that f, g ∈ L1[a,mb] with a < mb. If f and g are exponentially m-convex functions,
then the following inequality holds:(

ερ,r,q,c
µ,σ,l,ω̄,mb−

ef
)

(a; p) +
(
ερ,r,q,cµ,σ,l,ω̄,a+e

g
)

(mb; p) (2.17)

≤ 1

(mb− a)

[(
eg(a) +mef(b)

)
Gσ+1,ω̄,a+ (mb; p)

+
(
ef(a) +meg(b)

){
(mb− a)Gσ,ω̄,a+ (mb; p)−Gσ+1,ω̄,a+ (mb; p)

}]
where m ∈ (0, 1] and ω̄ is defined in (2.2).
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Proof. Since f and g are exponentially m-convex, we have

ef((1−z)a+mzb) + eg(za+m(1−z)b) ≤ (1− z)
(
ef(a) +meg(b)

)
+ z

(
eg(a) +mef(b)

)
.

(2.18)
Multiplying both sides of (2.18) with zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p) and integrating over [0, 1],
we have ∫ 1

0

zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p)ef((1−z)a+mzb)dz (2.19)

+

∫ 1

0

zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p)eg(za+m(1−z)b)dz

≤
(
ef(a) +meg(b)

)∫ 1

0

(1− z)zσ−1Eρ,r,q,cµ,σ,l (ωzµ; p)dz

+
(
eg(a) +mef(b)

)∫ 1

0

zσEρ,r,q,cµ,σ,l (ωzµ; p)dz.

Putting u = (1 − z)a + mzb and v = za + m(1 − z)b in (2.19), then by using (1.7),
(1.8) and (1.9), inequality (2.17) is achieved. �

Corollary 2.10. Suppose that assumptions of Theorem 2.9 hold and let m = 1. Then
following inequality for exponentially convex function holds:(

ερ,r,q,cµ,σ,l,ω∗,b−e
f
)

(a; p) +
(
ερ,r,q,cµ,σ,l,ω∗,a+e

g
)

(b; p)

≤ 1

(b− a)

[(
eg(a) + ef(b)

)
Gσ+1,ω∗,a+ (b; p)

+
(
ef(a) + eg(b)

){
(b− a)Gσ,ω∗,a+ (b; p)−Gσ+1,ω∗,a+ (b; p)

}]
.

where ω∗ is defined in (2.8).

Remark 2.11. If we take ω = p = 0 in (2.17), then [18, Theorem 3.2] is obtained.

Concluding remarks. The aim of this paper is to establish two versions of the frac-
tional Hadamard inequalities for exponentially m-convex functions via generalized
fractional integral operators. Further, a generalized version of the Hadamard inequal-
ity so called Fejér-Hadamard inequality is proved. The results of this paper are hold
for various associated fractional integral operators.
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Abstract. In this paper, we establish some (p, q)-Opial type inequalities and
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1. Introduction

(p, q)-Calculus is more general from q-calculus. There have been many studies
on (p, q)-calculus. Recently, Tunç and Göv [27, 28, 29] studied the concept of (p, q)-
derivatives and (p, q)-integrals over the intervals of [a, b] ⊂ R and settled a number of
(p, q) analogues of some well-known results like Hölder inequality, Minkowski inequal-
ity, Hermite-Hadamard inequality and Ostrowski inequality, Cauchy-Bunyakovsky-
Schwarz, Gruss, Gruss- Cebysev and other integral inequalities using classical con-
vexity. The most recently, Alp et al. in [3], proved q-Hermite-Hadamard inequality,
some new q-Hermite-Hadamard inequalities, and generalized q-Hermite-Hadamard in-
equality, also they studied some integral inequalities which provide quantum estimates
for the left part of the quantum analogue of Hermite-Hadamard inequality through
q-differentiable convex and quasi-convex functions. See [10], [12], [13], [14], [15] for q
and (p, q)-analysis.

Inequalities which involve integrals of functions and their derivatives, whose
study has a history of about one century, are of great importance in mathematics, with
far-reaching applications in the theory of differential equations, approximations and
probability, among others. This class of inequalities includes the Wirtinger, Lyapunov,
Landau-Kolmogorov, and Hardy types to which an abundance of literature, including
several monographs, have been devoted. Of these inequalities, the earliest one which
appeared in print is believed to be a Wirtinger type inequality by L. Sheeffer in
1885 (actually before the result by Wirtinger), which found its motivation in the
calculus of variations. Improvements, generalizations, extensions, discretizations, and
new applications of these inequalities are constantly being found, making their study
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an extremely prolific field. These inequalities and their manifold manifestations occupy
a central position in mathematical analysis and its applications [1].

In the year 1960, Opial [17], [18] established the following interesting integral
inequalities:

Theorem 1.1. Let x(t) ∈ C(1)[0, h] be such that x(t) > 0 in (0, h). Then, the following
inequalities holds:

i) If x(0) = x(h) = 0, then

h∫
0

|x(t)x′(t)| dt ≤ h

4

h∫
0

|x′(t)|2 dt. (1.1)

ii) If x(0) = 0, then
h∫

0

|x(t)x′(t)| dt ≤ h

2

h∫
0

|x′(t)|2 dt. (1.2)

In (1.1), the constant h/4 is the best possible.

Opial’s inequality and its generalizations, extensions and discretizations, play a
fundamental role in establishing the existence and uniqueness of initial and boundary
value problems for ordinary and partial differential equations as well as difference
equations. Over the last twenty years a large number of papers have been appeared in
the literature which deals with the simple proofs, various generalizations and discrete
analogues of Opial inequality and its generalizations, see [5], [7], [8], [11], [20], [22],
[23], [24], [30], [4], [9], [16].

In this paper we obtain (p, q)-Opial type inequalities on (p, q)-quantum integral.
If p, q → 1− are taken, all the results we have obtained provide valid results for
classical analysis.

2. Preliminaries and definitions of (p, q)-calculus

Throughout this paper, let [a, b] ⊂ R is an interval, 0 < q < p ≤ 1 are constants.
The following definitions and theorems for (p, q)- derivative and (p, q)- integral are
given in [27, 28].

Definition 2.1. [27, 28]For a continuous function f : [a, b]→ R then (p, q)- derivative
of f at t ∈ [a, b] is characterized by the expression

aDp,qf (t) =
f (pt+ (1− p) a)− f (qt+ (1− q) a)

(p− q) (t− a)
, t 6= a. (2.1)

Since f : [a, b]→ R is a continuous function, thus we have

aDp,qf (a) = lim
t→a aDp,qf (t) .

The function f is said to be (p, q)- differentiable on [a, b] if aDp,qf (t) exists for all

t ∈ [a, b]. If a = 0 in (2.1), then 0Dp,qf (t) = Dp,qf (t) , where Dp,qf (t) is familiar
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(p, q)- derivative of f at t ∈ [a, b] defined by the expression (see [6, 13, 21])

Dp,qf (t) =
f (pt)− f (qt)

(p− q) t
, t 6= 0. (2.2)

Note also that if p = 1 in (2.2), then Dqf (x) is familiar q- derivative of f at x ∈ [a, b]
defined by the expression (see [14])

Dqf (t) =
f (t)− f (qt)

(1− q) t
, t 6= 0. (2.3)

Corollary 2.2. [21]For f, g are two functions the rule of multiplicative derivative
Dp,qf (t) is

Dp,qf (t) g (t) = f (pt)Dp,qg (t) + g (qt)Dp,qf (t) .

We will use the following proposition throughout our work:

Proposition 2.3.

Dp,qx
n (t) =

n−1∑
i=0

xn−1−i(pt)xi(qt)Dp,qx (t) (2.4)

Proof. By using rule of multiplicative derivative Dp,qf (t) we have

Dp,qx
n (t) = Dp,q

[
xn−1 (t)x (t)

]
= xn−1 (pt)Dp,qx (t) + x (qt)Dp,qx

n−1 (t)

= xn−1 (pt)Dp,qx (t) + x (qt)
[
xn−2 (pt)Dp,qx (t) + x (qt)Dp,qx

n−2 (t)
]

=
[
xn−1 (pt) + xn−2 (pt)

]
Dp,qx (t) + x2 (qt)Dp,qx

n−2 (t)

=
[
xn−1 (pt) + xn−2 (pt) + xn−3 (pt)

]
Dp,qx (t) + x3 (qt)Dp,qx

n−3 (t)

· · ·

=

n−1∑
i=0

xn−1−i(pt)xi(qt)Dp,qx (t)

�

Definition 2.4. [27, 28]. Let f : [a, b]→ R be a continuous function. The definite (p, q)
integral on [a, b] is delineated as

t∫
a

f (x) adp,qx = (p− q) (t− a)

∞∑
n=0

qn

pn+1
f

(
qn

pn+1
t+

(
1− qn

pn+1

)
a

)
(2.5)

for t ∈ [a, pb + (1 − p)a]. If c ∈ (a, t), then the (p, q)- definite integral on [c, t] is
expressed as

t∫
c

f (x) adp,qx =

t∫
a

f (x) adp,qx −
c∫
a

f (x) adp,qx . (2.6)
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If p = 1 in (2.5), then one can get the classical q- definite integral on [a, b] defined
by (see [25, Definition 2.2])

t∫
a

f (x) adqx = (1− q) (t− a)

∞∑
n=0

qnf (qnt+ (1− qn) a) . (2.7)

If a = 0 in (2.5), then one can get the classical (p, q)- definite integral defined
by (see [21, Definition 4.])

t∫
0

f (x) 0dp,qx =

t∫
0

f (x) dp,qx = (p− q) t
∞∑
n=0

qn

pn+1
f

(
qn

pn+1
t

)
. (2.8)

Note also that if p = 1 in (2.8), then one can get the classical q- definite integral
defined by (see [25, Definition 2.2])

t∫
0

f (x) 0dqx =

t∫
0

f (x) dqx = (1− q) t
∞∑
n=0

qnf (qnt) . (2.9)

3. Main results

First we will prove the (p, q)-Opial inequalities below and some results

Theorem 3.1 ((p, q)-Opial Inequality). Let x(t) ∈ C(1)[0, h] be such that

x(0) = x(h) = 0,

and x(t) > 0 in (0, h). Then, the following inequality holds:

h∫
0

|x(pt) + x(qt)| |Dp,qx (t)| dp,qt ≤
h

p+ q

h∫
0

|Dp,qx (t)|2 dp,qt. (3.1)

Proof. Let choosing y(t) and z(t) functions as

y(t) =

t∫
0

|Dp,qx (s)| dp,qs (3.2)

z(t) =

h∫
t

|Dp,qx (s)| dp,qs,

such that

|Dp,qx (t)| = Dp,qy (t) = −Dp,qz (t) (3.3)
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and for t ∈ [0, h], it follows that

|x (t)| =

∣∣∣∣∣∣
t∫

0

Dp,qx (s) dp,qs

∣∣∣∣∣∣ ≤
t∫

0

|Dp,qx (s)| dp,qs = y(t) (3.4)

|x (t)| =

∣∣∣∣∣∣
h∫
t

Dp,qx (s) dp,qs

∣∣∣∣∣∣ ≤
h∫
t

|Dp,qx (s)| dp,qs = z(t).

|x (qt)| =

∣∣∣∣∣∣
qt∫
0

Dp,qx (s) dp,qs

∣∣∣∣∣∣ ≤
qt∫
0

|Dp,qx (s)| dp,qs = y(qt) (3.5)

|x (qt)| =

∣∣∣∣∣∣
h∫

qt

Dp,qx (s) dp,qs

∣∣∣∣∣∣ ≤
h∫

qt

|Dp,qx (s)| dp,qs = z(qt).

and

|x (pt)| =

∣∣∣∣∣∣
pt∫
0

Dp,qx (s) dp,qs

∣∣∣∣∣∣ ≤
pt∫
0

|Dp,qx (s)| dp,qs = y(pt) (3.6)

|x (pt)| =

∣∣∣∣∣∣
h∫

pt

Dp,qx (s) dp,qs

∣∣∣∣∣∣ ≤
h∫

pt

|Dp,qx (s)| dp,qs = z(pt).

Now let calculating the following (p, q)-integral by using partial (p, q)-integration
method

h
p+q∫
0

y(pt)Dp,qy (t) dp,qt = y2
(

h

p+ q

)
−

h
p+q∫
0

y(qt)Dp,qy (t) dp,qt

and then
h
p+q∫
0

{y(pt) + y(qt)}Dp,qy (t) dp,qt = y2
(

h

p+ q

)
. (3.7)

By using (3.3), (3.4), (3.5), (3.6) and (3.7) we have the following inequality
h
p+q∫
0

|x(pt) + x(qt)| |Dp,qx (t)| dp,qt ≤

h
p+q∫
0

{|x(pt)|+ |x(qt)|} |Dp,qx (t)| dp,qt (3.8)

≤

h
p+q∫
0

{y(pt) + y(qt)}Dp,qy (t) dp,qt

= y2
(

h

p+ q

)
.
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Similarly we can write that

h∫
h
p+q

|x(pt) + x(qt)| |Dp,qx (t)| dp,qt ≤
h∫
h
p+q

{|x(pt)|+ |x(qt)|} |Dp,qx (t)| dp,qt (3.9)

≤ −
h∫
h
p+q

{z(pt) + z(qt)}Dp,qz (t) dp,qt

= z2
(

h

p+ q

)
.

Adding (3.8) and (3.9), we find that

h∫
0

|x(pt) + x(qt)| |Dp,qx (t)| dp,qt ≤ y2
(

h

p+ q

)
+ z2

(
h

p+ q

)
.

Finally using the Cauchy-Schwarz inequality, we get

y2
(

h

p+ q

)
=


h
p+q∫
0

|Dp,qx (t)| dp,qt


2

(3.10)

=




h
p+q∫
0

12dp,qt


1/2

h
p+q∫
0

|Dp,qx (t)|2 dp,qt


1/2

2

=
h

p+ q

h
p+q∫
0

|Dp,qx (t)|2 dp,qt.

Similarly we have

z2
(

h

p+ q

)
=


h∫
h
p+q

|Dp,qx (t)| dp,qt


2

=
h

p+ q

h∫
h
p+q

|Dp,qx (t)|2 dp,qt. (3.11)

Therefore, from (3.10) and (3.11) we obtain that

h∫
0

|x(pt) + x(qt)| |Dp,qx (t)| dp,qt ≤
h

p+ q

h∫
0

|Dp,qx (t)|2 dp,qt

and the proof is completed. �
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Remark 3.2. In Theorem 3.1 if we take p → 1−, we recapture the following q-Opial
inequality in [2]:

h∫
0

|x(t) + x(qt)| |Dqx (t)| dqt ≤
h

1 + q

h∫
0

|Dqx (t)|2 dqt.

Remark 3.3. In Theorem 3.1 if we take p → 1− and q → 1−, we recapture the (1.1)
inequality.

Theorem 3.4. Let x(t) ∈ C(1)[0, h] be such that x(0) = 0 and x(t) > 0 in (0, h). Then,
the following inequality holds:

h∫
0

|x(pt) + x(qt)| |Dp,qx (t)| dp,qt ≤ h
h∫

0

|Dp,qx (t)|2 dp,qt. (3.12)

Proof. Let choosing y(t) functions as (3.2) such that

|x (t)| ≤ y(t) (3.13)

|Dp,qx (t)| = Dp,qy (t)

and then
h∫

0

y(pt)Dp,qy (t) dp,qt = y2 (h)−
h∫

0

y(qt)Dp,qy (t) dp,qt,

i.e
h∫

0

{y(pt) + y(qt)}Dp,qy (t) dp,qt = y2 (h) . (3.14)

Now by using Cauchy-Schwarz inequality for y2 (h), we have

y2 (h) =

 h∫
0

|Dp,qx (s)| dp,qs

2

≤ h
h∫

0

|Dp,qx (s)|2 dp,qs.

Finally by using (3.13), then we have

h∫
0

|x(pt) + x(qt)| |Dp,qx (t)| dp,qt ≤
h∫

0

{y(pt) + y(qt)}Dp,qy (t) dp,qt

≤ h
h∫

0

|Dp,qx (t)|2 dp,qt

and the proof is completed. �
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Remark 3.5. In Theorem 3.4 if we take p → 1−, we recapture the following q-Opial
inequality in [2]:

h∫
0

|x(t) + x(qt)| |Dqx (t)| dqt ≤ h
h∫

0

|Dqx (t)|2 dqt.

Remark 3.6. In Theorem 3.4 if we take q → 1−, we recapture the (1.2) inequality.

Theorem 3.7. Let k (t) be a nonnegative and continuous function on [0, h] and x(t) ∈
C(1)[0, h] be such that x(0) = x(h) = 0, and x(t) > 0 in (0, h). Then, the following
inequality holds:

h∫
0

k (t) |x(pt) + x(qt)| |Dp,qx (t)| dp,qt ≤

h h∫
0

k2 (t) dp,qt


1
2 h∫

0

|Dp,qx (t)|2 dp,qt

Proof. In proof of Theorem 3.1, we obtained that

|x (t)| ≤ y(t) and |x (t)| ≤ z(t)

Thus we get

|x (pt)| ≤ y (pt) + z (pt)

2
(3.15)

=

pt∫
0

Dp,qx (s) dp,qs+
h∫
pt

Dp,qx (s) dp,qs

2

=
1

2

h∫
0

|Dp,qx (s)| dp,qs.

|x (qt)| ≤ y (qt) + z (qt)

2
(3.16)

=

qt∫
0

Dp,qx (s) dp,qs+
h∫
qt

Dp,qx (s) dp,qs

2

=
1

2

h∫
0

|Dp,qx (s)| dp,qs.
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By using the (3.15) and from Cauchy-Schwarz inequality for (p, q)-integral,

h∫
0

k (t) |x (pt)|2 dp,qt (3.17)

≤ 1

4

h∫
0

k (t)

 h∫
0

|Dp,qx (s)| dp,qs

2

dp,qt

≤ 1

4

 h∫
0

k (t) dp,qt

 h∫
0

dp,qs

 h∫
0

|Dp,qx (s)|2 dp,qs


≤ h

4

 h∫
0

k (t) dp,qt

 h∫
0

|Dp,qx (t)|2 dp,qt

 .

Similarly from (3.16) we have

h∫
0

k (t) |x (qt)|2 dp,qt ≤
h

4

 h∫
0

k (t) dp,qt

 h∫
0

|Dp,qx (t)|2 dp,qt

 . (3.18)

From Cauchy-Schwarz inequality and (3.17), we have

h∫
0

k (t) |x (pt)Dp,qx (t)| dp,qt (3.19)

≤

 h∫
0

k2 (t) |x (pt)|2 dp,qt


1
2
 h∫

0

|Dp,qx (t)|2 dp,qt


1
2

≤

h
4

 h∫
0

k2 (t) dp,qt

 h∫
0

|Dp,qx (t)|2 dp,qt


1
2
 h∫

0

|Dp,qx (t)|2 dp,qt


1
2

≤ 1

2

h h∫
0

k2 (t) dp,qt


1
2
 h∫

0

|Dp,qx (t)|2 dp,qt

 .

Similarly, by using (3.18) we can write

h∫
0

k (t) |x (qt)Dp,qx (t)| dp,qt (3.20)

≤ 1

2

h h∫
0

k2 (t) dp,qt


1
2
 h∫

0

|Dp,qx (t)|2 dp,qt





650 Necmettin Alp and Mehmet Zeki Sarıkaya

Finally by adding (3.19) and (3.20) we have

h∫
0

k (t) |x(pt) + x(qt)| |Dp,qx (t)| dp,qt

≤
h∫

0

k (t) {|x(pt)|+ |x(qt)|} |Dp,qx (t)| dp,qt

≤

h h∫
0

k2 (t) dp,qt


1
2
 h∫

0

|Dp,qx (t)|2 dp,qt


which is complete the proof. �

Remark 3.8. In Theorem 3.7 if we take p→ 1−, we obtain the following inequality in
[2]:

h∫
0

k (t) |x(t) + x(qt)| |Dqx (t)| dqt ≤

h h∫
0

k2 (t) dqt


1
2 h∫

0

|Dqx (t)|2 dqt

Remark 3.9. In Theorem 3.7 if we take p → 1− and q → 1−, we recapture the
following inequality

h∫
0

k (t) |x(t)x′ (t)| dt ≤

h
4

h∫
0

k2 (t) dt


1
2
 h∫

0

|x′ (t)|2 dt


which is proved by Trable in [26].

Theorem 3.10. Let x(t) ∈ C(1)[0, h] be such that x(0) = x(h) = 0, and x(t) > 0 in
(0, h). Then, the following inequality holds:

h∫
0

|x(s)|m(R+r)
dp,qs≤

[K(m)]
(R+r)

pR−1

h∫
0

|Dp,qx(s)|m(R+r)

∣∣∣∣∣
R+r−1∑
i=0

(
x(qs)

x(ps)

)i∣∣∣∣∣
m(R+r)

dp,qs

(3.21)
where

K(m) =

h∫
0

[
t1−m + (h− t)1−m

]−1
dp,qt.

Proof. Firstly we can write (p, q)-derivative of xn (t) from (2.4)

Dp,qx
n (t) =

n−1∑
i=0

xn−1−i(pt)xi(qt)Dp,qx (t) (3.22)
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using (3.22) we have

t∫
0

Dp,qx
R+r(s)dp,qs = xR+r(t) (3.23)

on the other hand we can write

t∫
0

Dp,qx
R+r(s)dp,qs =

t∫
0

R+r−1∑
i=0

xR+r−1−i(ps)xi(qs)Dp,qx (s) dp,qs. (3.24)

From (3.23)-(3.24) we get

xR+r(t) =

t∫
0

R+r−1∑
i=0

xR+r−1−i(ps)xi(qs)Dp,qx (s) dp,qs. (3.25)

Similarly, we can write

xR+r(t) = −
h∫
t

R+r−1∑
i=0

xR+r−1−i(ps)xi(qs)Dp,qx (s) dp,qs. (3.26)

Using the Hölder’s inequality for (p, q)-integral with indices m, m
m−1 in (3.25) and

(3.26), we have

|x(t)|m(R+r)
(3.27)

≤

 t∫
0

∣∣∣∣∣
R+r−1∑
i=0

xR+r−1−i(ps)xi(qs)Dp,qx (s)

∣∣∣∣∣ dp,qs
m

≤

 t∫
0

∣∣∣∣∣
R+r−1∑
i=0

xR+r−1−i(ps)xi(qs)

∣∣∣∣∣
m

|Dp,qx (s)|m dp,qs

 t∫
0

dp,qs

m−1

≤ tm−1

 t∫
0

∣∣∣∣∣
R+r−1∑
i=0

xR+r−1−i(ps)xi(qs)

∣∣∣∣∣
m

|Dp,qx (s)|m dp,qs

 .

Similarly, we get

|x(t)|m(R+r)
(3.28)

≤ (h− t)m−1
 t∫

0

∣∣∣∣∣
R+r−1∑
i=0

xR+r−1−i(ps)xi(qs)

∣∣∣∣∣
m

|Dp,qx (s)|m dp,qs

 .
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Multiplying the (3.27) and (3.28) respectively by t1−m and (h− t)1−m and summing
these inequalities, we have[

t1−m + (h− t)1−m
]
|x(t)|m(R+r)

(3.29)

≤

 h∫
0

∣∣∣∣∣
R+r−1∑
i=0

xR+r−1−i(ps)xi(qs)

∣∣∣∣∣
m

|Dp,qx (s)|m dp,qs


and for t ∈ [0, h] we get

|x(t)|m(R+r) ≤
[
t1−m + (h− t)1−m

]−1
(3.30)

×

(
h∫
0

∣∣∣∣R+r−1∑
i=0

xR+r−1−i(ps)xi(qs)

∣∣∣∣m |Dp,qx (s)|m dp,qs

)

=
[
t1−m + (h− t)1−m

]−1
×

(
h∫
0

|x (ps)|m(R+r−1)
∣∣∣∣R+r−1∑
i=0

(
x(qs)
x(ps)

)i∣∣∣∣m |Dp,qx (s)|m dp,qs

)

=
[
t1−m + (h− t)1−m

]−1
×

(
h∫
0

|x (ps)|mR/r |Dp,qx (s)|m |x (ps)|m(R+r−1)−mR/r
∣∣∣∣R+r−1∑
i=0

(
x(qs)
x(ps)

)i∣∣∣∣m dp,qs
)
.

Integrating (3.30) on [0, h] and using the Hölder’s inequality for (p, q)-integral with
indices r, r

r−1 we have

h∫
0

|x(t)|m(R+r)
dp,qt ≤

h∫
0

[
t1−m + (h− t)1−m

]−1
dp,qt (3.31)

×

(
h∫
0

|x(ps)|mR/r |Dp,qx (s)|m |x (ps)|m(R+r−1)−mR/r
∣∣∣∣R+r−1∑
i=0

(
x(qs)
x(ps)

)i∣∣∣∣m dp,qs
)

≤ K(m)

(
h∫
0

|x (ps)|mR |Dp,qx (s)|mr
∣∣∣∣R+r−1∑
i=0

(
x(qs)
x(ps)

)i∣∣∣∣mr dp,qs
) 1
r

×

(
h∫
0

|x (ps)|m(R+r)
dp,qs

) r−1
r

which by dividing the both sides of (3.31) with

(
h∫
0

|x(ps)|m(R+r)
dp,qs

) r−1
r

and taking

the rth power on both sides of resulting inequaliy. Finally by using the Hölder’s
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inequality for (p, q)-integral with indices R+r
R , R+r

r then, we get

h∫
0

|x(t)|m(R+r)
dp,qt (3.32)

≤ [K(m)]
r

 h∫
0

|x (ps)|mR |Dp,qx (s)|mr
∣∣∣∣∣
R+r−1∑
i=0

(
x(qs)

x(ps)

)i∣∣∣∣∣
mr

dp,qs



≤ [K(m)]
r

 h∫
0

|x (ps)|m(R+r)
dp,qs


R
R+r

×

 h∫
0

|Dp,qx (s)|m(R+r)

∣∣∣∣∣
R+r−1∑
i=0

(
x(qs)

x(ps)

)i∣∣∣∣∣
m(R+r)

dp,qs


r

R+r

which by dividing the both sides of (3.32) with

(
h∫
0

|x (ps)|m(R+r)
dp,qs

) R
R+r

h∫
0

|x(t)|m(R+r)
dp,qt

 h∫
0

|x (ps)|m(R+r)
dp,qs


−R
R+r

(3.33)

≤ [K(m)]
r

 h∫
0

|Dp,qx (s)|m(R+r)

∣∣∣∣∣
R+r−1∑
i=0

(
x(qs)

x(ps)

)i∣∣∣∣∣
m(R+r)

dp,qs


r

R+r

Here since
h∫

0

|x (ps)|m(R+r)
dp,qs =

1

p

ph∫
0

|x (s)|m(R+r)
dp,qs

from |x (s)|m(R+r) ≥ 0 and ph ≤ h we can say

h∫
0

|x (ps)|m(R+r)
dp,qs =

1

p

ph∫
0

|x (s)|m(R+r)
dp,qs ≤

1

p

h∫
0

|x (s)|m(R+r)
dp,qs

so  h∫
0

|x (ps)|m(R+r)
dp,qs


−R
R+r

=

1

p

ph∫
0

|x (s)|m(R+r)
dp,qs


−R
R+r

(3.34)

≥

1

p

h∫
0

|x (s)|m(R+r)
dp,qs


−R
R+r

.
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From (3.34)

h∫
0

|x(t)|m(R+r)
dp,qt

 h∫
0

|x (ps)|m(R+r)
dp,qs


−R
R+r

(3.35)

≥
h∫

0

|x(t)|m(R+r)
dp,qt

1

p

h∫
0

|x (s)|m(R+r)
dp,qs


−R
R+r

= p
R
R+r

 h∫
0

|x (s)|m(R+r)
dp,qs


r

R+r

.

From (3.33) and (3.35) we get

p
R
R+r

 h∫
0

|x (s)|m(R+r)
dp,qs


r

R+r

(3.36)

≤ [K(m)]
r

 h∫
0

|Dp,qx (s)|m(R+r)

∣∣∣∣∣
R+r−1∑
i=0

(
x(qs)

x(ps)

)i∣∣∣∣∣
m(R+r)

dp,qs


r

R+r

.

Finally by taking the R+r
r th power on both sides of (3.36) we have

h∫
0

|x(s)|m(R+r)
dp,qs

≤ [K(m)]
(R+r)

pR−1

h∫
0

|Dp,qx(s)|m(R+r)

∣∣∣∣∣
R+r−1∑
i=0

(
x(qs)

x(ps)

)i∣∣∣∣∣
m(R+r)

dp,qs

and the proof is completed. �

Remark 3.11. In Theorem 3.10 if we take p→ 1−, we obtain the following inequality
in [2]:

h∫
0

|x (s)|m(R+r)
dqs ≤ [K(m)]

(R+r)

h∫
0

|Dqx (s)|m(R+r)

∣∣∣∣∣
R+r−1∑
i=0

(
x(qs)

x(s)

)i∣∣∣∣∣
m(R+r)

dqs

which is proved by Pachpatte in [19].

Remark 3.12. In Theorem 3.10 if we take p → 1− and q → 1−, we recapture the
following result

h∫
0

|x(t)|m(R+r)
dt ≤ [(R+ r)

m
K(m)]

(R+r)

h∫
0

|x′ (s)|m(R+r)
ds

which is proved by Pachpatte in [19].
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Theorem 3.13. Let x(t) be absulately continuous on [0, h], and x(0) = 0. Further let
α ≥ 0. Then, the following inequality holds:

h∫
0

∣∣∣∣∣
α∑
i=0

xα−i(pt)xi(qt)Dp,qx (t)

∣∣∣∣∣ dp,qt ≤ hα
h∫

0

|Dp,qx (s)|α+1
dp,qs.

Proof. By (p, q)-derivative of xn (t) from (2.4) we have

Dp,qy
α+1 (t) =

α∑
i=0

yα−i(pt)yi(qt)Dp,qy (t) . (3.37)

and choosing y (t) as

y(t) =

t∫
0

|Dp,qx (s)| dp,qs (3.38)

such that
|x (t)| ≤ y(t).

From (3.37) we get

h∫
0

∣∣∣∣∣
α∑
i=0

xα−i(pt)xi(qt)Dp,qx (t)

∣∣∣∣∣ dp,qt ≤
h∫

0

α∑
i=0

yα−i(pt)yi(qt)Dp,qy (t) dp,qt (3.39)

=

h∫
0

Dp,qy
α+1 (t) dp,qt

= yα+1 (h) .

By using the Hölder’s inequality and (3.39) with (3.38) for (p, q)-integral with indices
α+ 1, α+1

α , we get

yα+1 (h) =

 h∫
0

|Dp,qx (s)| dp,qs

α+1

≤


 h∫

0

dp,qs


α
α+1

 h∫
0

|Dp,qx (s)|α+1
dp,qs


1

α+1


α+1

= hα
h∫

0

|Dp,qx (s)|α+1
dp,qs

and
h∫

0

∣∣∣∣∣
α∑
i=0

xα−i(pt)xi(qt)Dp,qx (t)

∣∣∣∣∣ dp,qt ≤ hα
h∫

0

|Dp,qx (s)|α+1
dp,qs

which is completes the proof. �
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Remark 3.14. In Theorem 3.13 if we take p→ 1−, we obtain the following inequality
in [2]:

h∫
0

∣∣∣∣∣
α∑
i=0

xα−i(t)xi(qt)Dqx (t)

∣∣∣∣∣ dqt ≤ hα
h∫

0

|Dqx (s)|α+1
dqs.

Remark 3.15. In Theorem 3.13 if we take p → 1− and q → 1−, we recapture the
following result

h∫
0

|xα(t)x′ (t)| dt ≤ hα

α+ 1

h∫
0

|x′ (s)|α+1
ds

which is proved by Hua in [11].
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[27] Tunç, M., Göv, E., (p, q)-Integral inequalities, RGMIA Res. Rep. Coll., 19(2016), Art.
97, 1-13.
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e-mail: sarikayamz@gmail.com
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and m-fold symmetric bi-univalent functions
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Abstract. In the present paper, we introduce and study two new subclasses of
analytic and m-fold symmetric bi-univalent functions defined in the open unit
disk U . Furthermore, for functions in each of the subclasses introduced here,
we obtain upper bounds for the initial coefficients |am+1| and |a2m+1|. Also, we
indicate certain special cases for our results.
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1. Introduction

Denote by A the class of functions f of the form:

f(z) = z +

∞∑
k=2

akz
k, (1.1)

which are analytic in the open unit disk U = {z ∈ C : |z| < 1}. Let S be the subclass
of A consisting in functions of the form (1.1) which are also univalent in U . The Koebe
one-quarter theorem (see [4]) states that the image of U under every function f ∈ S
contains a disk of radius 1

4 . Therefore, every function f ∈ S has an inverse f−1 which

satisfies f−1(f(z)) = z, (z ∈ U) and f(f−1(w)) = w, (|w| < r0(f), r0(f) ≥ 1
4 ), where

g(w) = f−1(w) = w − a2w
2 +

(
2a2

2 − a3

)
w3 −

(
5a3

2 − 5a2a3 + a4

)
w4 + · · · . (1.2)

A function f ∈ A is said to be bi-univalent in U if both f and f−1 are univalent
in U . We denote by Σ the class of bi-univalent functions in U given by (1.1). For a brief
history and interesting examples in the class Σ see [14], (see also [6, 7, 10, 11, 12]).

For each function f ∈ S, the function h(z) = (f(zm))
1
m , (z ∈ U,m ∈ N) is

univalent and maps the unit disk U into a region with m-fold symmetry. A function
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is said to be m-fold symmetric (see [8]) if it has the following normalized form:

f(z) = z +

∞∑
k=1

amk+1z
mk+1, (z ∈ U,m ∈ N). (1.3)

Let Sm stands for the class of m-fold symmetric univalent functions in U , which
are normalized by the series expansion (1.3). In fact, the functions in the class S are
one-fold symmetric.

In [15] Srivastava et al. defined m-fold symmetric bi-univalent functions ana-
logues to the concept of m-fold symmetric univalent functions. They gave some impor-
tant results, such as each function f ∈ Σ generates an m-fold symmetric bi-univalent
function for each m ∈ N. Furthermore, for the normalized form of f given by (1.3),
they obtained the series expansion for f−1 as follows:

g(w) = w − am+1w
m+1 +

[
(m+ 1)a2

m+1 − a2m+1

]
w2m+1

−
[

1

2
(m+ 1)(3m+ 2)a3

m+1 − (3m+ 2)am+1a2m+1 + a3m+1

]
w3m+1 + · · · , (1.4)

where f−1 = g. We denote by Σm the class of m-fold symmetric bi-univalent functions
in U . It is easily seen that for m = 1, the formula (1.4) coincides with the formula
(1.2) of the class Σ. Some examples of m-fold symmetric bi-univalent functions are
given as follows:(

zm

1− zm

) 1
m

,

[
1

2
log

(
1 + zm

1− zm

)] 1
m

and [− log (1− zm)]
1
m

with the corresponding inverse functions(
wm

1 + wm

) 1
m

,

(
e2wm − 1

e2wm + 1

) 1
m

and

(
ew

m − 1

ewm

) 1
m

,

respectively.

Recently, many authors investigated bounds for various subclasses of m-fold
bi-univalent functions (see [1, 2, 5, 13, 15, 16, 17]).

The purpose of the present investigation is to introduce the new subclasses
ASΣm

(γ, λ;α) and AS∗Σm
(γ, λ;β) of Σm and find estimates on the coefficients |am+1|

and |a2m+1| for functions in each of these new subclasses.

We will require the following lemma in proving our main results.

Lemma 1.1. [3] If h ∈ P, then |ck| ≤ 2 for each k ∈ N, where P is the family of all
functions h analytic in U for which

Re (h(z)) > 0, (z ∈ U),

where

h(z) = 1 + c1z + c2z
2 + · · · , (z ∈ U).
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2. Coefficient bounds for the function class ASΣm(γ, λ;α)

Definition 2.1. A function f ∈ Σm given by (1.3) is said to be in the class
ASΣm

(γ, λ;α) if it satisfies the following conditions:∣∣∣∣arg([(1− λ)
zf ′(z)

f(z)
+ λ

(
1 +

zf ′′(z)

f ′(z)

)]γ)∣∣∣∣ < απ

2
(2.1)

and ∣∣∣∣arg([(1− λ)
wg′(w)

g(w)
+ λ

(
1 +

wg′′(w)

g′(w)

)]γ)∣∣∣∣ < απ

2
, (2.2)

(z, w ∈ U, 0 < α ≤ 1, 0 ≤ γ ≤ 1, 0 ≤ λ ≤ 1, m ∈ N) ,

where the function g = f−1 is given by (1.4).

In particular, for one-fold symmetric bi-univalent functions, we denote the class
ASΣ1

(γ, λ;α) = ASΣ(γ, λ;α).

Remark 2.2. It should be remarked that the classes ASΣm
(γ, λ;α) and ASΣ(γ, λ;α)

are a generalization of well-known classes consider earlier. These classes are:
(1) For λ = 0 and γ = 1, the class ASΣm(γ, λ;α) reduce to the class SαΣm

which was

considered by Altinkaya and Yalçin [1];
(2) For γ = 1, the class ASΣ(γ, λ;α) reduce to the class MΣ(α, λ) which was intro-
duced by Liu and Wang [9];
(3) For λ = 0 and γ = 1, the class ASΣ(γ, λ;α) reduce to the class S∗Σ(α) which was
given by Brannan and Taha [3].

Theorem 2.3. Let f ∈ ASΣm
(γ, λ;α) (0 < α ≤ 1, 0 ≤ γ ≤ 1, 0 ≤ λ ≤ 1, m ∈ N) be

given by (1.3). Then

|am+1| ≤
2α

m

√
2αγ(1 + λm) + γ(γ − α) (1 + λm)

2
(2.3)

and

|a2m+1| ≤
2α2(m+ 1)

m2γ2 (1 + λm)
2 +

α

mγ(1 + 2λm)
. (2.4)

Proof. It follows from conditions (2.1) and (2.2) that[
(1− λ)

zf ′(z)

f(z)
+ λ

(
1 +

zf ′′(z)

f ′(z)

)]γ
= [p(z)]

α
(2.5)

and [
(1− λ)

wg′(w)

g(w)
+ λ

(
1 +

wg′′(w)

g′(w)

)]γ
= [q(w)]

α
, (2.6)

where g = f−1 and p, q in P have the following series representations:

p(z) = 1 + pmz
m + p2mz

2m + p3mz
3m + · · · (2.7)

and

q(w) = 1 + qmw
m + q2mw

2m + q3mw
3m + · · · . (2.8)
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Comparing the corresponding coefficients of (2.5) and (2.6) yields

mγ(1 + λm)am+1 = αpm, (2.9)

m
[
2γ(1 + 2λm)a2m+1 − γ

(
λm2 + 2λm+ 1

)
a2
m+1

]
+
m2

2
γ(1 + λm)(γ − 1)(1 + λm)a2

m+1

= αp2m +
α(α− 1)

2
p2
m, (2.10)

−mγ(1 + λm)am+1 = αqm (2.11)

and

m
[
γ
(
3λm2 + 2(λ+ 1)m+ 1

)
a2
m+1 − 2γ(1 + 2λm)a2m+1

]
+
m2

2
γ(1 + λm)(γ − 1)(1 + λm)a2

m+1 = αq2m +
α(α− 1)

2
q2
m. (2.12)

Making use of (2.9) and (2.11), we obtain

pm = −qm (2.13)

and

2m2γ2 (1 + λm)
2
a2
m+1 = α2(p2

m + q2
m). (2.14)

Also, from (2.10), (2.12) and (2.14), we find that

m2
[
2γ (1 + λm) + γ(γ − 1) (1 + λm)

2
]
a2
m+1

= α(p2m + q2m) +
α(α− 1)

2

(
p2
m + q2

m

)
= α(p2m + q2m) +

m2γ2(α− 1) (1 + λm)
2

α
a2
m+1.

Therefore, we have

a2
m+1 =

α2(p2m + q2m)

m2
[
2αγ(1 + λm) + γ(γ − α) (1 + λm)

2
] . (2.15)

Now, taking the absolute value of (2.15) and applying Lemma 1.1 for the coefficients
p2m and q2m, we deduce that

|am+1| ≤
2α

m

√
2αγ(1 + λm) + γ(γ − α) (1 + λm)

2
.

This gives the desired estimate for |am+1| as asserted in (2.3).
In order to find the bound on |a2m+1|, by subtracting (2.12) from (2.10), we get

2mγ(1 + 2λm)
[
2a2m+1 − (m+ 1)a2

m+1

]
= α (p2m − q2m) +

α(α− 1)

2

(
p2
m − q2

m

)
.

(2.16)
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It follows from (2.13), (2.14) and (2.16) that

a2m+1 =
α2(m+ 1)

(
p2
m + q2

m

)
4m2γ2 (1 + λm)

2 +
α (p2m − q2m)

4mγ(1 + 2λm)
. (2.17)

Taking the absolute value of (2.17) and applying Lemma 1.1 once again for the coef-
ficients pm, p2m, qm and q2m, we obtain

|a2m+1| ≤
2α2(m+ 1)

m2γ2 (1 + λm)
2 +

α

mγ(1 + 2λm)
,

which completes the proof of Theorem 2.3. �

For one-fold symmetric bi-univalent functions, Theorem 2.3 reduce to the following
corollary:

Corollary 2.4. Let f ∈ ASΣ(γ, λ;α) (0 < α ≤ 1, 0 ≤ γ ≤ 1, 0 ≤ λ ≤ 1) be given by
(1.1). Then

|a2| ≤
2α√

2αγ(1 + λ) + γ(γ − α) (1 + λ)
2

and

|a3| ≤
4α2

γ2 (1 + λ)
2 +

α

γ(1 + 2λ)
.

3. Coefficient bounds for the function class AS∗
Σm

(γ, λ; β)

Definition 3.1. A function f ∈ Σm given by (1.3) is said to be in the class
AS∗Σm

(γ, λ;β) if it satisfies the following conditions:

Re

{[
(1− λ)

zf ′(z)

f(z)
+ λ

(
1 +

zf ′′(z)

f ′(z)

)]γ}
> β (3.1)

and

Re

{[
(1− λ)

wg′(w)

g(w)
+ λ

(
1 +

wg′′(w)

g′(w)

)]γ}
> β, (3.2)

(z, w ∈ U, 0 ≤ β < 1, 0 ≤ γ ≤ 1, 0 ≤ λ ≤ 1, m ∈ N) ,

where the function g = f−1 is given by (1.4).

In particular, for one-fold symmetric bi-univalent functions, we denote the class

AS∗Σ1
(γ, λ;β) = AS∗Σ(γ, λ;β).

Remark 3.2. It should be remarked that the classes AS∗Σm
(γ, λ;β) and AS∗Σ(γ, λ;β)

are a generalization of well-known classes consider earlier. These classes are:

(1) For λ = 0 and γ = 1, the class AS∗Σm
(γ, λ;β) reduce to the class SβΣm

which was

considered by Altinkaya and Yalçin [1];
(2) For γ = 1, the classAS∗Σ(γ, λ;β) reduce to the classBΣ(β, τ) which was introduced
by Liu and Wang [9];
(3) For λ = 0 and γ = 1, the class AS∗Σ(γ, λ;β) reduce to the class S∗Σ(β) which was
given by Brannan and Taha [3].
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Theorem 3.3. Let f ∈ AS∗Σm
(γ, λ;β) (0 ≤ β < 1, 0 ≤ γ ≤ 1, 0 ≤ λ ≤ 1, m ∈ N) be

given by (1.3). Then

|am+1| ≤
2

m

√
1− β

2γ(1 + λm) + γ(γ − 1) (1 + λm)
2 (3.3)

and

|a2m+1| ≤
2(m+ 1) (1− β)

2

m2γ2 (1 + λm)
2 +

1− β
mγ(1 + 2λm)

. (3.4)

Proof. It follows from conditions (3.1) and (3.2) that there exist p, q ∈ P such that[
(1− λ)

zf ′(z)

f(z)
+ λ

(
1 +

zf ′′(z)

f ′(z)

)]γ
= β + (1− β)p(z) (3.5)

and [
(1− λ)

wg′(w)

g(w)
+ λ

(
1 +

wg′′(w)

g′(w)

)]γ
= β + (1− β)q(w), (3.6)

where p(z) and q(w) have the forms (2.7) and (2.8), respectively. Equating coefficients
(3.5) and (3.6) yields

mγ(1 + λm)am+1 = (1− β)pm, (3.7)

m
[
2γ(1 + 2λm)a2m+1 − γ

(
λm2 + 2λm+ 1

)
a2
m+1

]
+
m2γ

2
(1 + λm)(γ − 1)(1 + λm)a2

m+1 = (1− β)p2m, (3.8)

−mγ(1 + λm)am+1 = (1− β)qm (3.9)

and

m
[
γ
(
3λm2 + 2(λ+ 1)m+ 1

)
a2
m+1 − 2γ(1 + 2λm)a2m+1

]
+
m2γ

2
(1 + λm)(γ − 1)(1 + λm)a2

m+1 = (1− β)q2m. (3.10)

From (3.7) and (3.9), we get

pm = −qm (3.11)

and

2m2γ2 (1 + λm)
2
a2
m+1 = (1− β)

2
(p2
m + q2

m). (3.12)

Adding (3.8) and (3.10), we obtain

m2
[
2γ (1 + λm) + γ(γ − 1) (1 + λm)

2
]
a2
m+1 = (1− β)(p2m + q2m). (3.13)

Therefore, we have

a2
m+1 =

(1− β)(p2m + q2m)

m2
[
2γ (1 + λm) + γ(γ − 1) (1 + λm)

2
] .

Applying Lemma 1.1 for the coefficients p2m and q2m, we obtain

|am+1| ≤
2

m

√
1− β

2γ(1 + λm) + γ(γ − 1) (1 + λm)
2 .
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This gives the desired estimate for |am+1| as asserted in (3.3).
In order to find the bound on |a2m+1|, by subtracting (3.10) from (3.8), we get

2mγ(1 + 2λm)
[
2a2m+1 − (m+ 1)a2

m+1

]
= (1− β) (p2m − q2m) .

or equivalently

a2m+1 =
m+ 1

2
a2
m+1 +

(1− β) (p2m − q2m)

4mγ(1 + 2λm)
.

Upon substituting the value of a2
m+1 from (3.12), it follows that

a2m+1 =
(m+ 1) (1− β)

2
(p2
m + q2

m)

4m2γ2 (1 + λm)
2 +

(1− β) (p2m − q2m)

4mγ(1 + 2λm)
.

Applying Lemma 1.1 once again for the coefficients pm, p2m, qm and q2m, we obtain

|a2m+1| ≤
2(m+ 1) (1− β)

2

m2γ2 (1 + λm)
2 +

1− β
mγ(1 + 2λm)

.

which completes the proof of Theorem 3.3. �

For one-fold symmetric bi-univalent functions, Theorem 3.3 reduce to the fol-
lowing corollary:

Corollary 3.4. Let f ∈ AS∗Σ(γ, λ;β) (0 ≤ β < 1, 0 ≤ γ ≤ 1, 0 ≤ λ ≤ 1) be given by
(1.1). Then

|a2| ≤ 2

√
1− β

2γ(1 + λ) + γ(γ − 1) (1 + λ)
2

and

|a3| ≤
4 (1− β)

2

γ2 (1 + λ)
2 +

1− β
γ(1 + 2λ)

.
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Strong subordination and superordination with
sandwich-type theorems using integral operators

Parviz Arjomandinia and Rasoul Aghalary

Abstract. The notions of strong differential subordination and superordination
have been studied recently by many authors. In the present paper, using these
concepts, we obtain some preserving properties of certain nonlinear integral oper-
ator defined on the space of normalized analytic functions in D×D. The sandwich-
type theorems and consequences of the main results are also considered.

Mathematics Subject Classification (2010): 30C45, 30C80.

Keywords: Univalent function, integral operator, strong differential subordination
and superordination.

1. Introduction

Let H = H(D) denote the class of analytic functions in the open unit disk
D = {z ∈ C : |z| < 1} and H∗ = H(D×D) be the class of analytic functions in D×D.
Suppose n is a positive integer and A∗nξ is the subclass of H∗ consisting of functions

f(z, ξ) of the form

f(z, ξ) = z + an+1(ξ)zn+1 + an+2(ξ)zn+2 + · · · , (z ∈ D, ξ ∈ D),

where the coefficients ak(ξ), (k ≥ n + 1) are analytic in D. For n = 1 we write
A∗ξ = A∗1ξ. Also, if n = 1 and ak(ξ) = bk, then we obtain the usual class of normalized
analytic functions A in D.

For two functions f, g ∈ H we say that f is subordinate to g (or g is superordinate
to f) and written as f ≺ g or f(z) ≺ g(z) if there exists an analytic function w(z) in
D such that

w(0) = 0, |w(z)| < 1 and f(z) = g(w(z)).

If g is univalent in D, then

f(z) ≺ g(z)⇐⇒ f(0) = g(0) and f(D) ⊆ g(D).
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Let f(z, ξ) and g(z, ξ) be analytic in D × D. The function f(z, ξ) is said to
be strongly subordinate to g(z, ξ) (or g(z, ξ) is strongly superordinate to f(z, ξ)) if
there exists an analytic function w(z) in D with w(0) = 0 and |w(z)| < 1 such that
f(z, ξ) = g(w(z), ξ) for all ξ ∈ D, (see [10]). In such a case we write

f(z, ξ) ≺≺ g(z, ξ), (z ∈ D, ξ ∈ D).

If g(z, ξ), as a function of z, is univalent in D for all ξ ∈ D, then

f(z, ξ) ≺≺ g(z, ξ)⇐⇒ f(0, ξ) = g(0, ξ), ξ ∈ D and f(D× D) ⊆ g(D× D).

When f(z, ξ) ≡ f(z) and g(z, ξ) ≡ g(z), the strong subordination becomes the usual
notion of subordination.

The function L : D × [0,+∞) × D → C is a subordination (or Loewner) chain
if L(z, t; ξ), as a function of z, is analytic and univalent in D for all t ≥ 0, ξ ∈ D
and is continuously differentiable function of t on [0,+∞) for all z ∈ D, ξ ∈ D and
L(z, t1; ξ) ≺ L(z, t2; ξ) when 0 ≤ t1 ≤ t2, (see [7]).

Suppose that f(z, ξ), F (z, ξ) ∈ A∗nξ, f(z, ξ) 6= 0 and F (z, ξ)F ′(z, ξ) 6= 0 for all

z ∈ D \ {0} and ξ ∈ D with F ′(z, ξ) = ∂F (z,ξ)
∂z . We introduce the integral operator

I∗F,β : A∗nξ → A∗nξ as follows:

I∗F,β(f)(z, ξ) =

(
β

∫ z

0

fβ(t, ξ)
F ′(t, ξ)

F (t, ξ)
dt

)1/β

, (z ∈ D, ξ ∈ D, Reβ > 0). (1.1)

Note that all powers in (1.1) are principal ones.
When f(z, ξ) ≡ f(z) and F (z, ξ) ≡ F (z) the integral operator (1.1) becomes

IF,β(f)(z) =

(
β

∫ z

0

fβ(t)
F ′(t)

F (t)
dt

)1/β

which has been studied by Bulboaca [2].
The notions of strong subordination and superordination have been used by

many authors (see, for example [1, 6, 8, 10]). Motivated by the recent works in the
literature (see [2, 3, 4, 11]), in the present investigation we obtain some strong sub-
ordination and superordination preserving properties for the integral operator I∗F,β
defined by (1.1) with the sandwich-type theorems. Applications of the main results
are also mentioned.

To prove our main results we shall need the following lemmas.

Lemma 1.1. ([8]) Let p(z, ξ) be analytic in D × D and, as a function of z, univalent
in D for all ξ ∈ D with p(0, ξ) = a, and let

q(z, ξ) = a+ an(ξ)zn + an+1(ξ)zn+1 + · · · ∈ H∗

with n ≥ 1 and q(z, ξ) 6≡ a. If q(z, ξ) is not strongly subordinate to p(z, ξ) then there
exist points z0 = r0e

iθ0 ∈ D, ξ0 ∈ ∂D and an m ≥ n ≥ 1 such that

q(z0, ξ) = p(ξ0, ξ), z0q
′(z0, ξ) = mξ0p

′(ξ0, ξ), ξ ∈ D

and q(Dr0 × Dr0) ⊆ p(D× D) where Dr0 = {z ∈ C : |z| < r0}.
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Lemma 1.2. ([8]) Let h(z, ξ) be analytic in D× D,

q(z, ξ) = a+ an(ξ)zn + an+1(ξ)zn+1 + · · · ∈ H∗, (z ∈ D, ξ ∈ D, n ∈ N)

and ψ : C2 × D× D −→ C. Suppose that

ψ(q(z, ξ), tzq′(z, ξ); ζ, ξ) ∈ h(D× D)

for z ∈ D, ζ ∈ ∂D, ξ ∈ D and 0 < t ≤ 1
n ≤ 1. If p(z, ξ) is analytic in D × D and

univalent in D for all ξ ∈ D, p(0, ξ) = a and ψ(p(z, ξ), zp′(z, ξ); z, ξ) is analytic in
D× D and univalent in D for all ξ ∈ D, then

h(z, ξ) ≺≺ ψ(p(z, ξ), zp′(z, ξ); z, ξ) =⇒ q(z, ξ) ≺≺ p(z, ξ).

Lemma 1.3. ([7], p. 4) Let

L(z, t; ξ) = a1(t, ξ)z + a2(t, ξ)z2 + · · · , (z ∈ D, t ≥ 0, ξ ∈ D)

with a1(t, ξ) 6= 0, lim
t→+∞

|a1(t, ξ)| = +∞ for all t ≥ 0, ξ ∈ D. Suppose that L(z, t; ξ),

as a function of z, is analytic in D and continuously differentiable function of t on
[0,+∞) for all z ∈ D and ξ ∈ D. If L(z, t; ξ) satisfies

Re

(
z∂L/∂z

∂L/∂t

)
> 0, (z ∈ D, t ≥ 0),

and

|L(z, t; ξ)| ≤ k0|a1(t, ξ)|, (|z| < r0 < 1, t ≥ 0),

for some positive constants k0 and r0, then L(z, t; ξ) is a subordination chain.

Lemma 1.4. ([7], pp. 30-35, [9]) Let Rea > 0 and the function

p(z, ξ) = a+ an(ξ)zn + an+1(ξ)zn+1 + · · · ,

is analytic in D × D. Suppose that the function J : C2 × D × D → C satisfies the
condition

Re{J(is, t; z, ξ)} ≤ 0,

(
s ∈ R, t ≤ −n(a2 + s2)

2 Rea

)
.

If

Re{J(p(z, ξ), zp′(z, ξ); z, ξ)} > 0, (z ∈ D, ξ ∈ D),

then Re{p(z, ξ)} > 0 in D× D.

From here and throughout the paper we will assume that f, g, F,G ∈
A∗nξ, f(z, ξ) 6= 0, g(z, ξ) 6= 0, F (z, ξ)F ′(z, ξ) 6= 0, G(z, ξ)G′(z, ξ) 6= 0 for all z ∈ D\{0}
and ξ ∈ D.
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2. Main results

We begin with the following theorem which gives the sufficient conditions so that
the integral operator I∗F,β are preserved under the strong subordination.

Theorem 2.1. Let

(
z
(
I∗G,β(g)(z,ξ)

z

)β)′
(z, ξ) 6= 0 for all z ∈ D and ξ ∈ D. Suppose,

also that

Re

{
1 +

zϕ′′(z, ξ)

ϕ′(z, ξ)

}
> −δ (2.1)

for all z ∈ D and ξ ∈ D, with

ϕ(z, ξ) = z

(
g(z, ξ)

z

)β
zG′(z, ξ)

G(z, ξ)
, δ =

n(1 + |β − 1|2 − |1− (β − 1)2|)
4Re(β − 1)

, Reβ > 1.

(2.2)
If I∗F,β , I

∗
G,β are the integral operators defined by (1.1), then

z

(
f(z, ξ)

z

)β
zF ′(z, ξ)

F (z, ξ)
≺≺ z

(
g(z, ξ)

z

)β
zG′(z, ξ)

G(z, ξ)
(2.3)

implies that

z

(
I∗F,β(f)(z, ξ)

z

)β
≺≺ z

(
I∗G,β(g)(z, ξ)

z

)β
.

Proof. We define the functions H1 and H2 by

H1(z, ξ) = z

(
I∗F,β(f)(z, ξ)

z

)β
, H2(z, ξ) = z

(
I∗G,β(g)(z, ξ)

z

)β
. (2.4)

Note that H1 and H2 are analytic in D×D. First, we show that if the function q(z, ξ)
is defined by

q(z, ξ) = 1 +
zH ′′2 (z, ξ)

H ′2(z, ξ)
, (z ∈ D, ξ ∈ D) (2.5)

then Re{q(z, ξ)} > 0 for all z ∈ D and ξ ∈ D. By a simple calculation, using (2.4) and
(2.5), we obtain the following relation

1 +
zϕ′′(z, ξ)

ϕ′(z, ξ)
= q(z, ξ) +

zq′(z, ξ)

β − 1 + q(z, ξ)
≡ Q(z, ξ). (2.6)

From the definition of q(z, ξ) and assumption of the theorem it is clear that q(z, ξ) is
analytic in D× D and q(0, ξ) = Q(0, ξ) = 1. Now we define the function J : C2 → C
by

J(u, v) = u+
v

u+ β − 1
+ δ.

From the above relations we obtain Re{J(q(z, ξ), zq′(z, ξ))} > 0 for all z ∈ D and
ξ ∈ D. Next, we show that

Re{J(is, t)} ≤ 0,

(
s ∈ R, t ≤ −n(1 + s2)

2
, n ∈ N

)
.
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We have

Re{J(is, t)} = Re

{
is+

t

is+ β − 1
+ δ

}
= t

Re(β − 1)

|β − 1 + is|2
+ δ

≤ − Iδ(s)

2|β − 1 + is|2

where

Iδ(s) = (nRe(β − 1)− 2δ)s2 − 4δ(Im(β − 1))s

+ (nRe(β − 1)− 2δ|β − 1|2).

The definition of δ shows that nRe(β − 1) ≥ 2δ and

(nRe(β − 1)− 2δ|β − 1|2)(nRe(β − 1)− 2δ)− 4δ2(Im(β − 1))2 = 0.

Therefore

Iδ(s) = (nRe(β − 1)− 2δ)

(
s− 2δ(Im(β − 1))

nRe(β − 1)− 2δ

)2

≥ 0,

and we obtain Re{J(is, t)} ≤ 0. By using Lemma 1.4, with a = 1, we conclude that

Re{q(z, ξ)} = Re

{
1 +

zH ′′2 (z, ξ)

H ′2(z, ξ)

}
> 0

and H2(z, ξ), as a function of z, is convex (univalent) function in D for all ξ ∈ D.
Next, we prove that H1(z, ξ) ≺≺ H2(z, ξ). Without loss of generality we can assume
that H2(z, ξ) is analytic in D × D and univalent in D for all ξ ∈ D. The function
L : D× [0,+∞)× D −→ C given by

L(z, t; ξ) =
β − 1

β
H2(z, ξ) +

1 + t

β
zH ′2(z, ξ)

is analytic in D for all t ≥ 0 and ξ ∈ D, and is continuously differentiable function
of t on [0,+∞) for all z ∈ D and ξ ∈ D. Since H2 is convex in D for all ξ ∈ D and
Reβ > 1, we have

a1(t, ξ) =
∂L

∂z

∣∣∣∣
z=0

= 1 +
t

β
6= 0.

Also, lim
t→+∞

|a1(t, ξ)| = +∞ for all ξ ∈ D. A simple calculation shows that

Re

{
z∂L/∂z

∂L/∂t

}
= Re(β − 1) + (1 + t)Re

{
1 +

zH ′′2 (z, ξ)

H ′2(z, ξ)

}
> 0

for all ξ ∈ D.
From the definition of L(z, t; ξ), for all t ≥ 0 and arbitrary (fixed) point ξ0 ∈ D, we
have

|L(z, t; ξ0)|
|a1(t, ξ0)|

=
|(β − 1)H2(z, ξ0) + (1 + t)zH ′2(z, ξ0)|

|β + t|
≤ |β − 1||H2(z, ξ0)|+ |H ′2(z, ξ0)|. (2.7)
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We know that |H2(z, ξ0)| and |H ′2(z, ξ0)| are both continuous real-valued functions in
each subdisk |z| ≤ r0 < 1. So, there exist positive numbers k1 and k2 such that

|L(z, t; ξ0)|
|a1(t, ξ0)|

≤ |β − 1|k1 + k2 = k0, (|z| ≤ r0 < 1, t ≥ 0).

Therefore, by Lemma 1.3, L(z, t; ξ) is a subordination chain and we have

ϕ(z, ξ) = L(z, 0; ξ) ≺ L(z, t; ξ)

for t ≥ 0 and ξ ∈ D. From the last relation we see that

L(ζ, t; ξ) 6∈ L(D× {0} × {ξ}) = ϕ(D× {ξ}) (2.8)

where ζ ∈ ∂D, t ≥ 0 and ξ ∈ D. Now, suppose that H1(z, ξ) is not strongly subordinate
to H2(z, ξ). Then by Lemma 1.1 there exist points z0 ∈ D, ξ0 ∈ ∂D and t ≥ 0 such
that

H1(z0, ξ) = H2(ξ0, ξ), z0H
′
1(z0, ξ) = (1 + t)ξ0H

′
2(ξ0, ξ)

for all ξ ∈ D. So we obtain

L(ξ0, t; ξ) =
β − 1

β
H2(ξ0, ξ) +

1 + t

β
ξ0H

′
2(ξ0, ξ)

=
β − 1

β
H1(z0, ξ) +

1

β
z0H

′
1(z0, ξ)

=

(
f(z0, ξ)

z0

)β
z0

2F ′(z0, ξ)

F (z0, ξ)
.

Condition (2.3) then shows that L(ξ0, t; ξ) ∈ ϕ(D × {ξ}) for all ξ ∈ D. But this
contradicts (2.8) and we conclude that H1(z, ξ) ≺≺ H2(z, ξ). �

Next, we investigate the dual problem of Theorem 2.1. In this case the subordi-
nations are replaced by superordinations.

Theorem 2.2. Let

(
z
(
I∗G,β(g)(z,ξ)

z

)β)′
(z, ξ) 6= 0 for all z ∈ D and ξ ∈ D. Suppose,

also that

Re

{
1 +

zϕ′′(z, ξ)

ϕ′(z, ξ)

}
> −δ, (z ∈ D, ξ ∈ D),

where δ and ϕ(z, ξ) are given by (2.2) and Reβ > 1. In addition, assume that

ψ(z, ξ) = z

(
f(z, ξ)

z

)β
zF ′(z, ξ)

F (z, ξ)

as a function of z, is univalent in D for all ξ ∈ D and that z
(
I∗F,β(f)(z,ξ)

z

)β
, as a function

of z, is univalent in D for all ξ ∈ D. If I∗F,β and I∗G,β are the integral operators defined

by (1.1), then the superordination condition

z

(
g(z, ξ)

z

)β
zG′(z, ξ)

G(z, ξ)
≺≺ z

(
f(z, ξ)

z

)β
zF ′(z, ξ)

F (z, ξ)
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implies that

z

(
I∗G,β(g)(z, ξ)

z

)β
≺≺ z

(
I∗F,β(f)(z, ξ)

z

)β
.

Proof. The first part of the proof is similar to that of Theorem 2.1. As before we
define the functions H1(z, ξ) and H2(z, ξ) by (2.4). From the definitions of H1 and
H2 we obtain

ψ(z, ξ) =
β − 1

β
H1(z, ξ) +

1

β
zH ′1(z, ξ)

and

ϕ(z, ξ) =
β − 1

β
H2(z, ξ) +

1

β
zH ′2(z, ξ),

respectively. Let q(z, ξ) be as in (2.5). Using the same techniques as in the proof of
Theorem 2.1 we can prove that Re{q(z, ξ)} > 0 for all z ∈ D and ξ ∈ D. This means
that H2(z, ξ), as a function of z, is convex (univalent) function in D for all ξ ∈ D.
Now, we define the function L : D× [0,+∞)× D −→ C by

L(z, t; ξ) =
β − 1

β
H2(z, ξ) +

t

β
zH ′2(z, ξ).

As in the proof of Theorem 2.1, we see that L(z, t; ξ) is a subordination chain. There-
fore its definition shows that

L(z, t; ξ) ≺ L(z, 1; ξ), (z ∈ D, 0 < t ≤ 1, ξ ∈ D).

From the last relation we obtain

β − 1

β
H2(z, ξ) +

t

β
zH ′2(z, ξ) ∈ ϕ(D× D), (z ∈ D, 0 < t ≤ 1, ξ ∈ D).

If we define the function ψ : C2 → C by ψ(r, s) = β−1
β r + 1

β s, then we have

ψ(H2(z, ξ), tzH ′2(z, ξ)) ∈ ϕ(D× D), (z ∈ D, 0 < t ≤ 1, ξ ∈ D).

Since all conditions of Lemma 1.2 are satisfied with

h(z, ξ) = ϕ(z, ξ), p(z, ξ) = H1(z, ξ) and q(z, ξ) = H2(z, ξ)

we conclude that H2(z, ξ) ≺≺ H1(z, ξ), and the proof is complete. �

Combining Theorems 2.1 and 2.2 we obtain the following sandwich-type result.

Corollary 2.3. Let gi, Gi ∈ A∗nξ, gi(z, ξ) 6= 0, and Gi(z, ξ)G
′
i(z, ξ) 6= 0 for all z ∈ D \

{0}, ξ ∈ D and i = 1, 2. Also, let

(
z
(
I∗Gi,β

(gi)(z,ξ)

z

)β)′
(z, ξ) 6= 0 for all z ∈ D, ξ ∈ D

and i = 1, 2. Suppose, also that

Re

{
1 +

zϕ′′i (z, ξ)

ϕ′i(z, ξ)

}
> −δ, (z ∈ D, ξ ∈ D, i = 1, 2) (2.9)

where δ is given by (2.2) and

ϕi(z, ξ) = z

(
gi(z, ξ)

z

)β
zG′i(z, ξ)

Gi(z, ξ)
, (i = 1, 2, Reβ > 1). (2.10)
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In addition, assume that

z

(
f(z, ξ)

z

)β
zF ′(z, ξ)

F (z, ξ)

as a function of z, is univalent in D for all ξ ∈ D and that z
(
I∗F,β(f)(z,ξ)

z

)β
, as

a function of z, is univalent in D for all ξ ∈ D. If I∗F,β and I∗G,β are the integral

operators defined by (1.1), then the condition

z

(
g1(z, ξ)

z

)β
zG′1(z, ξ)

G1(z, ξ)
≺≺ z

(
f(z, ξ)

z

)β
zF ′(z, ξ)

F (z, ξ)
≺≺ z

(
g2(z, ξ)

z

)β
zG′2(z, ξ)

G2(z, ξ)

implies that

z

(
I∗G1,β

(g1)(z, ξ)

z

)β
≺≺ z

(
I∗F,β(f)(z, ξ)

z

)β
≺≺ z

(
I∗G2,β

(g2)(z, ξ)

z

)β
.

In Corollary 2.3 we assumed that z
(
f(z,ξ)
z

)β
zF ′(z,ξ)
F (z,ξ) is univalent function of z in D

for all ξ ∈ D and that z
(
I∗F,β(f)(z,ξ)

z

)β
, as a function of z, is univalent in D for all

ξ ∈ D. In the following result we replace these assumptions by another condition.

Corollary 2.4. Let gi, Gi ∈ A∗nξ, gi(z, ξ) 6= 0, and Gi(z, ξ)G
′
i(z, ξ) 6= 0 for all

z ∈ D \ {0}, ξ ∈ D and i = 1, 2. Also, let

(
z
(
I∗Gi,β

(gi)(z,ξ)

z

)β)′
(z, ξ) 6= 0 and(

z
(
I∗F,β(f)(z,ξ)

z

)β)′
(z, ξ) 6= 0 for all z ∈ D, ξ ∈ D and i = 1, 2. Suppose, also that

the conditions (2.9) and (2.10) are satisfied and that

Re

{
1 +

zψ′′(z, ξ)

ψ′(z, ξ)

}
>
−δ
n
, (z ∈ D, ξ ∈ D), (2.11)

where δ is given by (2.2) and ψ(z, ξ) = z
(
f(z,ξ)
z

)β
zF ′(z,ξ)
F (z,ξ) . If I∗F,β and I∗Gi,β are the

integral operators given by (1.1), then the condition

z

(
g1(z, ξ)

z

)β
zG′1(z, ξ)

G1(z, ξ)
≺≺ z

(
f(z, ξ)

z

)β
zF ′(z, ξ)

F (z, ξ)
≺≺ z

(
g2(z, ξ)

z

)β
zG′2(z, ξ)

G2(z, ξ)

implies that

z

(
I∗G1,β

(g1)(z, ξ)

z

)β
≺≺ z

(
I∗F,β(f)(z, ξ)

z

)β
≺≺ z

(
I∗G2,β

(g2)(z, ξ)

z

)β
.

Proof. It is sufficient to show that the condition (2.11) implies the univalence of

ψ(z, ξ), as a function of z, in D and the univalence of H1(z, ξ) = z
(
I∗F,β(f)(z,ξ)

z

)β
,

as a function of z, in D for all ξ ∈ D. Since 0 ≤ δ ≤ n
2 , the condition (2.11) implies

that ψ(z, ξ), as a function of z, is close-to-convex (univalent) in D for all ξ ∈ D, (see
Kaplan’s Theorem [5]). In addition, by using the same techniques as in the proof of
Theorem 2.1 we conclude that H1(z, ξ) is convex (univalent) function in D for all
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ξ ∈ D (In fact, without loss of generality, we can assume that H1(z, ξ) is univalent in
D for all ξ ∈ D). Therefore all conditions of Corollary 2.3 are satisfied and we obtain
the result. �
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Harmonic mappings and its directional convexity
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Abstract. For any µj (µj ∈ C, |µj | = 1, j = 1, 2), we consider the rota-
tions fµ1 and Fµ2 of right half-plane harmonic mappings f, F ∈ SH which
are CHD with the prescribed dilatations ωf (z) = (a− z) / (1− az) for some
a (−1 < a < 1) and ωF (z) = eiθzn (n ∈ N, θ ∈ R), ωF (z) = (b− z) / (1− bz),
ωF (z) =

(
b− zeiφ

)
/
(
1− bzeiφ

)
(−1 < b < 1, φ ∈ R), respectively. It is proved

that the convolution fµ1 ∗Fµ2 ∈ SH and is convex in the direction of µ1µ2 under
certain conditions on the parameters involved.

Mathematics Subject Classification (2010): 31A05, 30C45, 30C55.

Keywords: Harmonic functions, half-plane mappings, convexity in one direction,
harmonic convolution, directional convexity, Rouche’s theorem.

1. Introduction and preliminaries

Let H denotes the class of complex-valued functions f = u + iv which are har-
monic in the unit disk D = {z ∈ C : |z| < 1}, where u and v are real-valued harmonic
functions in D. A function f ∈ H can also be expressed as f = h+ ḡ, where h and g are
analytic in D, and are called the analytic and co-analytic parts of f , respectively. The
Jacobian of the function f = h+g is given by Jf (z) = |h′(z)|2−|g′(z)|2. According to
the Lewy’s [8], every harmonic function f = h+ g ∈ H is locally univalent and sense
preserving in D if and only if Jf (z) > 0 in D which is equivalent to the existence of an
analytic function ωf (z) = g′(z)/h′(z) in D such that |ωf (z)| < 1 for all z ∈ D. The
function ωf (z) is called the dilatation of the function f . The class of all univalent,
sense preserving harmonic functions f = h + g ∈ H, normalized by the conditions
h(0) = 0 = g(0) and h′(0) = 1 is denoted by SH. If the function f = h+ g ∈ SH, then
the functions h and g are of the form:

h(z) = z +

∞∑
n=2

anz
n and g(z) =

∞∑
n=1

bnz
n (|b1| < 1) . (1.1)

The subclass of functions f = h + g ∈ SH satisfying condition g′(0) = 0 (or equiva-
lently ωf (0) = 0) is denoted by S0

H. Further, the subclasses of convex, close to convex
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functions f in SH
(
or S0

H
)

are denoted, respectively, by KH, CH
(
or K0

H, C
0
H
)
. The

convolution of two analytic functions

f(z) =

∞∑
n=1

anz
n and g(z) =

∞∑
n=1

bnz
n

is defined by

(f ∗ g)(z) =

∞∑
n=1

anbnz
n.

The convolution of two harmonic functions f = h+ g and F = H +G is defined by

(f ∗ F )(z) = g ∗G+ (h ∗H).

A domain Ω ⊂ C is said to be convex in the direction eiγ (γ ∈ R), if for every t ∈ C,
the set Ω ∩ {t + reiγ : r ∈ R} is either connected or empty. In particular, a domain
is convex in the horizontal direction CHD if every line parallel to the real axis has a
connected or empty intersection with Ω. Clunie and Sheil-Small [2] introduced shear
construction method which provides a univalent harmonic function from a related
analytic function and this fundamental theorem is the following:

Theorem 1.1. [2]A locally univalent harmonic function f = h + g is a univalent
mapping of D onto a domain convex in the direction of eiγ if and only if h− e2iγg is
a analytic univalent mapping of D onto a domain convex in the direction of eiγ .

We may construct a harmonic function f = h+g ∈ SH, where h and g are of the
form (1.1) by the shearing of a normalized analytic function (h− g) / (1− b1) which
is univalent. Throughout the paper we take b1 = −a (−1 < a < 1).

Definition 1.2 (Slanted and right half-planes). The region Ha
µ for some µ (µ ∈ C,

|µ| = 1) and for some a (−1 < a < 1) defined by

Ha
µ :=

{
w ∈ C : <(µw) > −1 + a

2

}
(1.2)

is called a slanted half-plane and the region Ha
1 =: Ha (−1 < a < 1) is the right

half-plane. When µ = eiγ for γ ∈ [0, 2π), we denote the region Ha
µ by Haγ .

The class S(Ha
µ) consists of functions f ∈ SH which map D onto a slanted half-

plane Ha
µ and in particular, S(Ha) denotes a class of functions f ∈ SH which are the

right half-plane mappings. If µ = eiγ for γ ∈ [0, 2π) , then the class S(Ha
µ) is denoted

by S(Haγ). Also, if a = 0, then the class S(Haγ) is denoted by S0(Hγ) (see Dorff et
al. [4].)

Definition 1.3 (Rotation by µ). The rotations of the function f by µ (µ ∈ C, |µ| = 1),
denoted by fµ is given by

fµ(z) = µf(µz).

The convolution of two analytic convex mappings is convex. However the con-
volution of two convex harmonic functions need not be convex under convolution.
Therefore, it is interesting to study convolution properties of harmonic functions.
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Convolution of harmonic functions convex in the given direction has also been stud-
ied in [1, 3, 4, 5, 6, 7, 9, 10, 12, 13] . In this work rotations of right half-plane
harmonic mappings which are CHD are defined and the convolution of these rota-
tions are studied unlike the earlier studies [4, 10, 11, 13], where the convolution of
slanted half-plane harmonic mappings which are convex in certain directions are stud-
ied. Indeed, we study the convolution fµ1

∗ Fµ2
, where for complex number µj with

|µj | = 1, j = 1, 2, fµ1
and Fµ2

are the rotations of right half-plane harmonic mappings
f, F ∈ SH which are CHD with dilations ωf (z) = (a− z) / (1− az), (−1 < a < 1),
ωF (z) = eiθzn, (n ∈ N, θ ∈ R), ωF (z) = (b− z) / (1− bz), (−1 < b < 1) and
ωF (z) =

(
b− zeiφ

)
/
(
1− bzeiφ

)
, (−1 < b < 1, φ ∈ R), respectively. It is proved that

the convolution fµ1 ∗ Fµ2 ∈ SH and is convex in the direction of µ1µ2 under certain
conditions on the parameters involved.

2. Preliminaries

We need following lemmas in proving our results.

Lemma 2.1. [14]Let the function f : D→ C be an analytic function with f(0) = 0 and
f ′(0) 6= 0. Suppose that

ϕ(z) =
z

(1 + zeiθ) (1 + ze−iθ)
(θ ∈ R; z ∈ D) . (2.1)

If the function f satisfy

<
(
zf ′(z)

ϕ(z)

)
> 0 (z ∈ D) , (2.2)

then the function f is convex in the direction of real axis.

Lemma 2.2. (Cohn’s rule [15, p. 375]) For a polynomial p given by

p(z) = p0(z) = anz
n + an−1z

n−1 + · · ·+ a1z + a0 (an 6= 0)

of degree n, let p∗ be an associated polynomial given by

p∗(z) = p∗0(z) = znp

(
1

z

)
= an + an−1z + · · ·+ a1z

n−1 + a0z
n.

Denote by r and s the number of zeroes of the polynomial inside the unit circle and
on it, respectively. If |a0| < |an|, then the polynomial p1 is given by

p1(z) =
anp(z)− a0p∗(z)

z
is of degree n − 1 with r1 = r − 1 and s1 = s the number of zeroes of p1 inside the
unit circle and on it, respectively.

We first mention the following result which can be proved by using the definition
of rotation and [2, Theorem 1.1].

Lemma 2.3. If the function f = h+ g ∈ SH is CHD, then for any µ (µ ∈ C, |µ| = 1),
fµ = H +G ∈ SH is convex in the direction of µ, where

H(z) = µh(µz) and G(z) = µg(µz). (2.3)
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Lemma 2.4. Let the function f = h + g ∈ S(Ha). Then for any µ (µ ∈ C, |µ| = 1),
fµ = H +G ∈ S(Ha

µ), where H and G are given by (2.3) and hence

H(z) + µ2G(z) =
(1 + a)z

1− µz
(z ∈ D) . (2.4)

In particular,

h(z) + g(z) =
(1 + a)z

1− z
(z ∈ D) . (2.5)

The proof of Lemma 2.4 is similar to the proof of [4, Theorem 1.1]

Lemma 2.5. Let for each j = 1, 2,let the function fj = hj + gj ∈ S(Haj ) be CHD
maps and the function f = f1 ∗ f2 ∈ SH. Then for any µj (µj ∈ C, |µj | = 1, j = 1, 2),
fµj
∈ S(H

aj
µj ) is convex in the direction of µj and fµ1

∗ fµ2
= fµ1µ2

∈ SH is convex
in the direction of µ1µ2 in D.

Proof. Let, for each j = 1, 2, the function fj = hj + gj ∈ S(Haj ) be CHD maps.
Then, by Theorem 1.1, Fj := hj − gj is CHD and, from (2.5) of Lemma 2.4

hj(z) + gj(z) =
(1 + aj) z

1− z
(z ∈ D) . (2.6)

Then for any µj (µj ∈ C, |µj | = 1, j = 1, 2), fµj = Hj + Gj ∈ S(H
aj
µj ) and is convex

in the direction of µj by Lemma 2.3, where, in view of (2.3),

Hj(z) = µjhj(µjz) and Gj(z) = µjgj(µjz).

Since the function f = f1 ∗ f2 = h+ g we have

fµ1
∗ fµ2

= H1 ∗H2 +G1 ∗G2

= µ1µ2 (h1 ∗ h2) (µ1µ2z) + µ1µ2 (g1 ∗ g2) (µ1µ2z)

= µ1µ2h (µ1µ2z) + µ1µ2 g (µ1µ2z)

= fµ1µ2
:= H +G.

Since f = f1 ∗ f2 ∈ SH, by Lemma 2.3, fµ1
∗ fµ2

= fµ1µ2
∈ SH. We now show that

fµ1µ2
is convex in the direction of µ1µ2. In view of Lemma 2.3, it is enough to prove

that f = h + g is CHD or by Theorem 1.1, h − g is CHD. Since h = h1 ∗ h2 and
g = g1 ∗ g2, we have

F1 = (h1 − g1) ∗ (h2 + g2)

= h1 ∗ h2 + h1 ∗ g2 − g1 ∗ h2 − g1 ∗ g2 (2.7)

and

F2 = (h2 − g2) ∗ (h1 + g1)

= h1 ∗ h2 + g1 ∗ h2 − h1 ∗ g2 − g1 ∗ g2, (2.8)

where from (2.6),

F1 = (h1(z)− g1(z)) ∗ (1 + a2)z

1− z
= (1 + a2) (h1(z)− g1(z)) (2.9)
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and

F2 = (h2(z)− g2(z)) ∗ (1 + a1)z

1− z
= (1 + a1) (h2(z)− g2(z)) . (2.10)

Then from (2.7) and (2.8),

1

2
(F1 + F2) = h1 ∗ h2 − g1 ∗ g2.

Hence, we only need to prove that F1 + F2 is CHD. We have from (2.9) and (2.10)

F1 + F2 = (1 + a2) (h1(z)− g1(z)) + (1 + a1) (h2(z)− g2(z))

and

z (F1 + F2)
′
(z) = (1 + a2)z (h′1(z) + g′1(z)) p1(z) + (1 + a1)z (h′2(z) + g′2(z)) p2(z)

(2.11)
where for each j = 1, 2,

pi(z) =
h′i(z)− g′i(z)
h′i(z) + g′i(z)

Since fi ∈ SH , the dilatation ωfi = gi/fi satisfy |ωfi | < 1 and hence

< (pi(z)) = <
(

1− ωfi(z)
1 + ωfi(z)

)
> 0.

Hence, on using the derivative of (2.6), in (2.11) we have

z (F1 + F2)
′
(z) = (1 + a2)(1 + a1)

z

(1− z)2
[p1(z) + p2(z)]

and with ϕ(z) = z
(1−z)2 , we have

<
(
z (F1 + F2)

′
(z)

ϕ(z)

)
= (1 + a2)(1 + a1)< (p1(z) + p2(z)) > 0 (z ∈ D) .

By Lemma 2.1 it follows that F1 +F2 is CHD and hence, its harmonic shear f is CHD
and by Lemma 2.3, fµ1µ2

is convex in the direction of µ1µ2 in D. This completes the
proof. �

A equivalent form of Lemma 2.5 is as follows:

Lemma 2.6. Let for each j = 1, 2, fj = hj + gj ∈ S(Haj ) be CHD and let fγj be the

rotations of fj by eiγj . Then fγj ∈ S(Hajγj ) is convex in the direction of e−iγj and
fγ1 ∗ fγ2 ∈ SH and is convex in the direction of − (γ1 + γ2) if f1 ∗ f2 ∈ SH.

Our next lemma gives a formula for the dilatation of the convolution if two
slanted right-half plane mapping.

Lemma 2.7. Let the function f = h+ g ∈ S(Ha) with the dilatation

ωf (z) = (a− z)/(1− az) (−1 < a < 1)

and let the function F = H + G ∈ S(Hb) with a dilatation ωF . Then the dilatation
ω̃(z) of the convolution f ∗ F is given by

ω̃(z) =
2 (a− z)ωF (z) (1 + ωF (z))− (1− a) z (1− z)ω′F (z)

2 (1− az) (1 + ωF (z))− (1− a) z (1− z)ω′F (z)
. (2.12)
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Proof. Since f = h + g ∈ S(Ha) and the dilatation ωf (z) = (a − z)/(1 − az), we
obtain from (2.5) that

h′(z) =
1− az

(1− z)3
and g′(z) =

a− z
(1− z)3

.

which gives

h(z) =
1 + a

2

[
z

1− z
+

(1− a) z

(1 + a) (1− z)2

]
(2.13)

and

g(z) =
1 + a

2

[
z

1− z
− (1− a) z

(1 + a) (1− z)2

]
. (2.14)

Using (2.13) and (2.14) the dilatation ω̃(z) of f∗ F is given by

ω̃(z) =
(g ∗G)

′
(z)

(h ∗H)
′
(z)

=
2aG′(z)− (1− a) zG′′(z)

2H ′(z) + (1− a) zH ′′(z)
. (2.15)

Since G′(z) = ωF (z)H ′(z), we have G′′(z) = ω′F (z)H ′(z) + ωF (z)H ′′(z) and, from
(2.5),

H(z) +G(z) =
(1 + b)z

1− z
(z ∈ D) (2.16)

which in turn gives

H ′(z) =
1 + b

(1 + ωF (z)) (1− z)2
(2.17)

and

H ′′(z) =
(1 + b) [2 (1 + ωF (z))− (1− z)ω′F (z)]

(1 + ωF (z))
2

(1− z)3
. (2.18)

Hence, from (2.15), we obtain

ω̃(z) =
{2aωF (z)− (1− a) zω′F (z)}H ′(z)− (1− a) zωF (z)H ′′(z)

2H ′(z) + (1− a) zH ′′(z)

On using (2.17) and (2.18), the desired expression for ω̃(z) follows. �

A particular form of Lemma 2.7 is as follows:

Corollary 2.8. Let the function f = h + g ∈ S(H0) with the dilatation ωf (z) = −z
and let the function F = H+G ∈ S(Hb) with a dilatation ωF (z). Then the dilatation
ω̃(z) of the convolution f∗ F is given by

ω̃(z) =
−2zωF (z) (1 + ωF (z))− z (1− z)ω′F (z)

2 (1 + ωF (z))− z (1− z)ω′F (z)
. (2.19)
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3. Main results

We now prove our first main result on convolution fµ1
∗Fµ2

, where the function
f = h + g ∈ S(Ha) with the dilatation ωf (z) = (a − z)/(1 − az) (−1 < a < 1) and

F = H+G ∈ S(H0) with the dilatation ωF = eiθzn (n ∈ N, θ ∈ R) which is as below:

Theorem 3.1. Let the function f = h+ g ∈ S(Ha) and the function

F = H +G ∈ S(H0)

be CHD maps with the dilatations

ωf (z) = (a− z)/(1− az) (−1 < a < 1) and ωF (z) = eiθzn (n ∈ N, θ ∈ R) ,

respectively, then for any µj (µj ∈ C, |µj | = 1, j = 1, 2), the function fµ1
∗ Fµ2

∈ SH
is convex in the direction of µ1µ2 for a ∈ [(n− 2) / (n+ 2) , 1).

Proof. In view of Lemma 2.5, it is enough to show that f∗ F ∈ SH. Let ω̃(z) be the
dilatation of the convolution f ∗ F . Since ωF (z) = eiθzn (n ∈ N, θ ∈ R) in (2.12) of
Lemma 2.7, gives

ω̃(z) =
2 (a− z) eiθzn

(
1 + eiθzn

)
− (1− a) z (1− z)neiθzn−1

2 (1− az) (1 + eiθzn)− (1− a) z (1− z)neiθzn−1
= −zne2iθ p(z)

p∗(z)
,

where

p(z) = p0(z) = zn+1 − azn +
1

2
(2 + an− n) e−iθz +

1

2
(n− 2a− an) e−iθ (3.1)

and

p∗(z) = zn+1p

(
1

z

)
.

Let A1, A2, A3, · · · , An+1 be the zeros ( not necessarily distinct) of the polynomial p,
so that 1/A1, 1/A2, 1/A3, . . . , 1/An+1 are the zeros of the polynomial p∗, Then, it
follows that

ω̃(z) = −zne2iθ (z −A1)(z −A2) · · · (z −An+1)

(1−A1z)(1−A2z) · · · (1−An+1z)
.

Now, we only need to prove that |ω̃(z)| < 1. If a = (n− 2)/(n+ 2), then

p(z) = e−iθ
[
zn+1eiθ − n− 2

n+ 2
zneiθ − n− 2

n+ 2
z + 1

]
and

p∗(z) = zn+1eiθ − n− 2

n+ 2
zneiθ − n− 2

n+ 2
z + 1

which proves that

|ω̃(z)| =
∣∣−zneiθ∣∣ < 1. (3.2)

Let (n − 2)/(n + 2) < a < 1. We first show that each zero Ai of p lies inside and on
the unit circle: |Ai| ≤ 1 for each i = 1, 2, . . . , n+ 1. We apply the Cohn’s rule to the
polynomial p of degree n+ 1 given by (3.1). Since

|a0| :=
∣∣∣∣12 (n− 2a− an) e−iθ

∣∣∣∣ < 1 =: |an+1|
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and
(1− a) (2 + n) [2 (1 + a)− (1− a)n]

4
> 0,

we see that

p1(z) =
an+1p(z)− a0p∗(z)

z

=
(1− a) (2 + n) [2 (1 + a)− (1− a)n]

4
q1(z),

and hence, p1(z) has same same zeros as the polynomial

q1(z) = zn − n

n+ 2
zn−1 +

2

n+ 2
e−iθ (3.3)

has. If n = 1, q1(z) has a zero at

z =
1

3
− 2

3
e−iθ

which lies inside or on the unit circle |z| = 1. Hence, p1(z) has a zero inside or on the
unit circle |z| = 1 if − 1

3 < a < 1. If n ≥ 2 and if we write Eq. (3.3) as

q1(z) = q2(z) + q3(z), (3.4)

where q2(z) = zn and

q3(z) = − n

n+ 2
zn−1 +

2

n+ 2
e−iθ,

then on |z| = 1 + ε (ε > 0) ,

|q2(z)| = (1 + ε)
n

and

|q3(z)| ≤ n

n+ 2
(1 + ε)

n−1
+

2

n+ 2
.

Therefore, we have

|q3(z)| < |q2(z)|
on |z| = 1 + ε if

n

n+ 2
(1 + ε)

n−1
+

2

n+ 2
< (1 + ε)

n
.

Since (1 + ε)
n−1

> 1,

n

n+ 2
(1 + ε)

n−1
+

2

n+ 2
<
n+ 2

n+ 2
(1 + ε)

n−1
= (1 + ε)

n−1
< (1 + ε)

n
,

we have

|q3(z)| < |q2(z)| on |z| = 1 + ε

and hence, by well known Rouche’s Theorem the polynomials q2 and q2 + q3 = q1
have same number of zeros inside the disk |z| < 1 + ε. As the polynomial q2 has n
zeros inside the disk |z| < 1 + ε, the polynomial q1 has n zeroes in that disk. Letting
ε → 0, we obtain that the polynomial q1 has all of its n zeros in the disk |z| ≤ 1. It
proves consequently that all the zeros Ai of p(z) lie inside or on the unit circle |z| = 1.
This proves the result. �
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Our second main result on convolution fµ1
∗Fµ2

of rotation of f = h+g ∈ S(Ha) with

the dilatation ωf (z) = (a− z)/(1− az) (−1 < a < 1) and the function F = H +G ∈
S(Hb) with the dilatation ωF (z) = (b− z)/(1− bz) (−1 < b < 1) is as below:

Theorem 3.2. Let the function f = h+ g ∈ S(Ha) and the function

F = H +G ∈ S(Hb)

be CHD maps with the dilatation

ωf (z) = (a− z)/(1− az) (−1 < a < 1)

and

ωF (z) = (b− z)/(1− bz) (−1 < b < 1) ,

respectively, then for any µj (µj ∈ C, |µj | = 1, j = 1, 2), fµ1
∗ Fµ2

∈ SH is convex in
the direction of µ1µ2 provided (a+ b)/(1 + ab) ∈ [−1/3, 1).

Proof. To prove the result, in view of Lemma 2.5, we prove that f ∗ F ∈ SH. Let
ω̃(z) be the dilatation of f ∗ F when ωF (z) = (b− z)/(1− bz) (−1 < b < 1). Then
from Lemma 2.7 we have

ω̃(z) =
2 (a− z) b−z

1−bz

(
1 + b−z

1−bz

)
− (1− a) z (1− z) b2−1

(1−bz)2

2 (1− az)
(

1 + b−z
1−bz

)
− (1− a) z (1− z) b2−1

(1−bz)2
=

r(z)

r∗(z)
, (3.5)

where

r(z) = z2 +
1

2
(ab− 3a− 3b+ 1) z + ab (3.6)

and

r∗(z) = z2r

(
1

z

)
.

Hence, if A and B are the zeros of r(z), then 1/A and 1/B are the zeros of r∗(z) and
we write

ω̃(z) =
(z −A)(z −B)

(1−Az)(1−Bz)
.

Now we prove that |ω̃(z)| < 1 or equivalently that A and B lie inside or on the unit
circle |z| = 1. For this we apply the Cohn’s rule to the polynomial r. Since |ab| < 1
we see that

r1(z) =
r(z)− abr∗(z)

z
= (1− ab)

[
(1 + ab) z +

1

2
(ab− 3a− 3b+ 1)

]
has a zero at

z0 =
3

2

(
a+ b

1 + ab

)
− 1

2
.

The zero z0 lies inside or on the unit circle |z| = 1 if (a+ b)/(1 +ab) ∈ [−1/3, 1). This
proves the result. �

Taking b = a in Theorem 3.2, we get following result:



686 Poonam Sharma and Omendra Mishra

Corollary 3.3. Let fj ∈ S(Ha) be CHD with the dilatation ωfj (z) = (a− z)/(1− az)
for each j = 1, 2. Then for any µj (µj ∈ C, |µj | = 1, j = 1, 2), fµ1

∗fµ2
∈ SH is convex

in the direction of µ1µ2 for a ∈ [−3 + 2
√

2, 1).

The next result gives a condition for the directional convexity of the convolution
fµ1
∗Fµ2

when f = h+g ∈ S(H0) with the dilatation ωf = −z and F = H+G ∈ S(Hb)
with the dilatation ωF =

(
b− zeiφ

)
/
(
1− bzeiφ

)
(−1 < b < 1, φ ∈ R) .

Theorem 3.4. Let the function f = h+ g ∈ S(H0) and the function

F = H +G ∈ S(Hb)

be CHD maps with the dilatations

ωf (z) = −z and ωF (z) = (b− zeiφ)/(1− bzeiφ) (−1 < b < 1, φ ∈ R),

respectively. Then for any µj (µj ∈ C, |µj | = 1, j = 1, 2), fµ1
∗Fµ2

∈ SH is convex in
the direction of µ1µ2 if any one of the following case holds:

(i) cosφ = 1 and −1/3 ≤ b < 1
(ii) −1 ≤ cosφ < 1 and b2 < 1/(5 + 4 cos θ).

Proof. From (2.19), it follows that the dilatation ω̃ of f ∗ F is given by

ω̃(z) =
−2zωF (1 + ωF )− z (1− z)ω′F

2 (1 + ωF )− z (1− z)ω′F
,

where ωF (z) = (b−zeiφ)/(1−bzeiφ) and ω′F (z) = (b2−1)eiφ/(1−beiφz)2 (−1 < b < 1,
φ ∈ R). Hence, we have

ω̃(z) = −ze2iφ t(z)
t∗(z)

,

where

t(z) = z2 − 1 + 3b

2
e−iφz +

[2b− (1− b)eiφ]e−2iφ

2

and

t∗(z) = 1− 1 + 3b

2
eiφz +

[2b− (1− b)e−iφ]e2iφ

2
.

We need only to show that |ω̃(z)| < 1. (i) If cosφ = 1, then

t(z) = z2 − 1 + 3b

2
z +

3b− 1

2
= (z − 1)

(
z − 3b− 1

2

)
and

t∗(z) = (1− z)
(

1− 3b− 1

2
z

)
.

Hence, the dilatation ω̃ of f ∗ F becomes

ω̃(z) = −z (z − 1)

(1− z)
(z − 3b−1

2 )

(1− 3b−1
2 z)
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which imply that |ω̃(z)| < 1 when |(3b− 1)/2| ≤ 1 or when −1/3 ≤ b < 1. This proves
the result if case (i) holds.
(ii)If −1 ≤ cosφ < 1, choose

a0 =
[2b− (1− b)eiφ]e−2iφ

2
and a1 = − (1 + 3b)e−iφ

2
.

Then t(z) = z2 + a1z + a0 and in this case, we have

1− |a0|2 = 1− [2b− (1− b)eiφ][2b− (1− b)e−iφ]

4

=
1− b

4
[b(5 + 4 cosφ) + 3] > 0

when b > −3/(5 + 4 cosφ). Under the condition when b > −3/(5 + 4 cosφ), we apply
Cohn’s rule to the polynomial t(z). Consider

t1(z) =
t(z)− a0t∗(z)

z
=

1− b
4

[b(5 + 4 cosφ) + 3](z − z0),

where

z0 =
(1 + 3b)(1 + 2e−iφ)

3 + b(5 + 4 cosφ)
=:

u(b)

v(b)
.

We have

|v(b)|2 − |u(b)|2 = 4(1− cosφ)[1− b2(5 + 4 cosφ)] > 0

when

b2 <
1

5 + 4 cosφ
or − 1√

5 + 4 cosφ
< b <

1√
5 + 4 cosφ

.

Since

b2 <
1

5 + 4 cosφ
⇒ b > − 3

5 + 4 cosφ

when −1 ≤ cosφ < 1, the result is proved if case (ii) holds. �

For b = 0, Theorem 3.4, reduces to the following simpler form:

Corollary 3.5. Let f, F ∈ S(H0) with the dilatations

ωf (z) = −z and ωF (z) = −zeiφ (φ ∈ R),

respectively. Then for any µj (µj ∈ C, |µj | = 1, j = 1, 2), fµ1 ∗Fµ2 ∈ SH is convex in
the direction of µ1µ2.

Further, for φ = π + θ Theorem 3.4 takes the following form:

Corollary 3.6. Let the function f = h+ g ∈ S(H0) with the dilation ωf (z) = −z and

let the function F = H +G ∈ S(Hb) with the dilatation

ωF (z) = (b+ zeiθ)/(1 + bzeiθ) (−1 < b < 1, θ ∈ R).

Then for any µj (µj ∈ C, |µj | = 1, j = 1, 2), fµ1
∗Fµ2

∈ SH is convex in the direction
of µ1µ2 if any one of the following case holds:

(i) cos θ = −1 and −1/3 ≤ b < 1
(ii) −1 < cos θ ≤ 1 and b2 < 1/(5− 4 cos θ).
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4. Examples

In this section, we give following examples to illustrate our main results. Exam-
ples 1 and 2 are based on Theorem 3.1, Example 3 is on Theorem 3.2 and Example
4 is on Theorem 3.4.

Example 4.1. Let for some µ1, µ2 ∈ C and for some a (−1 < a < 1),

fµ1
(z) = h(z) + g(z) ∈ S(Ha),

where

h(z) =
2z − (1 + a)µ1z

2

2 (1− µ1z)
2 and g(z) =

2az − (1 + a)µ1z
2

2 (1− µ1z)
2

and Fµ2
(z) = H(z) +G(z) ∈ S(H0), where

H(z) =
2z − µ2z

2

2 (1− µ2z)
2 and G(z) =

−µ2z
2

2 (1− µ2z)
2 .

Then fµ1∗ Fµ2 ∈ SH if a ∈ [−1/3, 1) and is convex in the direction of µ1µ2.

Example 4.2. Let for some µ1, µ2 ∈ C and for some a (−1 < a < 1),

fµ1
(z) = h(z) + g(z) ∈ S(Ha),

where

h(z) =
2z − (1 + a)µ1z

2

2 (1− µ1z)
2 and g(z) =

2az − (1 + a)µ1z
2

2 (1− µ1z)
2

and Fµ2
(z) = H(z) +G(z) ∈ S(H0), where

H(z) =
µ2

8
log

1 + µ2z

1− µ2z
+

3z − 2µ2z
2

4 (1− µ2z)
2 and G(z) = −µ2

8
log

1 + µ2z

1− µ2z
+

z − 2µ2z
2

4 (1− µ2z)
2 .

Then fµ1∗ Fµ2 ∈ SH if a ∈ [0, 1) and is convex in the direction of µ1µ2.

Example 4.3. Let for some µ1, µ2 ∈ C and for some a (−1 < a < 1),

fµ1
(z) = h(z) + g(z) ∈ S(Ha),

where

h(z) =
2z − (1 + a)µ1z

2

2 (1− µ1z)
2 and g(z) =

2az − (1 + a)µ1z
2

2 (1− µ1z)
2

and Fµ2
(z) = H(z) +G(z) ∈ S(H1/2), where

H(z) =
4z − 3µ2z

2

4 (1− µ2z)
2 and G(z) =

2z − 3µ2z
2

4 (1− µ2z)
2 .

Then fµ1∗ Fµ2 ∈ SH if a ∈ [−5/7, 1) and is convex in the direction of µ1µ2.

Example 4.4. Let for some µ1, µ2 ∈ C and for some b (−1 < b < 1),

fµ1
(z) = h(z) + g(z) ∈ S(H0),

where

h(z) =
2z − µ1z

2

2 (1− µ1z)
2 and g(z) =

−µ1z
2

2 (1− µ1z)
2 .
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and Fµ2
(z) = H(z) +G(z) ∈ S(Hb), where

H(z) =
1− b

4
µ2 log

1 + µ2z

1− µ2z
+

1 + b

2

z

1− µ2z

and

G(z) = −1− b
4

µ2 log
1 + µ2z

1− µ2z
+

1 + b

2

z

1− µ2z
.

Then fµ1
∗ Fµ2

∈ SH and is convex in the direction of µ1µ2.

Acknowledgement. The authors are thankful to the referee for suggesting to add some
examples based on the technique used in our Main Results.
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Positive solutions for fractional differential
equations with non-separated type nonlocal
multi-point and multi-term integral boundary
conditions

Habib Djourdem and Slimane Benaicha

Abstract. In this paper, we investigate a class of nonlinear fractional differential
equations that contain both the multi-term fractional integral boundary condition
and the multi-point boundary condition. By the Krasnoselskii fixed point theorem
we obtain the existence of at least one positive solution. Then, we obtain the
existence of at least three positive solutions by the Legget-Williams fixed point
theorem. Two examples are given to illustrate our main results.
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Keywords: Fractional differential equations, Riemann-Liouville fractional deriva-
tive, multi-term fractional integral boundary condition, fixed point theorems.

1. Introduction

Differential equations of fractional order are one of the fast growing area of
research in the field of mathematics and have recently been proved to be valuable
tools in the modeling of many phenomena in various fields of science and engineering.
Indeed, one can find numerous applications of fractional order differential equations
in viscoelasticity, electro-chemistry, control theory, movement through porous media,
electromagnetics, and signal processing of wireless communication system, etc (see [6,
7, 9, 18, 22, 23, 26, 29, 30]). Now, there are many papers dealing with the problem for
different kinds of boundary value conditions such as multi-point boundary condition
(see [1, 12, 13, 14, 21, 25, 28, 31]), integral boundary condition (see [3, 4, 5, 8, 15, 24,
32, 33]), and many other boundary conditions (see [2, 11, 16, 20, 35]).
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In this paper, we are dedicated to considering fractional differential equations
that contain both the multi-term fractional integral boundary condition and the multi-
point boundary condition:{

Dqu (t) + f (t, u (t)) = 0, 1 < q ≤ 2, 0 < t < 1,
u (0) = 0, u (1) =

∑m
i=1 αi (Ipiu) (η) +

∑m
i=1 βiu (ξi) ,

(1.1)

where Dq is the standard Riemann-Liouville fractional derivative of order q, Ipi is the
Riemann-Liouville fractional integral of order pi > 0, i = 1, 2, ...,m, 0 < ξ1 < ξ2 <
... < ξm < 1 , 0 < η < 1, f : [0, 1]× [0,∞)→ [0,∞) and αi, βi ≥ 0 with i = 1, 2, ...,m,
are real constants such that

Γ (q)

m∑
i=1

αiη
pi+q−1

Γ (pi + q)
+

m∑
i=1

βiξ
q−1
i < 1.

Zhou and Jiang [36] considered the fractional boundary value problem{
Dα

0+u (t) + f (t, u (t)) = 0, 0 < t < 1,

u′ (0)− βu (ξ) = 0, u′ (1) +
∑m−3
i=1 γiu (ηi) = 0

where α is a real number with 1 < α ≤ 2, 0 ≤ β ≤ 1, 0 ≤ γi ≤ 1, i = 1, 2, ...,m − 3,
0 ≤ ξ < η1 < η2 < ... < ηm−3 ≤ 1, Dα

0+ is the Caputo’s derivative. The authors
used the fixed point index theory and Krein-Rutman theorem to obtain the existence
results.

Ji et al. [17] investigated the existence and multiplicity results of positive solu-
tions for the following boundary value problem:{

Dα
0+u (t) + f

(
t, u (t) , Dµ

0+u (t)
)

= 0, 0 < t < 1,

u (0) = 0, u (1) +Dβ
0+u (1) = ku (ξ) + lDβ

0+u (η) ,

where Dα
0+ is the Riemann-Liouville fractional derivative of order 1 < α ≤ 2, 0 ≤

β ≤ 1, ξ, η ∈ (0, 1), 0 ≤ µ < 1, 1 ≤ α − β, 1 ≤ α − µ, 1 − lηα−β−1, and f : [0, 1] ×
[0,+∞)× (−∞,+∞)→ [0,+∞) is continuous. They used the Leggett-Williams fixed
point theorem to obtain the existence and multiplicity results of positive solutions.

Wang et al. [34] considered the following boundary value problem
Dσu (t) + f (t, u (t)) = 0, t ∈ [0, 1] ,
u(i) (0) = 0, i = 0, 1, 2, ..., n− 2,

u (1) =
∑m−2
i=1 βi

∫ ηi
0
u (s) ds+

∑m−2
i=1 γiu (ηi) ,

where Dσ represents the standard Riemann-Liouville fractional derivative of order σ
satisfying n − 1 < σ ≤ n with n ≥ 3. The authors used Krasnoselkii’s fixed point
theorem, Schauder type fixed point theorem, Banach’s contraction mapping principle
and nonlinear alternative for single-valued maps to obtain the existence results.

Inspired by the above works, in this paper, we establish the existence and mul-
tiplicity of positive solutions of the boundary value problem (1.1). Our paper is orga-
nized as follows. After this section, some definitions and lemmas will be established in
Section 2. In Section 3, we give our main results in Theorems 3.1 and 3.2. Finally, in
Section 4, as applications, some examples are presented to illustrate our main results
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2. Preliminaries

In this section, we introduce some notations and definitions of fractional calculus,
which can be found in [18, 27, 30]. We also state two fixed-point theorems due to
Guo–Krasnosel’skii and Leggett–Williams.

Definition 2.1. The Riemann-Liouville fractional integral of order α > 0 for a function
f : (0,+∞)→ R is defined as

Iα0+f (t) =
1

Γ (α)

∫ t

0

(t− s)α−1
f (s) ds,

provided the right side is pointwise defined on (0,+∞) where Γ (.) is the Gamma
function.

Definition 2.2. The Riemann-Liouville fractional derivative order α > 0 of a continu-
ous function u : (0,∞)→ R is defined by

Dα
0+u (t) =

1

Γ (n− α)

(
d

dt

)n ∫ t

0

(t− s)n−α−1
u (s) ds,

where n = dαe+ 1, dαe denotes the integer part of number α, provided that the right
side is pointwise defined on (0,∞).

Lemma 2.3. (i) If u ∈ Lp (0, 1) , 1 ≤ p ≤ +∞, β > α > 0, then

Iα0+I
β
0+u (t) = Iα+β

0+ u (t) .

(ii) If α > 0 and γ ∈ (−1,+∞), then

Iα0+tγ =
Γ (γ + 1)

Γ (α+ γ + 1)
tα+γ .

Lemma 2.4. Let α > 0 and for any y ∈ L1 (0, 1). Then, the general solution of the
fractional differential equation Dα

0+u (t) + y (t) = 0, 0 < t < 1 is given by

u (t) = − 1

Γ (α)

t∫
0

(t− s)α−1
y (s) ds+ c1t

α−1 + c2t
α−2 + · · ·+ cnt

α−n,

where c0, c1, ..., cn−1 are real constants and n = dαe+ 1.

Definition 2.5. Let E be a real Banach space. A nonempty convex closed set K ⊂ E
is said to be a cone provided that

(i) au ∈ K for all u ∈ K and all a ≥ 0, and
(ii) u,−u ∈ K implies u = 0.

Definition 2.6. The map α is defined as a nonnegative continuous concave functional
on a cone K of a real Banach space E provided that α : K → [0,+∞) is continuous
and

α (tx+ (1− t) y) ≥ tα (x) + (1− t)α (y)

for all x, y ∈ K and 0 ≤ t ≤ 1.
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Lemma 2.7. Let ∆ = 1− Γ (q)
∑m
i=1

αiη
pi+q−1

Γ(pi+q)
−
∑m
i=1 βiξ

q−1
i > 0, αi, βi ≥ 0, pi > 0,

i = 1, 2, ...m, and h ∈ C [0, 1]. The unique solution u ∈ AC [0, 1] of the boundary value
problem

Dqu (t) + h (t) = 0, t ∈ (0, 1) , q ∈ (1, 2] (2.1)

u (0) = 0, u (1) =

m∑
i=1

αi (Ipiu) (η) +

m∑
i=1

βiu (ξi) (2.2)

is given by

u (t) =

∫ 1

0

G (t, s)h (s) ds, (2.3)

where G (t, s) is the Green’s function given by

G (t, s) = g (t, s) +
tq−1

∆

m∑
i=1

αi
Γ (pi + q)

gi (η, s) +
tq−1

∆

m∑
i=1

βig (ξi, s) (2.4)

where

g (t, s) =
1

Γ (q)

{
tq−1 (1− s)q−1 − (t− s)q−1

, 0 ≤ s ≤ t ≤ 1,

tq−1 (1− s)q−1
, 0 ≤ t ≤ s ≤ 1,

(2.5)

and

gi (η, s) =

{
ηpi+q−1 (1− s)q−1 − (η − s)pi+q−1

, 0 ≤ s ≤ η < 1,

ηpi+q−1 (1− s)q−1
, 0 < η ≤ s ≤ 1,

(2.6)

Proof. By Lemma 2.4, the general solution for the above equation (2.1) is

u (t) = − 1

Γ (q)

t∫
0

(t− s)q−1
h (s) ds+ c1t

q−1 + c2t
q−2,

where c1, c2 ∈ R. The first condition of (2.2) implies that c2 = 0. Thus

u (t) = − 1

Γ (q)

t∫
0

(t− s)q−1
h (s) ds+ c1t

q−1. (2.7)

Taking the Riemann-Liouville fractional integral of order pi > 0 for (2.7) and using
Lemma 2.3, we get that

(Ipiu) (t) =

∫ t

0

(t− s)pi−1

Γ (pi)

(
c1s

q−1 −
∫ s

0

(s− r)q−1

Γ (q)
dr

)
h (s) ds

= c1

∫ t

0

(t− s)pi−1
sq−1

Γ (pi)
ds−

∫ t

0

(t− s)pi−1

Γ (pi)

∫ s

0

(s− r)q−1

Γ (q)
h (r) dsdr

= c1
tpi+q−1Γ (q)

Γ (pi + q)
− 1

Γ (pi + q)

∫ t

0

(t− s)pi+q−1
h (s) ds.
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The second condition of (2.2) yields

c1 −
1

Γ (q)

∫ 1

0

(1− s)q−1
h (s) ds = c1

m∑
i=1

αiη
pi+q−1Γ (q)

Γ (pi + q)

−
m∑
i=1

αi
Γ (pi + q)

∫ η

0

(η − s)pi+q−1
h (s) ds

+ c1

m∑
i=1

βiξ
q−1
i − 1

Γ (q)

m∑
i=1

βi

∫ ξi

0

(ξi−s)q−1
h (s) ds.

Then, we have that

c1 =
1

∆

{∫ 1

0

(1− s)q−1

Γ (q)
h (s) ds−

m∑
i=1

αi
Γ (pi + q)

∫ η

0

(η − s)pi+q−1
h (s) ds

− 1

Γ (q)

m∑
i=1

βi

∫ ξi

0

(ξi − s)q−1
h (s) ds

}
.

Hence, the solution is

u (t) = − 1

Γ (q)

∫ t

0

(t− s)q−1
h (s) ds+

tq−1

∆Γ (q)

∫ 1

0

(1− s)q−1
h (s) ds

− tq−1

∆

m∑
i=1

αi
Γ (pi + q)

∫ n

0

(η − s)pi+q−1
h (s) ds

− tq−1

∆Γ (q)

m∑
i=1

βi

∫ ξi

0

(ξi − s)q−1
h (s) ds

= − 1

Γ (q)

∫ t

0

(t− s)q−1
h (s) ds+

tq−1

Γ (q)

∫ 1

0

(1− s)q−1
h (s) ds

+
tq−1

∆

{
m∑
i=1

αiη
pi+q−1

Γ (pi + q)
+

1

Γ (q)

m∑
i=1

βiξ
q−1
i

}∫ 1

0

(1− s)q−1
h (s) ds

− tq−1

∆

m∑
i=1

αi
Γ (pi + q)

∫ n

0

(η − s)pi+q−1
h (s) ds

− tq−1

∆Γ (q)

m∑
i=1

βi

∫ ξi

0

(ξi − s)q−1
h (s) ds

=

∫ 1

0

g (t, s)h (s) ds+
tq−1

∆

m∑
i=1

αi
Γ (pi + q)

∫ 1

0

gi (η, s)h (s) ds

+
tq−1

∆

m∑
i=1

βi

∫ 1

0

g (ξi, s)h (s) ds

=

∫ 1

0

G (t, s)h (s) ds. �
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Lemma 2.8. The Green’s function G (t, s) has the following properties:
(P1) G (t, s) is continuous on [0, 1]× [0, 1].
(P2) G (t, s) ≥ 0 for all 0 ≤ s, t ≤ 1.

(P3) G (t, s) ≤ max
0≤t≤1

G (t, s) ≤ g (s, s)

(
1 +

∑m
i=1 βi
∆

)
+

m∑
i=1

αi
∆Γ (pi + q)

gi (η, s).

(P4)

∫ 1

0

max
0≤t≤1

G (t, s) ds≤
(

1 +

∑m
i=1 βi
∆

)
Γ (q)

Γ (2q)
+

m∑
i=1

αiη
pi+q−1

∆Γ (pi + q)

(
pi + q (1− η)

q (pi + q)

)
.

(P5) min
η≤t≤1

G (t, s) ≥
m∑
i=1

αiη
q−1

∆Γ (pi + q)
gi (η, s)+(q − 1)

m∑
i=1

βi

(
ξq−1
i − ξqi

)
ηq−1

∆
sg (s, s)

for s ∈ [0, 1].

Proof. It is easy to check that (P1) holds. To prove (P2), we will show that g (t, s) ≥ 0
and gi (η, s) ≥ 0, i = 1, 2, ...,m, for all 0 ≤ s, t ≤ 1. For t ≤ s, it is clear that
G (t, s) ≥ 0, we only need to prove the case s ≤ t.
Then

g (t, s) =
1

Γ (q)

[
tq−1 (1− s)q−1 − (t− s)q−1

]
=

1

Γ (q)

[
(t− ts)q−1 − (t− s)q−1

]
≥ 1

Γ (q)

[
(t− s)q−1 − (t− s)q−1

]
= 0.

For 0 ≤ s ≤ η < 1, we have

gi (η, s) = ηpi+q−1 (1− s)q−1 − (η − s)pi+q−1

= ηpi (η − ηs)q−1 − (η − s)pi+q−1

≥ ηpi (η − s)q−1 − (η − s)pi+q−1

= (η − s)q−1
(ηpi − (η − s)pi)

≥ 0.

When 0 < η ≤ s ≤ 1, gi (η, s) = ηpi+q−1 (1− s)q−1 ≥ 0. Therefore, gi (η, s) ≥ 0,
i = 1, 2, ...,m for all 0 ≤ s ≤ 1.
Now, we prove (P3). For a given s ∈ [0, 1], when 0 ≤ s ≤ t ≤ 1

Γ (q) g (t, s) = tq−1 (1− s)q−1 − (t− s)q−1

and thus

Γ (q)
∂

∂t
g (t, s) = (q − 1) tq−2 (1− s)q−1 − (q − 1) (t− s)q−2

= (q − 1) (t− ts)q−2
(1− s)− (q − 1) (t− s)q−2

≤ (q − 1) (t− s)q−2
(1− s)− (q − 1) (t− s)q−2

= −s (q − 1) (t− s)q−2
.
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Hence, g (t, s) is decreasing with respect to t. Then we have g (t, s) ≤ g (s, s) for
0 ≤ s ≤ t ≤ 1. For 0 ≤ t ≤ s ≤ 1

Γ (q)
∂

∂t
g (t, s) = (q − 1) tq−2 (1− s)q−1 ≥ 0,

which means that g (t, s) is increasing with respect to t. Thus g (t, s) ≤ g (s, s) for
0 ≤ t ≤ s ≤ 1. Therefore g (t, s) ≤ g (s, s) for 0 ≤ s, t ≤ 1.
From the above analysis, we have for 0 ≤ s ≤ 1 that

G (t, s) ≤ max
0≤t≤1

G (t, s) = max
0≤t≤1

(g (t, s)

+
tq−1

∆

m∑
i=1

αi
Γ (pi + q)

gi (η, s) +
tq−1

∆

m∑
i=1

βig (ξi, s)

)

≤ g (s, s)

(
1 +

∑m
i=1 βi
∆

)
+

m∑
i=1

αi
∆Γ (pi + q)

gi (η, s) .

To prove (P4), by direct integration, we have∫ 1

0

max
0≤t≤1

G (t, s) ds ≤
∫ 1

0

[
g (s, s)

(
1 +

∑m
i=1 βi
∆

)
+

m∑
i=1

αi
∆Γ (pi + q)

gi (η, s)

]
ds

=

(
1 +

∑m
i=1 βi
∆

)∫ 1

0

sq−1 (1− s)q−1

Γ (q)
ds

+

m∑
i=1

αi
∆Γ (pi + q)

(∫ 1

η

ηpi+q−1 (1− s)q−1

)
ds

+

m∑
i=1

αi
∆Γ (pi + q)

(∫ η

0

[
ηpi+q−1 (1− s)q−1 − (η − s)pi+q−1

]
ds

)

=

(
1 +

∑m
i=1 βi
∆

)
Γ (q)

Γ (2q)
+

m∑
i=1

αiη
pi+q−1

∆Γ (pi + q)

(
pi + q (1− η)

q (pi + q)

)
.

Now, we shall prove (P5).

Firstly, let k1 (ξi, s) = g(ξi,s)
g(s,s) for 0 < s < ξi < 1, i = 1, 2, ...,m, then we get

k1 (ξi, s) =
(ξi (1− s))q−1 − (ξi − s)q−1

sq−1 (1− s)q−1 =
(q − 1)

∫ ξi(1−s)
ξi−s xq−2dx

sq−1 (1− s)q−1 .

Since the function x 7−→ xq−2 is continuous and decreasing on [ξi − s, ξi (1− s)], we
have

k1 (ξi, s) ≥
(q − 1) (ξi (1− s))q−2

[ξi (1− s)− (ξi − s)]
sq−1 (1− s)q−1

=
(q − 1) ξq−2

i (1− s)q−2
s (1− ξi)

sq−1 (1− s)q−1

≥ (q − 1) ξq−1
1 (1− ξi) s.
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Let

k2 (ξi, s) =
g (ξi, s)

g (s, s)

for 0 < ξi ≤ s < 1, i = 1, 2, ...,m, then we get

k2 (ξi, s) =
ξq−1
i

sq−1
≥ ξq−1

i

sq−2
= ξq−1

i s2−q ≥ (q − 1) ξq−1
i (1− ξi) s.

Therefore, we have

g (ξi, s) ≥ (q − 1) sg (s, s)
(
ξq−1
i − ξqi

)
for 0 < s, ξi < 1 (2.8)

Furthermore, the inequality in (2.8) is satisfied for s ∈ {0, 1}. Hence

g (ξi, s) ≥ (q − 1) sg (s, s)
(
ξq−1
i − ξqi

)
for 0 ≤ s, ξi ≤ 1. (2.9)

Secondly, from g (t, s) ≥ 0, gi (η, s) ≥ 0, i = 1, 2, ...,m and from (2.9), we have

min
η≤t≤1

G (t, s) = min
η≤t≤1

(
g (t, s) +

tq−1

∆

m∑
i=1

αi
Γ (pi + q)

gi (η, s)

+
tq−1

∆

m∑
i=1

βig (ξi, s)

)

≥ min
η≤t≤1

g (t, s) + min
η≤t≤1

tq−1

∆

m∑
i=1

αi
Γ (pi + q)

gi (η, s)

+ min
η≤t≤1

tq−1

∆

m∑
i=1

βig (ξi, s)

≥
m∑
i=1

αiη
q−1

∆Γ (pi + q)
gi (η, s) + (q − 1)

m∑
i=1

βi

(
ξq−1
i − ξqi

)
ηq−1

∆
sg (s, s)

for 0 ≤ s ≤ 1. This completes the proof. �

Let E = C ([0, 1] ,R) be the Banach space of all continuous functions defined
on [0, 1] that are mapped into R with the norm defined as ‖u‖ = supt∈[0,1] |u (t)|. If

u ∈ E satisfies the problem (1.1) and u (t) ≥ 0 for any t ∈ [0, 1], then u is called
a nonnegative solution of the problem (1.1). If u is a nonnegative solution of the
problem (1.1) with ‖u‖ > 0, then u is called a positive solution of the problem (1.1).
Define the cone K ∈ E by

K = {u ∈ E : u (t) ≥ 0} ,

and the operator A : K → E by

Au (t) :=

∫ 1

0

G (t, s) f (s, u (s)) ds. (2.10)

In view of Lemma 2.7, the nonnegative solutions of problem (1.1) are given by the
operator equation u (t) = Au (t)
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Lemma 2.9. Suppose that f : [0, 1] × [0,∞) → [0,∞) is continuous. The operator
A : K → K is completely continuous.

Proof. Since G (t, s) ≥ 0 for s, t ∈ [0, 1], we have Au (t) ≥ 0 for all u ∈ K. Therefore,
A : K → K.
For a constant R > 0, we define Ω = {u ∈ K : ‖u‖ < R}.
Let

L = max
0≤t≤1,0≤u≤R

|f (t, u)| . (2.11)

Then, for u ∈ Ω, from Lemma 2.8, we have

|Au (t)| =
∣∣∣∣∫ 1

0

G (t, s) f (s, u (s)) ds

∣∣∣∣
≤ L

∫ 1

0

G (t, s) ds

≤ L
∫ 1

0

(
g (s, s)

(
1 +

∑m
i=1 βi
∆

)
+

m∑
i=1

αi
∆Γ (pi + q)

gi (η, s)

)
ds

≤
(

1 +

∑m
i=1 βi

)
Γ (q)

Γ (2q)
+

m∑
i=1

αiη
pi+q−1

∆Γ (pi + q)

(
pi + q (1− η)

q (pi + q)

)
.

Hence, ‖Au‖ ≤M , and so A (Ω) is uniformly bounded. Now, we shall show that A (Ω)
is equicontinuous. For u ∈ Ω, t1, t2 ∈ [0, 1], t1 < t2, we have

|Au (t2)−Au (t1)| ≤ L
∫ 1

0

|G (t2, s)−G (t1, s)| ds,

where L is defined by (2.11). Since G (t, s) is continuous on [0, 1] × [0, 1], therefore
G (t, s) is uniformly continuous on [0, 1] × [0, 1]. Hence, for any ε > 0, there exists a
positive constant

δ =
1

2

εΓ (q)

L

 1

1
q +

∑m
i=1

αiηpi+q−1

∆Γ(pi+q)

(
pi+q(1−n)
q(pi+q)

)
+ Γ(q)

Γ(2q)

∑m
i=1 βi
∆


whenever |t2 − t1| < δ, we have the following two cases.

Case 1. δ ≤ t1 < t2 < 1.

Therefore,
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|Au (t2)−Au (t1)| ≤ L
∫ 1

0

|G (t2, s)−G (t1, s)| ds

= L

[∫ t1

0

|G (t2, s)−G (t1, s)| ds+

∫ t2

t1

|G (t2, s)−G (t1, s)| ds

+

∫ 1

t2

|G (t2, s)−G (t1, s)| ds
]

≤

(
tq−1
2 − tq−1

1

)
L

Γ (q)

∫ 1

0

(1− s)q−1
ds

+

(
tq−1
2 − tq−1

1

)
L

∆

∫ 1

0

m∑
i=1

αi
Γ (pi + q)

gi (η, s) ds

+

(
tq−1
2 − tq−1

1

)
L

∆

m∑
i=1

βi

∫ 1

0

g (s, , s) ds

=

(
tq−1
2 − tq−1

1

)
L

Γ (q)

[
1

q
+

m∑
i=1

αiη
pi+q−1

∆Γ (pi + q)

(
pi + q (1− n)

q (pi + q)

)
+

Γ (q)

Γ (2q)

∑m
i=1 βi
∆

]
≤ (q − 1) δq−1L

Γ (q)

[
1

q
+

m∑
i=1

αiη
pi+q−1

∆Γ (pi + q)

(
pi + q (1− n)

q (pi + q)

)
+

Γ (q)

Γ (2q)

∑m
i=1 βi
∆

]
< ε.

Case 2. 0 ≤ t1 < 1, t2 < 2δ.

Hence

|Au (t2)−Au (t1)| ≤ L
∫ 1

0

|G (t2, s)−G (t1, s)| ds

<

(
tq−1
2 − tq−1

1

)
L

Γ (q)

[
1

q
+

m∑
i=1

αiη
pi+q−1

∆Γ (pi + q)

(
pi + q (1− n)

q (pi + q)

)
+

Γ (q)

Γ (2q)

∑m
i=1 βi
∆

]

≤ tq−1
2 L

Γ (q)

[
1

q
+

m∑
i=1

αiη
pi+q−1

∆Γ (pi + q)

(
pi + q (1− n)

q (pi + q)

)
+

Γ (q)

Γ (2q)

∑m
i=1 βi
∆

]

<
(2δ)

q−1
L

Γ (q)

[
1

q
+

m∑
i=1

αiη
pi+q−1

∆Γ (pi + q)

(
pi + q (1− n)

q (pi + q)

)
+

Γ (q)

Γ (2q)

∑m
i=1 βi
∆

]
= ε.
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Thus, A (Ω) is equicontinuous. In view of the Arzela-Ascoli theorem, we have that

A (Ω) is compact, which means A : K → K is a completely continuous operator. This
completes the proof. �

Theorem 2.10. [10] Let E be a Banach space, and let K ∈ E be a cone. Assume that
Ω1, Ω2 are open subsets of E with 0 ∈ Ω1, Ω1 ⊂ Ω2, and let T : K ∩

(
Ω2 \ Ω1

)
→ K

be a completely continuous operator such that:
(i) ‖Tu‖ ≥ ‖u‖, u ∈ K ∩ ∂Ω1, and ‖Tu‖ ≤ ‖u‖, u ∈ K ∩ ∂Ω2; or
(ii) ‖Tu‖ ≤ ‖u‖, u ∈ K ∩ ∂Ω1, and ‖Tu‖ ≥ ‖u‖, u ∈ K ∩ ∂Ω2. Then T has a

fixed point K ∩
(
Ω2 \ Ω1

)
.

Theorem 2.11. [19] Let K be a cone in the real Banach space E and c > 0 be a
constant. Assume that there exists a concave nonnegative continuous functional θ on
K with θ (u) ≤ ‖u‖ for all u ∈ Kc. Let A : Kc → Kc be a completely continuous
operator. Suppose that there exist constants 0 < a < b < d ≤ c such that the following
conditions hold:
(i) {u ∈ K (θ, b, d) : θ (u) > b} 6= ∅ and θ (Au) > b for u ∈ K (θ, b, d);
(ii) ‖Au‖ < a for ‖u‖ ≤ a;
(iii) θ (Au) > b for u ∈ K (θ, b, c) with ‖Au‖ > d.
Then A has at least three fixed points u1, u2 and u3 in Kc such that
‖u1‖ < a, b < θ (u2), a < ‖u3‖ with θ (u3) < b.

Remark 2.12. If there holds d = c, then condition (i) implies condition (iii) of Theo-
rem 2.11.

3. Main results

In this section, in order to establish some results of existence and multiplicity of
positive solutions for BVP (1.1), we will impose growth conditions on f which allow
us to apply Theorems 2.10 and 2.11.

For convenience, we denote

Λ1 =
∑m
i=1

αiη
pi+2(q−1)

∆Γ(pi+q)

(
pi+q(1−η)
q(pi+q)

)
+ (q − 1)

∑m
i=1

βi(ξq−1
i −ξqi )η

q−1

∆ × Γ(q+1)
Γ(2q+1)

Λ2 =
(

1 +
∑m
i=1 βi
∆

)
Γ(q)
Γ(2q) +

∑m
i=1

αiη
pi+q−1

∆Γ(pi+q)

(
pi+q(1−η)
q(pi+q)

)
Λ3 =

∑m
i=1

αiη
pi+2(q−1)(1−η)q

∆Γ(pi+q)q
+ (q − 1)

∑m
i=1

βi(ξq−1
i −ξqi )η

q−1(1−η)2qΓ(q+1)

∆Γ(2q+1)

Theorem 3.1. Let f : [0, 1] × [0,∞) → [0,∞) be a continuous function. Assume that
there exist constants r2 > r1 > 0, M1 ∈

(
Λ−1

1 ,∞
)

and M2 ∈
(
0,Λ−1

2

)
such that:

(H1) f (t, u) ≥M1r1, for (t, u) ∈ [0, 1]× [0, r1];
(H2) f (t, u) ≤M2r2, for (t, u) ∈ [0, 1]× [0, r2].
Then boundary value problem (1.1) has at least one positive solution u such that
r1 ≤ ‖u‖ ≤ r2.

Proof. From Lemma 2.9, the operator A : K → K is completely continuous.
We divide the rest of the proof into two steps.



702 Habib Djourdem and Slimane Benaicha

Step 1. Let Ω1 = {u ∈ E : ‖u‖ < r1}, then for any u ∈ K∩Ω1, we have 0 ≤ u (t) ≤ r1

for all t ∈ [0, 1]. From (H1), it follows for t ∈ [η, 1] that

(Au) (t) =

∫ 1

0

G (t, s) f (s, u (s)) ds

≥
∫ 1

0

min
η≤t≤1

G (t, s) f (s, u (s)) ds

≥M1r1

{
m∑
i=1

αiη
q−1

∆Γ (pi + q)

∫ 1

0

gi (η, s) ds

+ (q − 1)

m∑
i=1

βi

(
ξq−1
i − ξqi

)
ηq−1

∆

∫ 1

0

sg (s, s) ds


= M1r1

{
m∑
i=1

αiη
q−1

∆Γ (pi + q)

(∫ 1

η

ηpi+q-1 (1− s)q−1
ds

+

∫ η

0

[
ηpi+q−1 (1− s)q−1 − (η − s)pi+q−1

]
ds

)

+ (q − 1)

m∑
i=1

βi

(
ξq−1
i − ξqi

)
ηq−1

∆
× Γ (q + 1)

Γ (2q + 1)


= M1r1

{
m∑
i=1

αiη
pi+2(q−1)

∆Γ (pi + q)

(
pi + q (1− η)

q (pi + q)

)

+ (q − 1)

m∑
i=1

βi

(
ξq−1
i − ξqi

)
ηq−1

∆
× Γ (q + 1)

Γ (2q + 1)


≥ r1 = ‖u‖ ,

which means that
‖Au‖ ≥ ‖u‖ for u ∈ K ∩ ∂Ω1. (3.1)

Step 2. Let Ω2 = {u ∈ E : ‖u‖ < r2}, then for any u ∈ K∩∂Ω2, we have 0 ≤ u (t) ≤ r2

for all t ∈ [0, 1]. It follows from (H2) that for t ∈ [0, 1],

(Au) (t) =

∫ 1

0

G (t, s) f (s, u (s)) ds

≤M2r2

{(
1 +

∑m
i=1 βi
∆

)
Γ (q)

Γ (2q)
+

m∑
i=1

αiη
pi+q−1

∆Γ (pi + q)

(
pi + q (1− η)

q (pi + q)

)}
≤ r2 = ‖u‖ ,

which means that
‖Au‖ ≤ ‖u‖ for any u ∈ K ∩ ∂Ω2. (3.2)

By (i) of Theorem 2.10, we get that A has a fixed point u in K with r1 ≤ ‖u‖ ≤ r2,
which is also a positive solution of boundary value problem (1.1). �
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Theorem 3.2. Let f : [0, 1] × [0,∞) → [0,∞) be a continuous function. Suppose that
there exist constants 0 < a < b < c such that the following assumptions hold:
(H3) f (t, u) < Λ−1

2 a for (t, u) ∈ [0, 1]× [0, a];
(H4) f (t, u) > Λ−1

3 b for (t, u) ∈ [η, 1]× [b, c];
(H5) f (t, u) ≤ Λ−1

2 c for (t, u) ∈ [0, 1]× [0, c].
Then boundary value problem (1.1) has at least one nonnegative solution u1 and two
positive solutions u2, u3 in Kc with

‖u1‖ < a, b < min
η≤t≤1

u2 (t) and a < ‖u3‖ with min
η≤t≤1

u3 (t) < b.

Proof. We show that all the conditions of Theorem 2.11 are satisfied.

If u ∈ Kc, then ‖u‖ ≤ c. Condition (H5) implies f (t, u (t)) ≤ Λ−1
2 c for t ∈ [0, 1].

Consequently,

(Au) (t) =

∫ 1

0

G (t, s) f (s, u (s)) ds

≤ Λ−1
2 c

∫ 1

0

[(
1 +

∑m
i=1 βi
∆

)
g (s, s) +

m∑
i=1

αiη
pi+q−1

∆Γ (pi + q)

(
pi + q (1− η)

q (pi + q)

)
gi (η, s)

]
ds

= Λ−1
2 c

{(
1 +

∑m
i=1 βi
∆

)
Γ (q)

Γ (2q)
+

m∑
i=1

αiη
pi+q−1

∆Γ (pi + q)

(
pi + q (1− η)

q (pi + q)

)}
= c,

which implies ‖Au‖ ≤ c. Hence, A : Kc → Kc is completely continuous.

If u ∈ Ka, then (H3) yields

(Au) (t) < Λ−1
2

∫ 1

0

[(
1 +

∑m
i=1 βi
∆

)
g (s, s) +

m∑
i=1

αi
∆Γ (pi + q)

gi (η, s)

]
ds

= Λ−1
2 a

{(
1 +

∑m
i=1 βi
∆

)
Γ (q)

Γ (2q)
+

m∑
i=1

αiη
pi+q−1

∆Γ (pi + q)

(
pi + q (1− η)

q (pi + q)

)}
= a.

Thus ‖Au‖ < a. Therefore, condition (ii) of Theorem 2.11 holds.

Define a concave nonnegative continuous functional θ on K by

θ (u) = min
η≤t≤1

|u (t)| .

To check condition (i) of Theorem 2.11, we choose u (t) = b+c
2 for t ∈ [0, 1]. It

is easy to see that u (t) ∈ K (θ, b, c) and θ (u) = θ
(
b+c

2

)
> b, which means that

{K (θ, b, c) : θ (u) > b} 6= ∅. Hence, if u ∈ K (θ, b, c), then b ≤ u (t) ≤ c for t ∈ [η, 1].
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From assumption (H4), we have

θ (Au) = min
η≤t≤1

|(Au) (t)|

≥
∫ 1

η

min
η≤t≤1

G (t, s) f (s, u (s)) ds

> Λ−1
3 b

{
m∑
i=1

αiη
q−1

∆Γ (pi + q)

∫ 1

η

gi (η, s) ds

+ (q − 1)

m∑
i=1

βi

(
ξq−1
i − ξqi

)
ηq−1

∆

∫ 1

η

sg (s, s) ds


= Λ−1

3 b

{
m∑
i=1

αiη
pi+2(q−1) (1− η)

q

∆Γ (pi + q) q

+ (q − 1)

m∑
i=1

βi (ξqi − ξ
q
i ) ηq−1 (1− η)

2q
Γ (q + 1)

∆Γ (2q + 1)

}
= b.

Thus θ (Au) > b for all u ∈ K (θ, b, c). This shows that condition (i) of Theorem 2.11
is also satisfied.

By Theorem 2.11 and Remark 2.12, boundary value problem (1.1) has at least
one nonnegative solution u1 and two positive solutions u2, u3, which satisfy

‖u1‖ < a, b < min
η≤t≤1

|u2 (t)| a < ‖u3‖ with min
η≤t≤1

|u (t)| < b.

The proof is complete. �

4. Examples

4.1. Example

Consider the fractional differential equations with boundary value as follows:
D

3
2u (t) + f (t, u (t)) = 0, 0 < t < 1,

u (0) = 0

u (1) = 2
(
I

3
2u
) (

1
4

)
+ 1

2

(
I
π
4 u
) (

1
4

)
+ 4

5

(
I

2
3u
) (

1
4

)
+ 3

15u
(

1
3

)
+ 3

20u
(

1
4

)
+ 1

4u
(

1
5

)
,

(4.1)
where

f (t, u)

{
u(1− u2) + 4

(
1 + 3

4 t
)
, 0 ≤ t ≤ 1; 0 ≤ u ≤ 1

4
(
1 + 3

4 t
)
e1−u + sin2 (π (1− u)) , 0 ≤ t ≤ 1; 1 ≤ u ≤ 21.

Set m = 3, η = 1
4 , q = 3

2 , α1 = 2, α2 = 1
2 , α3 = 4

5 ,p1 = 3
2 , p2 = π

4 , p3 = 2
3 , β1 = 1

4 ,

β2 = 3
20 , β3 = 3

5 , ξ1 = 1
5 , ξ2 = 1

4 and ξ3 = 1
3
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Consequently, we can get

∆ = 1− Γ (q)

m∑
i=1

αiη
pi+q−1

Γ (pi + q)
−

m∑
i=1

βiξ
q−1
i ≈ 0.265299.

Then, by direct calculations, we can obtain that

Λ1 =

m∑
i=1

αiη
pi+2(q−1)

∆Γ (pi + q)

(
pi + q (1− η)

q (pi + q)

)

+ (q − 1)

m∑
i=1

βi

(
ξq−1
i − ξqi

)
ηq−1

∆
× Γ (q + 1)

Γ (2q + 1)

≈ 0.45478

Λ2 =

(
1 +

∑m
i=1 βi
∆

)
Γ (q)

Γ (2q)
+

m∑
i=1

αiη
pi+q−1

∆Γ (pi + q)

(
pi + q (1− η)

q (pi + q)

)
≈ 2.63219.

Choose r1 = 1, r2 = 21, M1 = 3 and M2 = 0.35, f (t, u) satisfies

f (t, u) ≥ 4 ≥ 3 = M1r1, ∀ (t, u) ∈ [0, 1]× [0, 1]

and

f (t, u) ≤ 7 ≤ 7.35 = M2r2 ∀ (t, u) ∈ [0, 1]× [0, 21]

Thus, (H1) and (H2) hold. By Theorem 3.1, we have that boundary value problem
(4.1) has at least one positive solution u such that 1 < ‖u‖ < 21.

4.2. Example

Consider the following boundary value problem:
D

3
2u (t) + f (t, u (t)) = 0, 0 < t < 1,

u (0) = 0

u (1) = 1
8

(
I

1
2u
) (

1
8

)
+ 1

3

(
I

3
2u
) (

1
8

)
+ 1

4

(
I

5
2u
) (

1
8

)
+ 1

3u
(

1
2

)
+ 1

5u
(

1
8

)
+ 1

7u
(

1
6

)
,

(4.2)
where

f (t, u)


u
(

3
4 − u

)
+ 3

16

(
t2 + 2

)
, , 0 ≤ t ≤ 1, 0 ≤ u ≤ 3

4 ,
1
4

(
t2 + 2

)
cos2

(
2π
9 u
)

+ 120
(

3
4 − u

)2
, 0 ≤ t ≤ 1, 3

4 ≤ u ≤
3
2 ,

1
16

(
t2 + 1082

)
− 10 sin2

(
u− 3

2

)
π, , 0 ≤ t ≤ 1, 3

2 ≤ u ≤ ∞.

Set m = 3, η = 1
8 , q = 3

2 , α1 = 1
8 , α2 = 1

3 , α3 = 1
4 , p1 = 1

2 , p2 = 3
2 , p3 = 5

2 , β1 = 1
3 ,

β2 = 1
5 , β3 = 1

7 , ξ1 = 1
2 , ξ2 = 1

4 and ξ3 = 1
6 .

Consequently, we can get

∆ = 1− Γ (q)

m∑
i=1

αiη
pi+q−1

Γ (pi + q)
−

m∑
i=1

βiξ
q−1
i ≈ 0.589749.
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Then, by direct calculations, we can obtain that

Λ2 =

(
1 +

∑m
i=1 βi
∆

)
Γ (q)

Γ (2q)
+

m∑
i=1

αiη
pi+q−1

∆Γ (pi + q)

(
pi + q (1− η)

q (pi + q)

)
≈ 0, 97003,

Λ3 =

m∑
i=1

αiη
pi+2(q−1) (1− η)

q

∆Γ (pi + q) q
+ (q − 1)

m∑
i=1

βi

(
ξq−1
i − ξqi

)
ηq−1 (1− η)

2q
Γ (q + 1)

∆Γ (2q + 1)

≈ 0.02390086.

Choose a = 3
4 , b = 3

2 and c = 66, then f (t, u) satisfies

f (t, u) ≤ 45

64
< 0.773175 ≈ Λ−1

2 a, ∀ (t, u) ∈ [0, 1]×
[
0,

3

4

]
,

f (t, u) ≥ 67.62 > 62.73 ≈ Λ−1
3 b, ∀ (t, u) ∈

[
1

8
, 1

]
×
[

3

2
, 66

]
and

f (t, u) ≤ 67.6875 < 68.0391 ≈ Λ−1
2 c, ∀ (t, u) ∈ [0, 1]× [0, 66] .

Thus, (H3), (H4) and (H5) hold. By Theorem 3.2, we have that boundary value
problem (4.2) has at least one nonnegative solution u1 and two positive solutions u2,
u3 such that ‖u1‖ < 3

4 , 3
2 < min 1

8≤t≤1 u2 (t) and a < ‖u3‖ with min 1
8≤t≤1 u3 (t) < 3

2 .

References

[1] Agarwal, R.P., Alsaedi, A., Alsharif, A., Ahmad, B., On nonlinear fractional-order
boundary value problems with nonlocal multi-point conditions involving Liouville-Caputo
derivatives, Differ. Equ. Appl., 9(2017), no. 2, 147-160.

[2] Bouteraa, N., Benaicha, S., Existence of solutions for three-point boundary value problem
for nonlinear fractional differential equations, Bull. Transilv. Univ. Braşov Ser. III.,
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Stud. Univ. Babeş-Bolyai Math. 66(2021), No. 4, 709–722
DOI: 10.24193/subbmath.2021.4.09

Positive solution of Hilfer fractional differential
equations with integral boundary conditions

Mohammed A. Almalahi, Satish K. Panchal and Mohammed S. Abdo

Abstract. In this article, we have interested the study of the existence and unique-
ness of positive solutions of the first-order nonlinear Hilfer fractional differential
equation

Dα,β

0+
y(t) = f(t, y(t)), 0 < t ≤ 1,

with the integral boundary condition

I1−γ
0+

y(0) = λ

∫ 1

0

y(s)ds+ d,

where 0 < α ≤ 1, 0 ≤ β ≤ 1, λ ≥ 0, d ∈ R+, and Dα,β

0+
, I1−γ

0+
are fractional ope-

rators in the Hilfer, Riemann-Liouville concepts, respectively. In this approach,
we transform the given fractional differential equation into an equivalent inte-
gral equation. Then we establish sufficient conditions and employ the Schauder
fixed point theorem and the method of upper and lower solutions to obtain the
existence of a positive solution of a given problem. We also use the Banach con-
traction principle theorem to show the existence of a unique positive solution.
The result of existence obtained by structure the upper and lower control func-
tions of the nonlinear term is without any monotonous conditions. Finally, an
example is presented to show the effectiveness of our main results.

Mathematics Subject Classification (2010): 34A08, 34B15, 34B18, 34A12, 47H10.

Keywords: Fractional differential equations, positive solution, upper and lower
solutions, fixed point theorem, existence and uniqueness.

1. Introduction

Fractional differential equations have high significance due to their application in
many fields such as applied and engineering sciences, etc. In the recent years, there has
been a significant development in ordinary and partial differential equations involving
fractional derivatives, see the monographs of Kilbas et al.[8], Miller and Ross [10],
Podlubny[12], Hilfer [7] and reference therein. In particular, many interesting results
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of the existence of positive solutions of nonlinear fractional differential equations have
been discussed, see [2, 4, 5, 9, 11, 13, 14] and reference therein. The integral boundary
conditions have various applications in applied fields such as, underground water
flow, blood flow problems, thermo-elasticity, population dynamics, chemical engineer-
ing, and so forth. Since only positive solutions are useful for many applications. For
example, Abdo et al in [1] discussed the existence and uniqueness of a positive solution
for the nonlinear fractional differential equations with integral boundary condition of
the form

cDα
0+y(t) = f(t, y(t)), t ∈ [0, 1]

y(0) = λ

∫ 1

0

y(s)ds+ d, λ ≥ 0, d ∈ R+,

where cDα
0+ is the Caputo fractional derivative of order α ∈ (0, 1) , and f satisfied

some appropriate assumptions.
Ardjouni and Djoudi in [3], discussed the existence and uniqueness of a positive

solution for the nonlinear fractional differential equations

Dα
1+x(t) = f(t, x(t)), t ∈ [1, e]

x(1) = λ

∫ e

1

x(s)ds+ d,

where Dα
1+ is the Caputo-Hadamard fractional derivative of order α ∈ (0, 1), λ ≥ 0,

d ∈ R+, and f satisfies some suitable hypotheses. On the other hand, Long et al. [9]
investigated some existence of positive solutions of period boundary value problems
of fractional differential equations{

Dα,β
0+ x(t) = λx(t) + f(t, x(t)), t ∈ (0, b]

lim
t−→0+

t1−γx(t) = lim
t−→b−

t1−γx(0), γ = α+ β − αβ

where λ < 0, Dα,β
0+ is the Hilfer fractional derivative of order α ∈ (0, 1) and type

β ∈ [0, 1] and f satisfied some appropriate conditions.
Motivated by the above works, in this paper, we discuss the existence and unique-

ness of positive solution of the following nonlinear Hilfer fractional differential equa-
tions with integral boundary condition in a weighted space of continuous functions

Dα,β
0+ y(t) = f(t, y(t)), 0 < t ≤ 1 (1.1)

I1−γ
0+ y(0) = λ

∫ 1

0

y(s)ds+ d, (1.2)

where Dα,β
0+ is the left-sided Hilfer fractional derivative of order α ∈ (0, 1) of type

β ∈ [0, 1], λ ≥ 0, d ∈ R+ and f : [0, 1] × R+ −→ R+ is a continuous, I1−γ
0+ is the

Riemann–Liouville fractional integral of order 1 − γ, with γ = α + β(1 − α). The
Hilfer fractional derivative can be regarded as an interpolator between the Riemann–
Liouville derivative (β = 0) and Caputo derivative (β = 1). Furthermore, there are
studies addressed the given problem in cases of β = 0, 1, however, to the best of our
knowledge, there are no results of the Hilfer problem (1.1)-(1.2), hence, our article
aims to fill this gap.
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This article is constructed as follows: In Section 2, we recall some concepts which
will be useful throughout this article. Section 3, contains certain sufficient conditions
to establish the existence criterions of positive solution by using the Schauder fixed
point theorem and the technique of upper and lower solutions. Section 4, demonstrates
the uniqueness of the positive solution by using the Banach contraction principle. We
are given an example in last section.

2. Preliminaries

Let C1−γ [0, 1] be a weighted space of all continuous function defined on the
intervel (0, 1], such that

C1−γ [0, 1] =
{
y : (0, 1]→ R+; t1−γy(t) ∈ C [0, 1]

}
, 0 ≤ γ ≤ 1

with the norm
‖y‖c1−γ[0,1] = max

t∈[0,1]

∣∣t1−γy(t)
∣∣ .

It is clear that C1−γ ([0, 1] ,R+) is Banach space with the above norm. Define the cone
Ω ⊂ C1−γ [0, 1] by

Ω = {y(t) ∈ C1−γ [0, 1] : y(t) ≥ 0, t ∈ (0, 1]} .

Definition 2.1. [8] The left-sided Riemann-Liouville fractional integral of order α > 0
with the lower limit zero for a function y : R+ −→ R is defined by

(Iα0+y)(t) =
1

Γ(α)

∫ t

0

(t− s)α−1y(s)ds,

provided the right-hand side is pointwise on R+, where Γ is the gamma function.

Definition 2.2. [8] The left-sided Riemann-Liouville fractional derivative of order 0 <
α < 1 with the lower limit zero of a function y : R+ −→ R is defined by

Dα
0+y(t) =

1

Γ(1− α)

d

dt

∫ t

0

(t− s)α−1y(s)ds.

provided the right-hand side is pointwise on R+.

Definition 2.3. [8] The left-sided Caputo fractional derivative of order 0 < α < 1 with
the lower limit zero of a function y : R+ −→ R is given by

cDα
0+y(t) =

1

Γ(1− α)

∫ t

0

(t− s)α−1y′(s)ds.

provided the right-hand side is pointwise on R+.

Definition 2.4. [6] The left-sided Hilfer fractional derivative of order 0 < α < 1 and
type 0 ≤ β ≤ 1 with the lower limit zero of a function y : R+ −→ R is given by

Dα,β
0+ y(t) = I

β(1−α)
0+ DI

(1−β)(1−α)
0+ y(t),

where D = d
dt . One has,

Dα,β
0+ y(t) = I

β(1−α)
0+ Dγ

0+y(t), (2.1)
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where

Dγ
0+y(t) = DI1−γ

0+ y(t), γ = α+ β(1− α).

In the forthcoming analysis, we need the following spaces:

Cα,β1−γ [0, 1] =
{
y ∈ C1−γ [0, 1] : Dα,β

0+ y ∈ C1−γ [0, 1]
}
,

and

Cγ1−γ [0, 1] =
{
y ∈ C1−γ [0, 1] : Dγ

0+y ∈ C1−γ [0, 1]
}
. (2.2)

Since Dα,β
0+ y = I

β(1−α)
0+ Dγ

0+y, it is obvious that Cγ1−γ [0, 1] ⊂ Cα,β1−γ [0, 1].

Lemma 2.5. [2] Let α > 0, β > 0 and γ = α+ β − αβ. If y ∈ Cγ1−γ [0, 1], then

Iγ0+D
γ
0+y = Iα0+ Dα,β

0+ y,

and

Dγ
0+I

α
0+y = D

β(1−α)
0+ y.

Theorem 2.6. [6] Let y ∈ Cγ [0, 1], 0 < α < 1, and 0 ≤ γ < 1. Then

Dα
0+Iα0+y(t) = y(t), ∀t ∈ (0, 1].

Moreover, if y ∈ Cγ [0, 1] and I
1−β(1−α)
0+ y ∈ C1

γ [0, 1],then

Dα,β
0+ Iα0+y(t) = y(t), for a.e. t ∈ (0, 1].

Theorem 2.7. [6] Let α, β ≥ 0 and y ∈ C1
γ [0, 1], 0 < α < 1, and 0 ≤ γ < 1. Then

Iα0+I
β
0+y(t) = Iα+β

0+ y(t).

Lemma 2.8. [8] Let α ≥ 0, and σ > 0. Then

Iα0+tσ−1 =
Γ(σ)

Γ(α+ σ)
tα+σ−1, t > 0

and

Dα
0+tα−1 = 0, 0 < α < 1.

Lemma 2.9. [6] Let 0 < α < 1, 0 ≤ γ ≤ 1, if y ∈ Cγ [0, 1] and I1−α
0+ y ∈ C1

γ [0, 1], we
have

Iα0+Dα
0+y(t) = y(t)−

I1−α
0+ y(0)

Γ(γ)
tα−1, for all t ∈ (0, 1].

Lemma 2.10. [6] Let y ∈ Cγ [0, 1]. If 0 ≤ γ < α < 1, then

lim
t−→0+

Iα0+y(t) = Iα0+ y(0) = 0.
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3. Existence of positive solution

In this section we will discuss the existence of positive solution for equation 1.1
with condition 1.2 . Befor starting in prove our result , we interduce the following
conditions:

(H1) f : (0, 1]× [0,∞) −→ [0,∞) is continuous such that f(·, y(·)) ∈ C1−γ [0, 1]
for any y ∈ C1−γ [0, 1] .

(H2) There exist a positive constant Lf such that

|f(t, x)− f(t, y)| ≤ Lf ‖x− y‖C1−γ
.

The following lemmas are fundamental to our results.

Lemma 3.1. If Q(t) :=
∫ 1

τ
(s− τ)α−1ds , for τ ∈ [0, 1] , then

Q(τ)

Γ(α)
< e. (3.1)

Proof. According to the definition of gamma function with some simple computation,
we obtain

Q(τ)

Γ(α)
=

∫ 1

τ
(s− τ)α−1ds∫∞

0
sα−1e−sds

=

∫ 1−τ
0

sα−1ds∫∞
0
sα−1e−sds

≤
e
∫ 1−τ

0
sα−1e−sds∫∞

0
sα−1e−sds

< e.

�

Lemma 3.2. Assume that Q(τ) :=
∫ 1

τ
(s− τ)α−1ds for τ ∈ [0, 1] , µ := 1− λ

Γ(γ+1) 6= 0,

f ∈ C1−γ [0, 1] and y ∈ Cγ1−γ [0, 1] exist. A function y is the solution of

Dα,β
0+ y(t) = f(t, y(t)), 0 < t ≤ 1, (3.2)

I1−γ
0+ y(0) = λ

∫ 1

0

y(s)ds+ d, (3.3)

if and only if y satisfies the fractional integral equation

y(t) = Λtγ−1 +
λtγ−1

Γ(γ)µ

∫ 1

0

Q(τ)

Γ(α)
f(τ, y(τ))dτ +

1

Γ(α)

∫ t

0

(t− s)α−1f(s, y(s))ds, (3.4)

where Λ :=
(

λ
µΓ(γ)Γ(γ+1) + 1

Γ(γ)

)
d.

Proof. First, Assume that y satisfies equation (3.2), then by applying Iα0+ on both
side of equation (3.2) and use Lemma 2.9, integral condition, we obtain

y(t) =
λtγ−1

Γ(γ)

∫ 1

0

y(s)ds+
d

Γ(γ)
tγ−1 +

1

Γ(α)

∫ t

0

(t− s)α−1f(s, y(s))ds. (3.5)

Set A :=
∫ 1

0
y(s)ds. This the assumption with the equation (3.5) implies

A =
d

µΓ(γ + 1)
+

1

µ

∫ 1

0

Q(τ)

Γ(α)
f(τ, y(τ))dτ, (3.6)
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substituting (3.6) into (3.5), we attain

y(t) = Λtγ−1 +
λtγ−1

Γ(γ)µ

∫ 1

0

Q(τ)

Γ(α)
f(τ, y(τ))dτ +

1

Γ(α)

∫ t

0

(t− s)α−1f(s, y(s))ds,

for all t ∈ (0, 1].

Conversely, assume that y satisfies (3.4). Applying I1−γ
0+ to both sides of (3.4) yields

I1−γ
0+ y(t) = ΛΓ(γ) +

λ

µ

∫ 1

0

Q(τ)

Γ(α)
f(τ, y(τ))dτ

+
1

Γ(1− γ + α)

∫ t

0

(t− s)α−γf(s, y(s))ds.

Taking the limit at t −→ 0+ of last equality and using Lemma 2.10 with 1 − γ <
1− γ + α, we get

I1−γ
0+ y(0) = ΛΓ(γ) +

λ

µ

∫ 1

0

Q(τ)

Γ(α)
f(τ, y(τ))dτ.

From the equation (3.6) with help of the definition of Λ, it follows that the integral

boundary conditions given in (3.3) is satisfied, i.e. I1−γ
0+ y(0) = λ

∫ 1

0
y(s)ds+ d.

Next, applying Dγ
0+ to both sides of (3.4) and using lemmas 2.5, 2.8, yields

Dγ
0+y(t) = D

β(1−α)
0+ f(t, y(t)) (3.7)

since y ∈ Cγ1−γ [0, 1], by (2.2), we have Dγ
0+y(t) ∈ C1−γ [0, 1] , therefore

D
β(1−α)
0+ f = DI

1−β(1−α)
0+ f ∈ C1−γ [0, 1] .

For f ∈ C1−γ [0, 1], it is clear that I
1−β(1−α)
0+ f ∈ C1

1−γ [0, 1] . Consequently, f and

I
1−β(1−α)
0+ f satisfy Lemma 2.9.

Now, we apply I
β(1−α)
0+ to both side of equation (??), then Lemma 2.9 and definition

of Hilfer operator imply that

Dα,β
0+ y(t) = f(t, y(t))−

I
1−β(1−α)
0+ f(0, y(0))

Γ(β(1− α))
tβ(1−α)−1

By virtue of Lemma 2.10, one can obtain

Dα,β
0+ y(t) = f(t, y(t)).

This completes the proof. �

Lemma 3.3. Assume that (H1) and (3.1) are satisfied. Then the operator ∆ : Ω −→ Ω
defined by

∆y(t) = Λtγ−1 +
λtγ−1

Γ(γ)µ

∫ 1

0

Q(τ)

Γ(α)
f(τ, y(τ))dτ +

1

Γ(α)

∫ t

0

(t− s)α−1f(s, y(s))ds (3.8)

is compact.
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Proof. We know that the operator ∆ : Ω −→ Ω is continuous, from fact that f(t, y(t))
is continuous and nonnegative. Define bounded set Br ⊂ Ω as follows

Br =
{
y ∈ Ω : ‖y‖C1−γ

≤ r
}
.

The function f : (0, 1]×Br −→ R+ is bounded, then there exist ξ > 0 such that

0 < f(t, y(t)) ≤ ξ.

In view of equation (3.8), Lemma 3.1, and for all y ∈ Br, t ∈ (0, 1], we have∣∣∆y(t)t1−γ
∣∣

≤ Λ +
λ

Γ(γ)µ

∫ 1

0

Q(τ)

Γ(α)
|f(τ, y(τ))| dτ +

t1−γ

Γ(α)

∫ t

0

(t− s)α−1 |f(s, y(s))| ds

≤ Λ +
λe

Γ(γ)µ

∫ 1

0

|f(τ, y(τ))| dτ +
t1−γ

Γ(α)

∫ t

0

(t− s)α−1 |f(s, y(s))| ds

≤ Λ +
λeξ

Γ(γ)µ
+
t1−γ+αξ

Γ(α+ 1)
,

which implies

‖∆y‖C1−γ
≤
[
Λ +

λeξ

Γ(γ)µ
+

ξ

Γ(α+ 1)

]
.

Thus, ∆(Br) is uniformly bounded.

Next, we prove that ∆(Br) is equicontinuous. Let y ∈ Br. Then for any δ, η ∈
(0, 1] with 0 < δ < η ≤ 1, we have∣∣η1−γ∆y(η)− δ1−γ∆y(δ)

∣∣
=

∣∣∣∣∣η1−γ

Γ(α)

∫ η

0

(η − s)α−1f(s, y(s))ds− δ1−γ

Γ(α)

∫ δ

0

(δ − s)α−1f(s, y(s))ds

∣∣∣∣∣
≤ η1−γ − δ1−γ

Γ(α)

∫ δ

0

∣∣(η − s)α−1 − (δ − s)α−1
∣∣ |f(s, y(s))| ds

+
η1−γ

Γ(α)

∫ η

δ

(η − s)α−1 |f(s, y(s))| ds

≤
[
η1−γ − δ1−γ] ξ

Γ(α)

∫ δ

0

(
(δ − s)α−1 − (η − s)α−1

)
ds

+
η1−γξ

Γ(α)

∫ η

δ

(η − s)α−1ds

≤
[
η1−γ − δ1−γ] ξ

Γ(α+ 1)
[(δα − ηα) + (η − δ)α] +

η1−γξ

Γ(α+ 1)
(η − δ)α. (3.9)

By the classical Mean value Theorem, we have

δα − ηα = α (δ − η)T,

≤ α (δ − η) . (3.10)
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The last inequality with(3.9) implies∣∣η1−γ∆y(η)− δ1−γ∆y(δ)
∣∣

≤
[
η1−γ − δ1−γ] ξ

Γ(α+ 1)
[α (δ − η) + (η − δ)α] +

η1−γξ

Γ(α+ 1)
(η − δ)α

≤
[
η1−γ − δ1−γ] ξ

Γ(α+ 1)
(η − δ)α +

η1−γξ

Γ(α+ 1)
(η − δ)α

≤ 2η1−γξ

Γ(α+ 1)
(η − δ)α − δ1−γξ

Γ(α+ 1)
(η − δ)α.

As δ −→ η the right-hand side of the preceding inequality is independent of y and
tends to zero. So, ∣∣η1−γ∆y(η)− δ1−γ∆y(δ)

∣∣ −→ 0,∀ |η − δ| −→ 0.

Hence, ∆(Br) is an equicontinuous set. By the Arzela-Ascoli theorem we get that
∆(Br) is relatively compact set, which prove that ∆ : Ω −→ Ω is a compact operator.

�

Definition 3.4. For any y ∈ [a, b] ⊂ R+, we define the upper-control function by

G(t, x) = sup
a≤y≤x

f(t, y),

and the lower-control function by

g(t, x) = inf
x≤y≤b

f(t, y).

It is obvious that these functions are nondecreasing on [a, b] , i.e.

g(t, x) ≤ f(t, y) ≤ G(t, x).

Definition 3.5. Let y, y ∈ Ω such that 0 < y ≤ y ≤ 1 satisfy the following Hilfer
problem

Dα,β
0+ y(t) ≥ G(t, x), 0 < t ≤ 1

I1−γ
0+ y(0) ≥ λ

∫ 1

0

y(s)ds+ d,

or

y(t) ≥ Λtγ−1 +
λtγ−1

Γ(γ)µ

∫ 1

0

Q(τ)

Γ(α)
G(τ, y(τ))dτ +

1

Γ(α)

∫ t

0

(t− s)α−1G(s, y(s))ds,

and

Dα,β
0+ y(t) ≤ g(t, x), 0 < t ≤ 1

I1−γ
0+ y(0) ≤ λ

∫ 1

0

y(s)ds+ d,

or

y(t) ≤ Λtγ−1 +
λtγ−1

Γ(γ)µ

∫ 1

0

Q(τ)

Γ(α)
g(τ, y(τ))dτ +

1

Γ(α)

∫ t

0

(t− s)α−1g(s, y(s))ds.
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Then the functions y(t) and y(t) are called the upper and lower solutions of the Hilfer
problem (1.1)-(1.2).

Theorem 3.6. Assume that (H1) and (3.1) hold. Then there exists at least one positive
solution y(t) ∈ C1−γ [0, 1] of the Hilfer problem (1.1),(1.2), such that

y(t) ≤ y(t) ≤ y(t), 0 < t ≤ 1.

where y(t) and y(t) are upper and lower solutions of Hilfer problem (1.1),(1.2) respec-
tively.

Proof. In view of Lemma (3.2), the solution of problem (1.1)-(1.2)is given by

y(t) = Λtγ−1 +
λtγ−1

Γ(γ)µ

∫ 1

0

Q(τ)

Γ(α)
f(τ, y(τ))dτ +

1

Γ(α)

∫ t

0

(t− s)α−1f(s, y(s))ds

Define

Υ =
{
x(t) : x(t) ∈ Ω, y(t) ≤ x(t) ≤ y(t), 0 < t ≤ 1

}
endowed with the norm ‖x‖ = max

t∈(0,1]
|x(t)| , then we have ‖x‖ ≤ b. Hence, Υ is a

convex, bounded, and closed subset of the Banach space C1−γ [0, 1]. Now, to apply
the Schauder fixed point theorem, we divide the proof into several steps as follows:
Step 1. We need to prove that ∆ : Ω −→ Ω is compact .

According to Lemma 3.3, the operator ∆ : Ω −→ Ω is compact. Since Υ ⊂ Ω,
the operator ∆ : Υ −→ Υ is compact too.

Step 2. We need to prove that ∆ : Υ −→ Υ. Indeed, by the definitions 3.4, 3.5,
then for any x(t) ∈ Υ, we have

∆x(t) = Λtγ−1 +
λtγ−1

Γ(γ)µ

∫ 1

0

Q(τ)

Γ(α)
f(τ, x(τ))dτ +

1

Γ(α)

∫ t

0

(t− s)α−1f(s, x(s))ds

≤ Λtγ−1 +
λtγ−1

Γ(γ)µ

∫ 1

0

Q(τ)

Γ(α)
G(τ, x(τ))dτ +

1

Γ(α)

∫ t

0

(t− s)α−1G(s, x(s))ds

≤ Λtγ−1 +
λtγ−1

Γ(γ)µ

∫ 1

0

Q(τ)

Γ(α)
G(τ, y(τ))dτ +

1

Γ(α)

∫ t

0

(t− s)α−1G(s, y(s))ds

≤ y(t). (3.11)

Also

∆x(t) = Λtγ−1 +
λtγ−1

Γ(γ)µ

∫ 1

0

Q(τ)

Γ(α)
f(τ, y(τ))dτ +

1

Γ(α)

∫ t

0

(t− s)α−1f(s, y(s))ds

≥ Λtγ−1 +
λtγ−1

Γ(γ)µ

∫ 1

0

Q(τ)

Γ(α)
g(τ, x(τ))dτ +

1

Γ(α)

∫ t

0

(t− s)α−1g(s, x(s))ds

≥ Λtγ−1 +
λtγ−1

Γ(γ)µ

∫ 1

0

Q(τ)

Γ(α)
g(τ, y(τ))dτ +

1

Γ(α)

∫ t

0

(t− s)α−1g(s, y(s))ds

≥ y(t). (3.12)

From (3.11) and (3.12), we conclude that y(t) ≤ ∆x(t) ≤ y(t), and hence ∆x(t) ∈ Υ,
for 0 < t ≤ 1 i. e. ∆ : Υ −→ Υ.
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In view of the above steps and Schauder fixed point theorem, the problem (1.1)-(1.2)
has at least one positive solution y(t) ∈ Υ . �

Corollary 3.7. Assume that f : (0, 1]× [0,∞) −→ [0,∞) is continuous, and there exist
A1, A2 > 0 such that

A1 ≤ f(t, y) ≤ A2, (t, y) ∈ (0, 1]× R+. (3.13)

Then the Hilfer problem (1.1)-(1.2) has at least one positive solution y(t) ∈ Υ.
Moreover,

d

Γ(γ)
tγ−1 +

A1

Γ(α+ 1)
tα ≤ y(t) ≤ d

Γ(γ)
tγ−1 +

A2

Γ(α+ 1)
tα. (3.14)

Proof. From the Definition 3.4 and equation (3.13), we have

A1 ≤ g(t, y) ≤ G(t, y) ≤ A2. (3.15)

Now, we consider the following Hilfer problem

Dα,β
0+ y(t) = A2, I1−γ

0+ y(0) = d. (3.16)

Then, the Hilfer problem (3.16) has a positive solution

y(t) =
tγ−1

Γ(γ)
I1−γ
0+ y(0) + Iα0+A2

=
d

Γ(γ)
tγ−1 +

A2

Γ(α)

∫ t

0

(t− s)α−1ds

=
d

Γ(γ)
tγ−1 +

A2

Γ(α+ 1)
tα.

By (3.15) we conclude that

y(t) =
d

Γ(γ)
tγ−1 +

A2

Γ(α)

∫ t

0

(t− s)α−1ds ≥ d

Γ(γ)
tγ−1 +

1

Γ(α)

∫ t

0

(t− s)α−1G(s, y)ds.

Thus, the function y(t) is the upper solution of the Hilfer problem (1.1)-(1.2).
In the similar way, if the Hilfer problem of the type

Dα,β
0+ y(t) = A1, I1−γ

0+ y(0) = d. (3.17)

Obviously, the Hilfer problem (3.17) has also a positive solution

y(t) =
tγ−1

Γ(γ)
I1−γ
0+ y(0) + Iα0+A1

=
d

Γ(γ)
tγ−1 +

A1

Γ(α)

∫ t

0

(t− s)α−1ds

=
d

Γ(γ)
tγ−1 +

A1

Γ(α+ 1)
tα.

Similarly, by (3.15) we infer that

y(t) =
d

Γ(γ)
tγ−1 +

A1

Γ(α)

∫ t

0

(t− s)α−1ds ≤ d

Γ(γ)
tγ−1 +

1

Γ(α)

∫ t

0

(t− s)α−1g(s, y)ds.
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Hence, the function y(t) is the lower solution of the Hilfer problem (1.1)-(1.2).
By Theorem (3.6), we deduce that the problem (1.1)-(1.2) has at least one positive
solution y(t) ∈ Ω, which verifies the inequality (3.14). �

4. Uniqueness of positive solution

In this section, we will demonstrate the uniqueness of the positive solution using
the Banach contraction principle.

Theorem 4.1. Assume that f : (0, 1] × [0,∞) −→ [0,∞) is continuous, the condition
(H2) and the inequality (3.1) hold. If(

λe

Γ(γ)µ
+

1

Γ(α+ 1)

)
Lf < 1. (4.1)

Then the problem (1.1)-(1.2) has a unique positive solution in Υ.

Proof. According to Theorem (3.6), the problem (1.1)-(1.2) has at least one positive
solution in Υ as the form

y(t) −→ ∆y(t) = Λtγ−1 +
λtγ−1

Γ(γ)µ

∫ 1

0

Q(τ)

Γ(α)
f(τ, y(τ))dτ

+
1

Γ(α)

∫ t

0

(t− s)α−1f(s, y(s))ds.

Now, we need only to proof that the operator ∆ is contraction mapping on Υ. Indeed,
for any y1, y2 ∈ Υ and t ∈ (0, 1], we have∣∣t1−γ∆y1(t)− t1−γ∆y2(t)

∣∣
≤ λ

Γ(γ)µ

∫ 1

0

Q(τ)

Γ(α)
|f(τ, y1(τ))− f(τ, y2(τ)| dτ

+
t1−γ

Γ(α)

∫ t

0

(t− s)α−1 |f(s, y1(s))− f(s, y2(s))| ds

≤ λe

Γ(γ)µ

∫ 1

0

|f(τ, y1(τ))− f(τ, y2(τ)| dτ

+
t1−γ

Γ(α)

∫ t

0

(t− s)α−1 |f(s, y1(s))− f(s, y2(s))| ds

≤ λe

Γ(γ)µ

∫ 1

0

Lf ‖y1 − y2‖C1−γ
dτ +

t1−γ

Γ(α)

∫ t

0

(t− s)α−1Lf ‖y1 − y2‖C1−γ
ds

≤ λeLf
Γ(γ)µ

‖y1 − y2‖C1−γ
+

t1−γ+α

Γ(α+ 1)
Lf ‖y1 − y2‖C1−γ

≤
(

λe

Γ(γ)µ
+

1

Γ(α+ 1)

)
Lf ‖y1 − y2‖C1−γ

The hypothesis (4.1) shows that ∆ is a contraction mapping. The conclusion from the
Banach contraction principle that the Hilfer problem (1.1)-(1.2) has a unique positive
solution u(t) ∈ C1−γ [0, 1] . �
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5. An example

In this part, we present an example to illustrate our result.

Example 5.1. Consider the following nonlinear Hilfer fractional problem

D
1
2 ,

1
3

0+ y(t) =
3

5

(
t
1
2 |sin y(t)|+ 1

)
, t ∈ (0, 1] (5.1)

I
2
3

0+y(0) = 1

where α = 1
2 , β = 1

3 , γ = 2
3 , λ = 0, d = 1 and f(t, y(t)) = 3

5

(
t
1
2 |sin y(t)|+ 1

)
.

It is easy to see that

t
1
3 f(t, y(t)) =

3

5

(
t
5
6 |sin y(t)|+ t

1
3

)
∈ C[0, 1].

Hence f(t, y(t)) ∈ C 1
3
[0, 1], which means that f satisfies (H1). Next, we show that f

satisfies (H2). In fact, for any y1, y2 ∈ C 1
3
[0, 1] and t ∈ (0, 1], we have

|f(t, y1(t))− f(t, y2(t))| ≤
∣∣∣∣35 t 1

2 sin y1(t)− 3

5
t
1
2 sin y2(t)

∣∣∣∣
≤ 3

5
t
1
6

∣∣∣t 1
3 sin y1(t)− t 1

3 sin y2(t)
∣∣∣

≤ 3

5
‖y1 − y2‖C 1

3

= Lf ‖y1 − y2‖C 1
3

.

Since f is continuous and

3

5
≤ f(t, y) ≤ 6

5
, (t, y) ∈ (0, 1]× R+.

Then the Hilfer problem (5.1) has a positive solution which verifies y(t) ≤ y(t) ≤ y(t)
where

y(t) =
1

Γ( 2
3 )
t
−1
3 +

6

5Γ( 3
2 )
t
1
2 ,

and

y(t) =
1

Γ( 2
3 )
t
−1
3 +

3

5Γ( 3
2 )
t
1
2 .

are respectively the upper and lower solutions of Hilfer problem (5.1). Furthermore,
by simple computations, the condition (4.1) also is satisfied, i.e.(

λe

Γ(γ)µ
+

1

Γ(α+ 1)

)
Lf =

1

Γ( 3
2 )

3

5
' 0.7 < 1.

Thus, since all the hypotheses in Theorems 3.6, 4.1 are fulfilled, our results can be
applied to the Hilfer problem.
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6. Conclusion

This paper studies the existence and uniqueness of positive solution of the non-
linear fractional differential equation with integral boundary condition and Hilfer
fractional derivative operator. The proof of the main results relies on the Schauder
fixed point theorem, Banach contraction mapping principle and technique of upper
and lower solution.

The method of constructing a pair of upper and lower control functions with
respect to the nonlinear term without monotone demand provides a new efficient
technique to handle the nonlinear structure. This method is a tremendous tool for
solving nonlinear differential equations in applied mathematics. The obtained results
extend some known results in the literature. An example is introduced to illustrate
the main results of this paper.
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Existence of positive solutions for a class of BVPs
in Banach spaces

Lyna Benzenati, Svetlin Georgiev Georgiev and Karima Mebarki

Abstract. In this work, we use index fixed point theory for perturbation of expan-
sive mappings by `-set contractions to study the existence of bounded positive
solutions for a class of two-point boundary value problem (BVP) associated to
second-order nonlinear differential equation on the positive half-line. The nonlin-
earity, which may exhibit a singularity at the origin, is written as a sum of two
functions which behave differently. These functions, depend on the solution and
its derivative, take values in a general Banach space and have at most polynomial
growth. An example to illustrate the main results is given.
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Keywords: Boundary value problem, Green’s function, unbounded interval, mea-
sure of noncompactness, fixed point index, sum operator.

1. Introduction

The theory of ordinary differential equations in Banach space is a rapidly growing
area of research, it is developed for example in the books by Guo et al. [12], Guo and
Lakshmikantham [11], Lakshmikantham and Leela [14], Deimling [2], and Zeidler [19]
or in the papers by P. Li et al. [15] and by Y. Liu [16].

In the past decades, the study of BVPs defined on compact intervals has been
considered by many authors with application of a huge variety of methods and tech-
niques. However, BVPs defined on unbounded intervals are scarce, as they require
other types of techniques to overcome the lack of compactness. Historically, these
problems began at the end of nineteenth century with A. Kneser [13]. In this work,
the lack of compactness is overcome with some techniques and specific tools.

Let P be a cone in some Banach space E, that is a closed convex subset such
that αP ⊂ P for all positive real number α and P ∩ (−P) = {0}.

Notice that E is partially ordered by cone P, i.e. x ≤ y if and only if y−x ∈ P.
For details on cone theory see [11].
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Throughout this paper, (E, ‖.‖) denotes a Banach space and P is a cone in
E. Being given a positive real parameter k and f : R+ × P × E → P a continuous
function, we are interested in the study of the existence of bounded positive solutions
to the second-order boundary value problem:{

−x′′(t) + k2x(t) = m(t)f(t, x(t), x′(t)), t ∈ (0,+∞).
x(0) = 0, lim

t→+∞
x(t) = 0, (1.1)

where the coefficient m ∈ C((0,+∞),R+)∩L1((0,+∞),R+) may be singular at t = 0
and it does not vanish identically on any subinterval of (0,+∞).
Also, we consider the problem{

−y′′ + cy′ + λy = m(t)g(t, y(t), y′(t)), t ∈ (0,+∞)
y(0) = lim

t→+∞
y(t) = 0 (1.2)

where c, λ are positive constants and g : R+ × P × E → P is a continuous function.

Letting k =
√
λ+ c2

4 and x(t) = y(t)e−
c
2 t, the problem (1.2) leads to the problem

(1.1) for the new unknown x and modified nonlinear term

f(t, x(t), x′(t)) = e
−c
2 tg

(
t, e

c
2 tx(t), e

c
2 tx′(t) +

c

2
e

c
2 tx(t)

)
.

Notice that the problems (1.1) and (1.2) arise in many applications in physics,
combustion theory and epidemiology (see [4, 8, 9, 17, 18] and the references therein).
We will list some papers which provide a motivation for the introduction of this work.
In [5], using the Krasnosels’kii fixed point theorem in cones for strict set-contractions,
Djebali et al. investigated the existence of single and twin positive solutions to the
following two-point boundary value problem of second-order nonlinear differential
equations posed on the positive half-line:{

−x′′(t) + k2x(t) = m(t)f(t, x(t)), t ∈ (0,+∞),
x(0) = 0, lim

t→+∞
x(t) = 0,

where the nonlinearity f ∈ C (R+ × P,P) satisfies a general polynomial growth con-
dition. Motivated by the results obtained in the scalar case E = R in [7], the main
purpose of this work is to discuss some existence results for the problem as that of
[5], when f depends also on the derivative. For this purpose, we employ the general-
ized fixed point index for the sum of an expansive mapping and a `-set contraction
developed by Djebali and Mebarki in [6].

Now we describe in more details the structure of this work. This paper is de-
vised in three sections. The first one is devoted to the preliminaries, recalling some
basic concepts, and developing a new non compactness result that is needed for our
purposes. The main results are presented in section 2. We conclude with an example
of application in section 3.
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2. Preliminaries

2.1. Measure of noncompactness and set-contraction

In this paper, the concept of set contraction is related to Kuratowski’s measure
of noncompactness (α-MNC for short) [3, 10]. Recall that the Kuratowski measure
of noncompactness α (V ) of a bounded subset V of a Banach space E is the infimum
of positive numbers δ such that there exist finitely many sets of diameter at most δ
which cover V.

Let J ⊂ R+. The Kuratowski measures of noncompactness of a bounded set in
the spaces E, C(J,E), C1(J,E) and X are denoted by αE(.), αC(.), αC1(.) and αX(.)
respectively.

The following known results are used in this work.

Lemma 2.1. [10, Theorem 1.2.6]. Let J = [a, b]. If H ⊂ C1(J,E) is bounded, H and
H ′ are equi-continuous, then

αC1(H) = max

(
sup
t∈J

αE(H(t)), sup
t∈J

αE(H ′(t))

)
,

where H(t) = {u(t) | u ∈ H}, t ∈ J.

Lemma 2.2. [10, Theorem 1.2.2] If H ⊂ C(J,E) is bounded and equicontinuous, then
α(H(.)) is continuous on J,

αC(J,E)(H) = sup
t∈J

α(H(t)),

and

α

(∫
J

x(t)dt | x ∈ H
)
≤
∫
J

α(H(t))dt,

Let A : D ⊂ E → E be a continuous operator. The operator A is said to be
bounded if it maps bounded sets into bounded sets, completely continuous if it maps
bounded sets into relatively compact sets, and compact if the set A (D) is relatively
compact. The operator A is said to be a `-set contraction, for some number ` ≥ 0, if
it is bounded and α(A(V )) ≤ `α(V ) for every bounded set V ⊂ D. If ` < 1, we say
that A is a strict set contraction.

We finish this part by giving the definition of an expansive mapping, let (X, d)
is a metric space. A mapping T : D ⊂ X → X is said to be expansive if there exists
a constant h > 1 such that

d(Tx, Ty) ≥ h d(x, y) for all x, y ∈ D.

2.2. The Green’s function

The following lemmas are concerned with the linear problem associated to (1.1).
They provide useful estimates of the kernel G and their proofs are omitted.

Lemma 2.3. Let v be a function such that v ∈ C((0,+∞), E) and
∫ +∞
0
‖v(t)‖dt exists.

Then the problem {
−x′′(t) + k2x(t) = v(t), t ∈ (0,+∞),
x(0) = 0, lim

t→+∞
x(t) = 0
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has a unique solution x given by

x(t) =

∫ +∞

0

G(t, s)v(s)ds,

where G is the Green function of the problem, namely

G(t, s) =
1

2k

{
e−ks(ekt − e−kt), if 0 ≤ t ≤ s <∞,
e−kt(eks − e−ks), if 0 ≤ s ≤ t <∞. (2.1)

Throughout this work, 0 < γ < δ will denote some fixed numbers. The interval [γ, δ]
will play a key role in estimating the solutions of the problem (1.1). Let

Λ0 = min(e−kδ, ekγ − e−kγ),

Λ1 = min
(

1−k
1+k e

−kδ, ekγ + k−1
k+1 e

−kγ
)
,

Λ2 = k
k+1 e

−kδ.

(2.2)

Obviously, these constants are less than 1. Some fundamental properties of the kernel
G are given hereafter. The proofs are omitted.

Lemma 2.4. The Green’s function G satisfies the following estimates:

(a) G(t, s) ≥ 0, ∀ t, s ∈ R+.
(b) G(t, s) ≤ G(s, s) ≤ 1

2k , ∀ t, s ∈ R+.
(c) G(t, s)e−µt ≤ G(s, s)e−ks, ∀ t, s ∈ R+, ∀µ ≥ k.
(d) G(t, s) ≥ Λ0G(s, s)e−ks, ∀ t ∈ [γ, δ] , ∀ s ∈ R+.

Remark 2.5. The problem (1.2) is equivalent to the integral equation:

y(x) =

∫ +∞

0

e
c
2 (x−s)m(s)G(x, s)f(s, y(s), y′(s)) ds. (2.3)

The boundary conditions y(0) = y(+∞) = 0 follow from G(0, s) = 0, ∀ s ≥ 0, and
lim

x→+∞
e

c
2xG(x, s) = 0, ∀ s ≥ 0, since k > c

2 , where G is given by (2.1).

To show our existence results we will use the following lemma which contains
some recent results of the fixed point index theory on the cones of Banach spaces for
the sum of two operators (see [6]). Let X be a real Banach space and K ⊂ X a cone.

Lemma 2.6. Let U be a bounded open subset of K and W be a subset of K such that
0 ∈ U ∩W. Assume that T : W → E is an expansive mapping with constant h > 1,
F : U → E be a `-set contraction with 0 ≤ ` < h− 1, and F (U) ⊂ (I − T )(W ). Thus
we have the following: if

‖Fx+ T0‖ ≤ (h− 1)‖x‖ and Tx+ Fx 6= x for all x ∈ ∂U ∩W,

then i (T + F,U ∩W,K) = 1.
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3. Main results

We begin by a new representation formula for the measure of noncompact- ness
in the space X.

Let p : R+ → (0,+∞) be a continuous function. Denote by X the space consist-
ing of all weighted functions y, continuously differentiable on R+ which satisfy

sup
x∈R+

([‖y(x)‖+ ‖y′(x)‖]p(x)) <∞.

Equipped with a Bielecki’s type norm ‖y‖p = sup
x∈R+

([‖y(x)‖ + ‖y′(x)‖]p(x)), it is a

Banach space.
In the following, we develop a new non-compactness result in order to use it to

show that an operator is `-set contraction in the space X.

Lemma 3.1. Let B ⊂ X be such that the functions belonging in the sets

pB = {z | z(t) = y(t) p(t), y ∈ B},
pB′ = {z | z(t) = y′(t) p(t), y ∈ B},

are almost equicontinuous on R+ and B is a bounded set in the sense of the norm

‖y‖q = sup
x∈R+

([‖y(t)‖+ ‖y′(t)‖]q(t)),

where the function q is positive, continuous on R+ and satisfies

lim
t→+∞

p(t)

q(t)
= 0.

Then

αX(B) = max

(
sup
t∈R+

αE (B(t)p(t)) , sup
t∈R+

αE ((B)′(t)p(t))

)
, (3.1)

where B(t) = {u(t) | u ∈ B} for t ∈ R+.

Proof. Let B ⊂ X be bounded in the sense of the norm

‖y‖q = sup
t∈R+

([‖y(t)‖+ ‖y′(t)‖]q(t)).

Thus there exists r > 0 such that ‖y‖q ≤ r for all y ∈ B. Since the function q is

positive on R+ and satisfies lim
t→+∞

p(t)
q(t) = 0, for any ε > 0, there exists T > 0 such

that

‖y(t1) p(t1)− y(t2) p(t2)‖
≤ p(t1)

q(t1)
‖y(t1)‖ q(t1) + p(t2)

q(t2)
‖y(t2)‖ q(t2)

≤ p(t1)
q(t1)

(‖y(t1)‖+ ‖y′(t1)‖) q(t1) + p(t2)
q(t2)

(‖y(t2)‖+ ‖y′(t2)‖) q(t2) < ε,

(3.2)

and

‖y′(t1) p(t1)− y′(t2) p(t2)‖
≤ p(t1)

q(t1)
‖y′(t1)‖ q(t1) + p(t2)

q(t2)
‖y′(t2)‖ q(t2)

≤ p(t1)
q(t1)

(‖y(t1)‖+ ‖y′(t1)‖) q(t1) + p(t2)
q(t2)

(‖y(t2)‖+ ‖y′(t2)‖) q(t2) < ε,

(3.3)

uniformly with respect to y ∈ B as t1, t2 ≥ T.
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We first claim that

αX(B) ≤ max

(
sup
t∈R+

αE (B(t)p(t)) , sup
t∈R+

αE (B′(t)p(t))

)
.

Denote by B|[0,T ] and B′|[0,T ] the restriction of B and B′ on [0, T ]. Since the sets
B(t)p(t) and B′(t)p(t) are equi-continuous on [0, T ], Lemma 2.1 ensures that

αC1(Bp|[0,T ]) = max

(
sup
t∈[0,T ]

αE(B(t)p(t)), sup
t∈[0,T ]

αE (B′(t)p(t))

)
≤ max

(
sup
t∈R+

αE(B(t)p(t)), sup
t∈R+

αE(B′(t)p(t))

)
,

where Bp|[0,T ] = {y(t)p(t) : y ∈ B, t ∈ [0, T ]}.

By the definition of the MNC αC1 , there exists {Bi}ni=1 such that B =
n⋃
i=1

Bi and for

i = 1, ..., n,

diamC1(Bip|[0,T ]) ≤ max

(
sup
t∈R+

αE(B(t)p(t)), sup
t∈R+

αE(B′(t)p(t))

)
+ ε, (3.4)

where diamC1(.) denotes the diameter of the bounded subsets of C1([0, T ], E).
Furthermore, for i = 1, ..., n, fixed, for all y1, y2 ∈ Bi and t ≥ T, we deduce from
(3.2)-(3.4), for i = 1, . . . , n the following estimates:

‖(y1(t)− y2(t))‖ p(t)
≤ (‖(y1(t) + y′1(t))‖+ ‖(y′1(t)− y′2(t))‖+ ‖(y2(t) + y′2(t))‖) p(t)
≤ (‖(y1(t) + y′1(t))‖q(t) + ‖(y2(t) + y′2(t))‖q(t)) p(t)q(t) + ‖(y′1(t)− y′2(t))‖p(t)
≤ ε+ ‖y′1(t)p(t)− y′1(T )p(T )‖+ ‖y′1(T )p(T )− y′2(T )p(T )‖

+ ‖y′2(T )p(T )− y′2(t)p(t)‖

≤ 2ε+ max

(
sup
t∈R+

αE(B(t)p(t)), sup
t∈R+

αE(B′(t)p(t))

)
+ ε+ ε,

(3.5)
and

‖(y′1(t)− y′2(t))‖ p(t)
≤ (‖(y1(t) + y′1(t))‖+ ‖(y1(t)− y2(t))‖+ ‖(y2(t) + y′2(t))‖) p(t)
≤ (‖(y1(t) + y′1(t))‖q(t) + ‖(y2(t) + y′2(t))‖q(t)) p(t)q(t) + ‖(y1(t)− y2(t))‖p(t)
≤ ε+ ‖y1(t)p(t)− y1(T )p(T )‖+ ‖y1(T )p(T )− y2(T )p(T )‖

+ ‖y2(T )p(T )− y2(t)p(t)‖

≤ 2ε+ max

(
sup
t∈R+

αE(B(t)p(t)), sup
t∈R+

αE(B′(t)p(t))

)
+ ε+ ε.

(3.6)
Therefore (3.4), (3.5) and (3.6) guarantee that

diamX(Bi) ≤ max

(
sup
t∈R+

αE(B(t)p(t)), sup
t∈R+

αE(B′(t)p(t))

)
+ 4ε
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Noting that B =
n⋃
i=1

Bi, we infer

αX(B) ≤ max

(
sup
t∈R+

αE(B(t)p(t)), sup
t∈R+

αE(B′(t)p(t))

)
+ 4ε,

and ε being arbitrary, we deduce that

αX(B) ≤ max

(
sup
t∈R+

αE(B(t)p(t)), sup
t∈R+

αE(B′(t)p(t))

)
.

Conversely, we prove that max

(
sup
t∈R+

αE(B(t)p(t)), sup
t∈R+

αE(B′(t)p(t))

)
≤ αX(B).

Given ε > 0, there exists {Bi}ni=1 such that B =
n⋃
i=1

Bi and diamX(Bi) ≤ αX(B) + ε.

Thus, for fixed i, for every t ∈ R+ and all y1, y2 ∈ Bi, we have

‖(y1(t)− y2(t))‖ p(t)‖ ≤ ‖y1 − y2‖ω < αX(B) + ε,

and
‖(y′1(t)− y′2(t))‖ p(t)‖ ≤ ‖y1 − y2‖ω < αX(B) + ε.

Since B(t) =
n⋃
i=1

Bi(t), we have αE(B(t)p(t)) ≤ αX(B) + ε.

Now ε being arbitrary, we deduce that sup
t∈R+

αE(B(t)p(t)) ≤ αX(B).

In accordance with B′(t) =
n⋃
i=1

B′i(t), we get sup
t∈R+

αE(B′(t)p(t)) ≤ αX(B), where

H ′(t) = {y′(t)| y ∈ H}, t ∈ R+, whence the reversed inequality and then the desired
result. �

Let ω > 0 be a given real parameter. Consider the Banach space with weight
function e−ωt

X =

{
x ∈ C1(R+, E) : sup

t∈R+

(
(‖x(t)‖+ ‖x′(t)‖) e−ωt

)
<∞

}
,

endowed with the norm

‖x‖ω = sup
t∈R+

(
(‖x(t)‖+ ‖x′(t)‖) e−ωt

)
.

Define the cone
K̃ = {x ∈ X : x ≥ 0 on R+}.

With K we denote the set of all equi-continuous families in K̃.
Take ε ∈ (0, 1) and p, q > 0 arbitrarily. Let A,B1, B2, B3, R, τ be positive constants
such that

G(t, s) + |Gt(t, s)| ≤ A, t, s ∈ [0,∞),

and

0 < τ <
1

4
, A (B1 +B2R

p +B3R
q) < min{τ,R}.

Define the conical shell
KR = {x ∈ K : ‖x‖ω < R}.
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Assume that

(H1). f ∈ C(R+ × P × E,P) be such that

‖f(t, x, y)‖ ≤ a0(t) + a1(t)‖x‖p + a2(t)‖y‖q

for any (t, x, y) ∈ R+ × P × E, where ai ∈ C(R+,R+), i ∈ {0, 1, 2},∫ ∞
0

m(s)a0(s)ds ≤ B1,

∫ ∞
0

m(s)a1(s)ewspds ≤ B2,

∫ ∞
0

m(s)a2(s)eωsqds ≤ B3.

Theorem 3.2. Assume (H1). Then the problem (1.1) has at least one positive solution
x in K such that

sup
t∈R+

(
(‖x(t)‖+ ‖x′(t)‖) e−ωt

)
≤ R.

Proof. For x ∈ X define the operators

Tx(t) = (1 + ε)x(t),

Fx(t) = −ε
∫ ∞
0

G(t, s)m(s)f(s, x(s), x′(s))ds, t ∈ (0,∞).

1. Note that T : KR → X is an (1 + ε)-expansive operator.

2. Now we will prove that the operator F : KR → X is continuous. From the
assumption (H1), we can show that

sup
t∈R+

e−ωt (‖Fx(t)‖+ ‖(Fx)′(t)‖) <∞,

which imply that

F (KR) ⊂ X.

Let {xn}n∈N, {x} ⊂ KR with ‖xn−x‖w → 0, as n→∞. Hence, {xn}n∈N is bounded in
KR. Then there exists a positive constant r such that max{‖xn‖ω, n ∈ N, ‖x‖ω} ≤ r.
We have∫ ∞

0

e−ωtG(t, s)m(s)‖f(s, xn(s), x′n(s))− f(s, x(s), x′(s))‖ds

≤
∫ ∞
0

e−ωtG(t, s)m(s) (‖f(s, xn(s), x′n(s))‖+ ‖f(s, x(s), x′(s))‖) ds

≤
∫ ∞
0

e−ωtG(t, s)m(s)

(
2a0(s) + a1(s) (‖xn(s)‖p + ‖x(s)‖p)

+a2(s) (‖x′n(s)‖q + ‖x′(s)‖q)
)
ds

≤ 2B1A+AB2 (‖xn‖pω + ‖x‖pω) +AB3 (‖xn‖qω + ‖x‖qω)

≤ 2A (B1 +B2r
p +B3r

q) , t ∈ (0,∞),
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and ∫ ∞
0

e−ωt|Gt(t, s)|m(s)‖f(s, xn(s), x′n(s))− f(s, x(s), x′(s))‖ds

≤
∫ ∞
0

e−ωt|Gt(t, s)|m(s) (‖f(s, xn(s), x′n(s))‖+ ‖f(s, x(s), x′(s))‖) ds

≤
∫ ∞
0

e−ωt|Gt(t, s)|m(s)

(
2a0(s) + a1(s) (‖xn(s)‖p + ‖x(s)‖p)

+a2(s) (‖x′n(s)‖q + ‖x′(s)‖q)
)
ds

≤ 2B1A+AB2 (‖xn‖pω + ‖x‖pω) +AB3 (‖xn‖qω + ‖x‖qω)

≤ 2A (B1 +B2r
p +B3r

q) , t ∈ (0,∞).

Thus, the Lebesgue dominated convergence theorem both with the continuity of f
imply

sup
t∈R+

(
e−ωt‖(Fxn)(t)− (Fx)(t)‖

)
→ 0, as n→∞,

and

sup
t∈R+

(
e−ωt‖(Fxn)′(t)− (Fx)′(t)‖

)
→ 0, as n→∞.

As a result,

‖Fxn − Fx‖ω → 0, as n→∞,

i.e., the operator F is continuous.

3. We have F : KR → X and for x ∈ KR we get

(‖Fx(t)‖+ ‖(Fx)′(t)‖) e−ωt

≤ εe−ωt
∫ ∞
0

(G(t, s) + |Gt(t, s)|)m(s)‖f(s, x(s), x′(s))‖ds

≤ εe−ωtA

∫ ∞
0

m(s) (a0(s) + a1(s)‖x(s)‖p + a2(s)‖x′(s)‖q) ds

≤ εe−ωtA

∫ ∞
0

m(s) (a0(s) + a1(s)eωpsRp + a2(s)eωqsRq) ds

≤ εe−ωtA (B1 +B2R
p +B3R

q)

≤ εA (B1 +B2R
p +B3R

q)

≤ τε

<
ε

4
, t ∈ (0,∞).

Hence,

‖Fx‖ω ≤
ε

4
.

Therefore F (KR) is uniformly bounded. Since F : KR → X is continuous, we have
that F (KR) is equi-continuous. Consequently F : KR → X is a 0-set contraction.
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4. Let y ∈ KR be arbitrarily chosen. Set

z(t) =

∫ ∞
0

G(t, s)m(s)f(s, y(s), y′(s))ds, t ∈ (0,∞).

We have that z ∈ K and using the above computations, we have

(‖z(t)‖+ ‖z′(t)‖) e−ωt ≤ e−ωt
∫ ∞
0

(G(t, s) + |Gt(t, s)|)m(s)‖f(s, y(s), y′(s))‖ds

≤ A (B1 +B2R
p +B3R

q)

≤ A (B1 +B2R
p +B3R

q)

≤ R,

so, ‖z‖ω ≤ R. Therefore z ∈ KR. Also,

(I − T )z(t) = −εz(t)

= −ε
∫ ∞
0

G(t, s)m(s)f(s, y(s), y′(s))ds

= Fy(t), t ∈ (0,∞).

Thus
F
(
KR
)
⊂ (I − T )(K).

5. Note that 0 ∈ KR and for any x ∈ ∂KR we have

‖Fx+ T0‖ω = ‖Fx‖ω
≤ εA (B1 +B2R

p +B3R
q)

≤ εR

= ε‖x‖ω.
Assume that there exists an x ∈ ∂KR such that

Fx+ Tx = x.

Then

(‖x(t)‖+ ‖x′(t)‖) e−ωt

≥ (1 + ε)e−ωt (‖x(t)‖+ ‖x′(t)‖)

−εe−ωt
∫ ∞
0

(G(t, s) + |Gt(t, s)|)m(s)‖f(s, x(s), x′(s))‖ds

≥ (1 + ε)e−ωt (‖x(t)‖+ ‖x′(t)‖)
−εA (B1 +B2R

p +B3R
q) , t ∈ (0,∞),

or
εA (B1 +B2R

p +B3R
q) ≥ εe−ωt (‖x(t)‖+ ‖x′(t)‖) , t ∈ (0,∞),

whereupon
A (B1 +B2R

p +B3R
q) ≥ R.

This is a contradiction.
By 1, 2, 3, 4, 5 and Lemma 2.6, we conclude that the operator T +F has a fixed

point x ∈ KR, which is a solution of the problem (1.1). This completes the proof. �
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Remark 3.3. A discussion on the existence of a positive real R that verifies an
inequality of the type A (B1 +B2R

p +B3R
q) < R, with respect to p and q,

is given in [7, Remark 3.2]. So that the same constant R checks the inequality
A (B1 +B2R

p +B3R
q) < τ < 1

4 it is necessary that AB1 < τ.
In the case when the last inequality does not hold, or in a general way the

inequality A (B1 +B2R
p +B3R

q) < τ < 1
4 is not satisfied, additional conditions on

the nonlinearity f are needed to show that the operator F is a `-set contraction.

To overcome the problem pointed out in the remark we consider the conditions
(H2) and (H3).

(H2). For every r > 0 and all subinterval [a, b] ⊂ R+, the nonlinearity f is uniformly
continuous on [a, b]×BE(0, r)×BE(0, r), where BE(0, r) = {x ∈ E : ‖x‖ ≤ r}.

(H3). There exist a positive functions l1, l2 ∈ L1(R+) such that

α(f(t, B1, B2)) ≤ l1(t)α(B1) + l2(t)α(B2), t ∈ R+,

for every bounded subsets B1, B2 ⊂ E, where

A

∫ +∞

0

m(t)(l1(t) + l2(t))dt < 1.

And we present the following theorem.

Theorem 3.4. Assume (H1)− (H3). Then the problem (1.1) has at least one positive
solution x in K such that

sup
t∈R+

(
(‖x(t)‖+ ‖x′(t)‖) e−ωt

)
≤ R.

Proof. The proof of this theorem is similar to that of Theorem 3.2, we will only show
how the operator F is a `-set contraction with ` < ε under conditions (H2) and (H3).
Firstly, using Lemma 3.1 for p(t) = e−ωt and q(t) = e−µt with µ < ω, we get the
following result.

Lemma 3.5. Assume that (H1) holds. If V be a bounded subset of KR, then

αX(FV ) = max

(
sup
t∈R+

αE
(
e−ωtFV (t)

)
, sup
t∈R+

αE
(
e−ωt(FV )′(t)

))
.

Proof. Let V ⊂ KR be arbitrary.
(a) F (V ) ⊂ X is a uniformly bounded set with respect to the norm ‖.‖µ. Indeed,

as in Theorem 3.2, we obtain

‖x‖µ ≤ εA(B1 +B2‖x‖pµ +B3‖x‖qµ), ∀x ∈ V.

(b) The families {e−ωt(FV (t))}t∈R+ and {e−ωt(FV )′(t))}t∈R+ are almost equi-
continuous on R+. The proof is similar to the one in [5, Lemma 1.3.3]. �

Now, Suppose that V ⊂ KR; we prove that there exists a constant 0 ≤ ` < ε such
that αX(FV ) ≤ `αX(V ). Lemma 3.5 tells us that it is enough to verify that

max

(
sup
t∈R+

αE
(
e−ωtFV (t)

)
, sup
t∈R+

αE
(
e−ωt(FV )′(t)

))
≤ `αX(V ). (3.7)
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Let x ∈ V . we introduce, for each n ≥ 1, the approximating operator Fn by

Fnx(t) = −ε
∫ n

0

G(t, s)m(s)f(s, x(s), x′(s))ds.

Step 1. From (H1)and (H3), for every t ∈ (0,∞), we have that

e−ωt‖Fx(t)− Fnx(t)‖
≤

∫ +∞
n

e−ωtG(t, s)m(s)‖f(s, x(s), x′(s))‖ds
≤ εA(

∫ +∞
n

m(s)a0(s)ds+ ‖x‖pω
∫ +∞
n

epωsm(s)a1(s)ds

+ ‖x‖qω
∫ +∞
n

eqωsm(s)a2(s)ds).

Similarly, we also have

e−ωt‖(Fnx)′(t)− (Fx)′(t)‖
≤ εA(

∫ +∞
n

m(s)a0(s)ds+ ‖x‖pω
∫ +∞
n

epωsm(s)a1(s)ds

+ ‖x‖qω
∫ +∞
n

eqωsm(s)a2(s)ds).

As a consequence, we get

‖Fx− Fnx‖ω
= sup

t∈R+

{e−ωt (‖Fx(t)− Fnx(t)‖+ ‖(Fnx)′(t)− (Fx)′(t)‖)}

≤ 2εA(
∫ +∞
n

m(s)a0(s)ds+ ‖x‖pω
∫ +∞
n

epωsm(s)a1(s)ds

+ ‖x‖qω
∫ +∞
n

eqωsm(s)a2(s)ds).

The convergence of the integrals guarantee that

lim
n→+∞

∫ +∞
n

m(s)a0(s)ds = 0,

lim
n→+∞

∫ +∞
n

epωsm(s)a1(s)ds = 0,

lim
n→+∞

∫ +∞
n

eqωsm(s)a2(s)ds = 0.

Then, for all x ∈ V and t ∈ (0,∞), we have

d(e−ωt(Fnx)(t), e−ωt(FV )(t))

= inf
y∈B
{e−ωt (‖Fnx(t)− Fy(t)‖+ ‖(Fnx)′(t)− (Fx)′(t)‖)}

≤ e−ωt (‖Fnx(t)− Fx(t)‖+ ‖(Fnx)′(t)− (Fx)′(t)‖)
→ 0, as n→∞,

hence for every t ∈ (0,∞)

sup
x∈V

d(e−ωt(Fnx)(t), e−ωt(FV )(t))→ 0, as n→∞.

Similarly, for every t ∈ (0,∞)

sup
x∈V

d(e−ωt(FnV )(t), e−ωt(Fx)(t))→ 0, as n→∞.

Then the Hausdorff distance

Hd(e
−ωtFV (t), e−ωtFnV (t))
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tends to 0, as n tends to +∞ for all t in (0,∞). The Lipschitz property of the MNC
α guarantees

lim
n→+∞

α
(
e−ωtFnV (t)

)
= α

(
e−ωtFV (t)

)
, ∀ t ∈ (0,+∞), (3.8)

and
lim

n→+∞
α
(
e−ωt(FnV )′(t)

)
= α

(
e−ωt(FV )′(t)

)
, ∀ t ∈ (0,+∞), (3.9)

Step 2. In what follows, we estimate α (e−ωtFnV (t)). Using Assumption (H3), Lemma
3.1 and the properties of the Green function lead to estimations:

α (e−ωtFV (t)) = lim
n→+∞

α (e−ωt(FnV )(t))

= ε lim
n→+∞

α
(
{e−ωt

∫ n
0
G(t, s)m(s)f(s, x(s), x′(s))ds}, x ∈ V

)
≤ εA lim

n→+∞

∫ n
0
m(s)α (f(s, x(s), x′(s)), x ∈ V ) ds

≤ εA lim
n→+∞

∫ n
0
m(s) (l1(s)α (e−ωsV (s)) + l2(s)α (e−ωsV ′(s))) ds

≤ αX(V )εA lim
n→+∞

∫ n
0
m(s)(l1(s) + l2(s))ds

≤ αX(V )εA
∫ +∞
0

m(s)(l1(s) + l2(s))ds.

Since t is arbitrary
sup
t∈R+

α
(
e−ωt(FV )(t)

)
≤ `αX(V ),

Similarly, we find that

sup
t∈R+

α
(
e−ωt(FV )′(t)

)
≤ `αX(V ),

where, ` = εA
∫ +∞
0

m(s)(l1(s) + l2(s))ds.
From Lemma 3.5, we immediately deduce that

αX(FV ) ≤ ` αX(V ),

meaning that F : KR → X is a `-set contraction with ` < ε. �

4. An example

Consider the following nonlinear boundary value problem for system of n scalar
differential equations in the Banach space E = Rn with the Euclidean norm

‖x‖ =

(
n∑
i=1

x2i

) 1
2

with x = (x1, . . . , xn) | xi ∈ R, i = 1, . . . , n and let 0 < p, q < 1:{
−x′′i (t) + k2xi(t) = e−pωt

t2
√
t

1−cos t
t+1 (1 + (xi(t))

p + (x′i(t))
q), t > 0

xi(0) = 0, lim
t→+∞

xi(t) = 0, i = 1, 2, . . . , n.
(4.1)

Let P = {x = (x1, x2, . . . , xn) ∈ Rn | xi ≥ 0, i = 1, 2, . . . , n}. Then P is a cone in Rn
and clearly System (4.1) can be rewritten in the form (1.1) in E. In this case,

x = (x1, . . . , xn), y = (y1, . . . , yn), f = (f (1), . . . , f (n))
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where for any i ∈ {1, . . . , n}, f (i) is defined by

f (i)(t, x1, . . . , xn, y1, . . . , yn) = 1−cos t
t+1 (1 + xpi + yqi ), for t ≥ 0.

Then, we have f (i) is uniformly continuous on [a, b] × BE(0, r), for all [a, b] ⊂ I and

r > 0. The singular coefficient is given by m(t) = e−pωt

t2
√
t

for t > 0. Then

‖f(t, x, y)‖2 =
n∑
i=1

(f (i)(t, x, y))2

≤ 4 (1−cos t)2
(t+1)2

(
n+

n∑
i=1

x2pi +
n∑
i=1

y2qi

)
≤ 4 (1−cos t)2

(t+1)2

(
n+ (

n∑
i=1

x2i )
p + (

n∑
i=1

y2i )q
)

≤ 4 (1−cos t)2
(t+1)2

(
n+ ‖x‖2p + ‖y‖2q

)
.

Hence,

‖f(t, x, y)‖ ≤ a1(t)‖x‖p + a2(t)‖y‖q + a0(t),

where a1(t) = a2(t) = 2 1−cos t
t+1 and a2(t) = 2

√
n 1−cos t

t+1 .

Moreover, since in the vicinity the origin, 1−cos s
s2
√
s
∼ 1

2
√
s

and for any α > 0,∫ +∞

0

e−αs

(s+ 1)
√
s
dx <∞,

we deduce the convergence of the integrals∫ +∞

0

epωsm(s)a1(s)ds = 2

∫ +∞

0

1− cos s

s2
√
s(s+ 1)

ds,

∫ +∞

0

m(s)a0(s)ds = 2
√
n

∫ +∞

0

(1− cos s)e−pωs

s2
√
s(s+ 1)

ds.

Also, the integral∫ +∞

0

eqωsm(s)a2(s)ds = 2

∫ +∞

0

(1− cos s)e(q−p)ωs

s2
√
s(s+ 1)

ds,

is converge provided p > q.
Here the real numbers p, q satisfy 0 < p, q < 1, then there exists R > 0 such that
A (B1 +B2R

p +B3R
q) < R (see [7, Remark 3.2]).

Finally, for every bounded subsets D1, D2 ⊂ E and for all t ∈ R+, x ∈ D1, y ∈ D2,
we have

‖f(t, x, y)‖ ≤ 2
1− cos t

t+ 1

(
n+ ‖x‖2p + ‖y‖2q

)
≤ 4

(
n+ ‖x‖2p + ‖y‖2q

)
.

Moreover, for all 0 < t1 < t2 < +∞, x ∈ D1, and y ∈ D2, we have

lim
t1→t2

|f (i)(t1, x, y)− f (i)(t2, x, y)|

≤ lim
t1→t2

∣∣∣ 1−cos t1t1+1 (1 + xpi + yqi )−
1−cos t2
t2+1 (1 + xpi + yqi )

∣∣∣
≤ lim

t1→t2
(1 + ‖x‖p∞ + ‖x‖q∞)

∣∣∣ 1−cos t1t1+1 − 1−cos t2
t2+1 )

∣∣∣ = 0, ∀ i = 1, . . . , n.
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Then lim
t1→t2

‖f(t1, x, y)− f(t2, x, y)‖ = 0 and

lim
t→+∞

|f (i)(t, x, y)− lim
s→+∞

f (i)(s, x, y)|

≤ lim
t→+∞

∣∣∣ 1−cos tt+1 (1 + xpi + yqi )− 0
∣∣∣ = 0, ∀ i = 1, . . . , n.

Hence, lim
t→+∞

‖f (i)(t, x, y)− lim
s→+∞

f (i)(s, x, y)‖ = 0.

As a consequence, Corduneanu’s compactness criterion ([1], p. 62) ensures that
f(t,D1, D2) is relatively compact in Rn. So, α(f(t,D1, D2)) = 0, for all t ∈ R+

and all bounded subset D1, D2 ⊂ E.
Theorem 3.4 ensures the sub-linear singular problem (4.1) has a bounded positive

solution for every constants k and all 0 < p, q < 1.
Acknowledgments. We would like to thank the anonymous referees for their careful
reading and helpful suggestions which led to a substantial improvement of the original
manuscript.
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1. Introduction

Let C[0,∞) be the family of all real continuous functions on the semiaxis. Denote
ek(t) = tk, k ≥ 0. For a function g : [0,∞)→ R we set ‖g‖ = sup{| f(x) |: x ≥ 0}.
Throughout the paper, we fix b ≥ 0 and set

%(x) = 1/(1 + x)b and ϕ(x) =
√
x(1 + x).

For λ > 1 and f : [0,∞)→ R, the Baskakov operator is defined by

Vλ(f, x) =

∞∑
k=0

f

(
k

λ

)
vλ,k(x), vλ,k(x) =

(
λ+ k − 1

k

)
xk

(1 + x)λ+k
, x ≥ 0.

Here we present Kantorovich-Baskakov operators reproducing linear functions.
For the modification we use the notations

Iλ,k = [k/λ, (k + 1)/λ] and ak = 2k/(2k + 1), k ∈ N0.

Now, for f ∈ C[0,∞) define (whenever the series converges)

Mλ(f, x) = λ

∞∑
k=0

Qλ,k(f)vλ,k(x), Qλ,k(f) =

∫
Iλ,k

f(akt)dt.
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Other authors have introduced Kantarovich-type modifications of some ope-
rators defined in subspaces of C[0,∞) to obtain new ones reproducing affine functions.
But these modifications are non-positive or the convergence is only proved in specific
proper subintervals of the original domain (see [1] and the references given there).

We will study approximation properties of the operators Mλ in some weighted
spaces. The following notations are used

C%,β [0,∞) = {h ∈ C[0,∞) : h(0) = 0, ‖%ϕ2βh‖ <∞}, 0 ≤ β ≤ 1.

In C%,β [0,∞) we consider the norm ‖f‖%,β = ‖%ϕ2βh‖.
Section 2 is devoted to study the moments and derivatives of the operators, while

some auxiliary results are included in Section 3. In Section 4 we identify all functions
in C%,0[0,∞) for which ‖%(f −Mλ(f))‖ → 0 as λ→∞. The main result is presented
in Section 5, where we obtain an estimate of the error ‖%ϕ2β(f −Mλ(f))‖ in terms
of a K-functional. Analogous results for Kantorovich-Szász-Mirakjan operators will
appear in another paper.

In what follows C and Ci will denote absolute constants. They may be different
on each occurrence. We remark that our arguments allow to obtain bounds for the
constants.

2. Moments and derivatives

For m ∈ N, the central moment of order m of the operators Vλ and Mλ are
defined by Vλ,m(x) = Vλ((t − x)m, x) and Mλ,m(x) = Mλ((t − x)m, x) respectively.
We also set

θλ(t) =
1

λ2
(2λt)2

(1 + 2λt)2
. (2.1)

Proposition 2.1. (see [2, page 94]) For each λ > 1 and x ≥ 0, Vλ(e0, x) = 1,
Vλ(e1, x) = x,

Vλ(e2, x) = x2 +
x(1 + x)

λ
, and Vλ,4(x) =

ϕ4(x)

λ2

(
3 +

2

λ
+

(1 + 2x)2

λϕ2(x)

)
.

Proposition 2.2. For each λ > 1 and x ≥ 0, Mλ(e0, x) = 1, Mλ(e1, x) = x,

Mλ,2(x) =
ϕ2(x)

λ
+

1

12
Vλ
(
θλ, x

)
,

and

Mλ,4(x) = Vλ,4(x) +
1

2
Vλ
(
θλ(t)(t− x)2, x

)
+

1

80
Vλ
(
θ2λ, x

)
.

Proof. The first two identities follows from Proposition 2.1, since

λ

∫
Iλ,k

dt = 1 and λ

∫
Iλ,k

(akt)dt =
λk

2k + 1

( (k + 1)2

λ2
− k2

λ2

)
=
k

λ
,
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For the third equation one has (recall ak = (2k)/(2k + 1))

Mλ(e21, x) =
λ

3

∞∑
k=0

vλ,k(x)a2k

((k + 1

λ

)3
−
(k
λ

)3)
=

∞∑
k=0

vλ,k(x)
(k2
λ2

+ a2k
1

12λ2

)
= x2 +

ϕ2(x)

n
+

1

12
Vλ
(
θλ, x

)
,

and

Mλ,2(x) = Mλ(e21, x)− 2x2 + x2 =
ϕ2(x)

λ
+

1

12
Vλ
(
θλ, x

)
.

For the third moment, first, a straightforward calculus shows that

λak

∫
Iλ,k

t(akt− x)2dt =
k

λ

(k
λ
− x
)2

+
a2k
4λ2

(k
λ
− x
)

+
a2k

12λ2
x.

Therefore

Mλ(e1(e1 − x)2, x) = Vλ((e1(e1 − x)2, x) +
1

4
Vλ

(
θλ(t)(t− x), x

)
+

x

12
Vλ
(
θλ, x

)
,

and

Mλ,3(x) = Vλ((e1(e1 − x)2, x) + Vλ
(
θλ(t)(t− x), x

)
/4− x2(1 + x)/λ

= Vλ,3(x) + xVλ,2(x) +
1

4
Vλ
(
θλ(t)(t− x), x

)
− x2(1 + x)/λ

= Vλ,3(x) +
1

4
Vλ
(
θλ(t)(t− x), x

)
.

The same idea can be used to obtain the other equation. In fact, since

λak

∫
Iλ,k

t(akt− x)3dt =
k

λ

(k
λ
− x
)3

+
a2k
2λ2

((k
λ
− x
)2

+
x

2

(k
λ
− x
))

+
1

80λ4
a4k,

one has

Mλ(e1(e1 − x)3, x) = Vλ((e1(e1 − x)3, x) +
1

2
Vλ

(
θλ(t)(t− x)2, x

)
+
x

4
Vλ

(
θλ(t)(t− x), x

)
+

1

80
Vλ
(
θ2λ, x

)
,

= Vλ,4(x) + xVλ,3(x) +
1

2
Vλ

(
θλ(t)(t− x)2, x

)
+
x

4
Vλ

(
θλ(t)(t− x), x

)
+

1

80
Vλ
(
θ2λ, x

)
,

and

Mλ,4(x) = Mλ(t(t− x)3, x)− xMλ((t− x)3, x)

= Mλ(t(t− x)3, x)− xVλ,3(x)− x

4
Vλ
(
θλ(t)(t− x), x

)
= Vλ,4(x) +

1

2
Vλ

(
θλ(t)(t− x)2, x

)
+

1

80
Vλ
(
θ2λ, x

)
. �
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Corollary 2.3. For each λ > 1 and x ≥ 0, one has

Mλ,2(x) ≤ 13

12

ϕ2(x)

λ
and Mλ(| t− x |, x) ≤

√
13

12

ϕ(x)√
λ
.

Moreover, if x ≥ 1/(2(λ+ 1)), then Mλ,4(x) ≤ 16ϕ4(x)/λ2.

Proof. Since 4λt ≤ (1 + 2λt)2, one has (see (2.1))

θλ(t) =
1

λ2
(2λt)2

(1 + 2λt)2
=
λt

λ2
4λt

(1 + 2λt)2
≤ λt

λ2
=
t

λ
.

Later we need also the estimate

θλ(t) =
1

λ2
(2λt)2

(1 + 2λt)2
≤ 1

λ2
(1 + 2λt)2

(1 + 2λt)2
=

1

λ2
. (2.2)

Therefore (see Proposition 2.2)

Mλ,2(x) =
ϕ2(x)

λ
+

1

12
Vλ
(
θλ, x

)
≤ ϕ2(x)

λ
+

1

12λ
Vλ(t, x)

=
ϕ2(x)

λ
+

x

12λ
=
ϕ2(x)

λ
+

√
x2

12λ
≤ 13

12

ϕ2(x)

λ
.

The second inequality follows from the first one by Hölder’s inequality. In fact, since
Mλ is a positive operator

Mλ(| t− x |, x) ≤
√
Mλ(1, x)Mλ((t− x)2, x).

If we set H(x) = (1 + 2x)2/ϕ2(x), then

H ′(x) =
4(1 + 2x)(x+ x2)− (1 + 2x)2(1 + 2x)

(x+ x2)2

= (1 + 2x)
4x+ 4x2 − 1− 4x− 4x2

(x+ x2)2
< 0.

Thus, if x ≥ 1/(2(λ+ 1)),

H(x) ≤ H
( 1

2(1 + λ)

)
=

4(1 + λ)

(3 + 2λ)

(2 + λ

1 + λ

)2
=

4(2 + λ)2

(3 + 2λ)

On the other hand, since the function

2

λ
+

4(2 + λ)2

λ(3 + 2λ)

decreases, for λ > 1 and x ≥ 1/(2(1 + λ)), one has

2

λ
+

(1 + 2x)2

λϕ2(x)
≤ 2

λ
+

4(2 + λ)2

λ(3 + 2λ)
≤ 2 +

36

5
< 10.

Thus, if x ≥ 1/(2(λ+ 1)), then (see Proposition 2.1)

Vλ((t− x)4, x) =
ϕ4(x)

λ2

(
3 +

2

λ
+

(1 + 2x)2

λϕ2(x)

)
≤ 13

ϕ4(x)

λ2
.
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Also notice that

1 ≤ 4(1 + λ)2

3 + 2λ
x(1 + x) ≤ 2(1 + λ)x(1 + x) ≤ 4λx(1 + x).

Therefore, from Proposition 2.1 one has

1

2
Vλ
(
θλ(t)(t− x)2, x

)
≤ 1

2λ2
Vλ
(
(t− x)2, x

)
=
ϕ2(x)

2λ3
≤ 2

ϕ4(x)

λ2
.

Since 2 + 2λ ≤ 4λ,
1

4λ
≤ 1

2(1 + λ)
≤ x,

hence (see (2.2))
1

80
Vλ
(
θ2λ, x

)
≤ 1

80λ4
≤ 1

5

x2

λ2
≤ 1

5

ϕ4(x)

λ2
.

Therefore

Mλ,4(x) = Vλ,4(x) +
1

2
Vλ

(
θλ(t)(t− x)2, x

)
+

1

80
Vλ
(
θ2λ, x

)
≤ 16

ϕ4(x)

λ2
. �

Proposition 2.4. For each f ∈ C%[0,∞), λ > 1 and x ≥ 0, one has

ϕ2(x)

λ2
M ′λ(f, x) =

∞∑
k=0

Qλ,k(f)
(k
λ
− x
)
vλ,k(x),

and

M ′λ(f, x) = λ2
∞∑
k=0

(
Qλ,k+1(f)−Qλ,k(f)

)
vλ+1,k(x).

If f(0) = 0, the term corresponding to k = 0 should be omitted.

Proof. Since, vλ,k(x) satisfies (we set vλ,−1 = 0)

v′λ,k(x) =
k − λx
x(1 + x)

vλ,k(x) = λ
(
vλ+1,k−1(x)− vλ+1,k(x))

)
,

we have

M ′λ(f, x) = λ

∞∑
k=0

Qλ,k(f)
k − λx
x(1 + x)

vλ,k(x)

=
λ2

x(1 + x)

∞∑
k=0

Qλ,k(f)
(k
λ
− x
)
vλ,k(x)

= λ2
∞∑
k=0

Qλ,k+1(f)vλ+1,k(x)− λ2
∞∑
k=0

Qλ,k(f)vλ+1,k(x)

= λ2
∞∑
k=0

(
Qλ,k+1(f)−Qλ,k(f)

)
vλ+1,k(x). �

Proposition 2.5. For λ > 1 and x ≥ 0,

Mλ

( 1

1 + t
, x
)
≤ 2λ

(λ− 1)(1 + x)
.
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Proof. For k ≥ 1, 4k ≥ 1 + 2k. Therefore, if k ≥ 0,

1 +
k

λ
≤ 1 +

k

λ

4k

(1 + 2k)
and

1

1 + ak k/λ
≤ 2

1 + k/λ
.

Hence

Mλ

( 1

1 + t
, x
)
≤
∞∑
k=0

vλ,k(x)

1 + ak(k/λ)
≤ 2

∞∑
k=0

λ

λ+ k
vλ,k(x)

≤ 2

(1 + x)λ

(
1 +

∞∑
k=0

(λ− 1)λ · · · (λ+ (k − 2)

k!(1 + x)λ+k−1
xk
)
≤ 2

λ

(λ− 1)(1 + x)
. �

3. Auxiliary results

Proposition 3.1. Assume γ ∈ [0, 2) and set

Iγ(x, t) =

∣∣∣∣∫ t

x

t− u
ϕ2γ(u)%(u)

du

∣∣∣∣ .
(i) If t > x > 0 and 1/2 ≤ γ ≤ b, then

Iγ(x, t) ≤ 2 | t− x |3/2 (1 + t)b−γx1/2−γ .

(ii) If t > x > 0, 0 ≤ γ < 1/2 and b ≥ γ, then

Iγ(x, t) ≤ 2(t− x)2−γ

(1 + x)(1 + t)γ−b−1
.

(iii) If t > 0, x > 0, 0 ≤ γ < 2 and γ ≤ b, then

Iγ(x, t) ≤ (t− x)2

2− γ

( 1

%(x)ϕ2γ(x)
+

(1 + t)b−γ

xγ

)
.

Proof. (i) If t > x and 1/2 ≤ γ ≤ b, then∣∣∣∣∫ t

x

(t− u)

uγ(1 + u)γ−b
du

∣∣∣∣ ≤ (t− x)(1 + t)b−γ

xγ−1/2

∫ t

x

1

u1/2
du

= 2
(1 + t)b−γ(t− x)(

√
t−
√
x)

xγ−1/2
≤ 2(1 + t)b−γ | t− x |3/2

xγ−1/2
.

(ii) If t > x and 0 ≤ γ < 1/2, since the function (t− u)/(1 + u) decreases in the
interval [x, t], then∫ t

x

(t− u)

uγ(1 + u)γ−b
du =

∫ t

x

t− u
(1 + u)

1

uγ(1 + u)γ−b−1
du

≤ (t− x)

(1 + x)(1 + t)γ−b−1

∫ t

x

du

uγ
≤ 2(t− x)2−γ

(1 + x)(1 + t)γ−b−1
.
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(iii) First note that

Iγ(x, t) =

∣∣∣∣∫ t

x

(t− u)

uγ
(1 + u)b−γdu

∣∣∣∣
≤
(
(1 + x)b−γ + (1 + t)b−γ

) ∣∣∣∣∫ t

x

|t− u|
uγ

du

∣∣∣∣ .
Now we estimate the last integral in the expression above. If t < x, then, putting
u− t = τ(x− t), we have∣∣∣∣∫ t

x

|t− u|
uγ

du

∣∣∣∣ =

∫ x

t

(u− t)
uγ

du = (x− t)2
∫ 1

0

τ(
(1− τ)t+ τx

)γ dτ
≤ (x− t)2

xγ

∫ 1

0

τ1−γdτ =
(x− t)2

(2− γ)xγ
.

If x < t, then∣∣∣∣∫ t

x

|t− u|
uγ

du

∣∣∣∣ =

∫ t

x

(t− u)

uγ
du ≤ 1

xγ

∫ t

x

(t− u)du =
(t− x)2

2xγ
.

Hence, the inequality in (iii) holds. �

Proposition 3.2. For each b ≥ 0, x ≥ 0, and λ ≥ 2(1 + b), one has

Vλ((1 + t)b, x) ≤ 2b(1 + x)b and Mλ((1 + t)b, x) ≤ 22b(1 + x)b.

Moreover, for each b ≥ 0, x ≥ 0, and λ ≥ 1, one has

Vλ((1 + t)b, x) ≤ (2 + b)b(1 + x)b.

Proof. The case b = 0 is trivial, because Vλ(1, x) = Mλ(1, x) = 1. Thus we will assume
that b > 0.

(i) First we prove that, for m ∈ N
(1 + k/λ)

m
vλ,k(x) ≤ 2m−1(1 + x)mvλ+m,k(x). (3.1)

If 1 ≤ k < m, from the definition of vλ,k(x), we have

vλ+m,k(x)

vλ,k(x)
=

1

(1 + x)m
(λ+m)(λ+m+ 1) · · · (λ+ k +m− 1)

λ(λ+ 1) · · · (λ+ k − 1)

=
1

(1 + x)m

k−1∏
j=0

(
1 +

m

λ+ j

)
But, for 1 ≤ k < m, 1 + k/λ ≤ 1 +m/λ ≤ 2 and

1

2m−1

(
1 +

k

λ

)m
≤ 1 +

k

λ
≤ 1 +

m

λ
≤
k−1∏
j=0

(
1 +

m

λ+ j

)
. (3.2)

Here the condition λ ≥ m is needed.
Hence

1

2m−1

(
1 +

k

λ

)m
vλ,k(x) ≤

k−1∏
j=0

(
1 +

m

λ+ j

)
vλ,k(x) = (1 + x)mvλ+m,k(x).
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For k ≥ m, one has the equality

vλ+m,k(x)

vλ,k(x)
=

1

(1 + x)m
(λ+ k)(λ+ k + 1) · · · (λ+ k +m− 1)

λ(λ+ 1) · · · (λ+m− 1)

=
1

(1 + x)m

m−1∏
j=0

(
1 +

k

λ+ j

)
.

But for j = 1, · · · ,m− 1,

1

2

(
1 +

k

λ

)
≤ λ

λ+ j

(
1 +

k

λ

)
≤
(

1 +
k

λ+ j

)
.

Therefore Hence(
1 +

k

λ

)m
vλ,k(x) ≤ 2m−1

m−1∏
j=0

(
1 +

k

λ+ j

)
vλ,k(x) = 2m−1(1 + x)mvλ+m,k(x).

We have proved (3.1) and it is sufficient to verify the first inequality in Propo-
sition 3.2 in the case of an integer b and λ ≥ b.

If b > 0 is not an integer, let dbe be the ceiling of b, that is the least integer
greater than b. Note that λ > 2(1+ b) ≥ 2dbe. Applying Hölder’s inequality we obtain

Vλ
(
(1 + t)b, x

)
≤
(
Vλ
(
(1 + t)dbe, x

))b/dbe
≤ 2(dbe−1)b/dbe(1 + x)b ≤ 2b(1 + x)b.

(ii) Since 0 ≤ ak ≤ 1, for k/λ ≤ t ≤ (k + 1)/λ, one has

1 + akt ≤ 1 + (k + 1)/λ ≤ 2 + k/λ ≤ 2(1 + k/λ).

Therefore Mλ((1 + t)b, x) ≤ 2bVλ((1 + t)b, x).
(iii) The condition λ ≥ 2(1 + b) was first used to prove equation (3.2). This

restriction can be omitted if, for 1 ≤ k < m, we consider the inequalities(
1 +

k

λ

)m
≤
(

1 +
m

λ

)m−1(
1 +

m

λ

)
≤ (1 +m)m−1

k−1∏
j=0

(
1 +

m

λ+ j

)
.

Thus for an integer m equation (3.1) is replaced by

(1 + k/λ)
m
vλ,k(x) ≤ (1 +m)m−1(1 + x)mvλ+m,k(x)

Moreover, if b > 0 is not an integer,

Vλ
(
(1 + t)b, x

)
≤
(
Vλ
(
(1 + t)dbe, x

))b/dbe
≤
(

(1 + dbe)dbe−1
)b/dbe

(1 + x)b ≤ (2 + b)b(1 + x)b. �

Proposition 3.3. For β ∈ (0, 2], x > 0 and any real λ satisfying λ ≥ 4, one has

∞∑
k=1

(λ
k

)β
vλ,k(x) ≤ 4β

xβ
. (3.3)
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Proof. (i) First note that, for x > 0,

x
(λ
k

) vλ,k(x)

vλ−1,k+1(x)
=
(λ
k

) (k + 1)!

k!

λ(λ+ 1) · · · (λ+ k − 1)

(λ− 1)(λ) · · · (λ− 1 + k))

=
(λ
k

) (k + 1)!

k!

1

(λ− 1)
=
k + 1

k

λ

λ− 1
≤ 4.

With similar arguments, we prove that

x2
(λ
k

)2 vλ,k(x)

vλ−2,k+2(x)
=
(λ
k

)2 (k + 2)!

k!

1

(λ− 1)(λ− 2)
=
k + 1

k

λ

λ− 1
≤ 42.

Therefore
∞∑
k=1

(λ
k

)
vλ,k(x) ≤ 4

x

∞∑
k=1

vλ−1,k+1(x) ≤ 4

x
(3.4)

and
∞∑
k=1

(λ
k

)2
vλ,k(x) ≤ 42

x2

∞∑
k=1

vλ−2,k+2(x) ≤ 42

x2

(ii) Finally if 0 < β < 1, using Hölder’s inequality, we have

∞∑
k=1

(λ
k

)β
vλ,k(x) ≤

( ∞∑
k=1

(λ
k

)
vλ,k(x)

)β
≤ 4β

xβ
,

and, if 1 < β < 2, then
∞∑
k=1

(λ
k

)β
vλ,k(x) ≤

( ∞∑
k=1

(λ
k

)2
vλ,k(x)

)β/2
≤ 4β

xβ
,

and this proves the result. �

Proposition 3.4. If γ ∈ [0, 2), b ≥ γ, λ > 1 and k > 0 , then∫ (k+1)/λ

k/λ

dt

%(akt)ϕ2γ(akt)
≤ 2b

λ

1

%(k/λ)ϕ2γ(k/λ)
.

When γ = 0 the inequality also holds for k = 0.

Proof. If k > 0, since 1/2 ≤ ak ≤ 1, then∫ (k+1)/λ

k/λ

(1 + aku)b−γ

aγku
γ

du ≤ C2

λ

(1 + k/n)b

ϕγ(k/n)
. �

Lemma 3.5. Assume γ ∈ [0, 2), b ≥ 2 and λ > 2(1 + b). There exists a constant C
such that

Aλ,γ(x) :=

∞∑
k=1

vλ,k(x)

∫ k/λ

x

du

ϕ2γ(u)%(u)
≤ Cϕ

2(1−γ)(x)

%(x)
.

and

Bλ,γ(x) :=

∞∑
k=1

vλ,k(x)

ϕ2γ(k/λ)%(k/λ)
≤ Cλϕ

2(1−γ)(x)

%(x)
,
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Proof. Notice that 1 + k/λ ≤ 4(1 + (k − 1)/(λ+ 1)) for k ≥ 1.

(i) If γ = 0, the result follows from Proposition 3.2 taking into account that

Aλ,0(x) ≤
∞∑
k=1

k

λ
(1 + k/λ)bvλ,k(x)

≤ 4bx
∞∑
k=1

(λ+ 1) · · · (λ+ k − 1)

%((k − 1)/(λ+ 1))

1

(k − 1)!

xk−1

(1 + x)λ+1+k−1

= 4bxVλ+1((1 + t)b, x) ≤ C1ϕ
2(x)

%(x)
.

(ii) Assume 0 < γ < 1. Notice that∫ k/λ

x

du

ϕ2γ(u)%(u)
≤ (1 + k/λ)b−γ

∫ k/λ

0

u

uγ
=

(1 + k/λ)b−γ

1− γ
(k/λ)1−γ .

Hence, by Hölder inequality we obtain

Aλ,γ(x) ≤ C2

∞∑
k=1

(k
λ

)1−γ
(1 + k/λ)b−γvλ,k(x)

≤ C2(Vλ(t, x))1−γ
(
Vλ((1 + t)(b−γ)/γ , x

)γ
= C2x

1−γ(Vλ((1 + t)(b−γ)/γ , x
)γ
,

where we use Proposition 2.1. It follows from the last inequality in Proposition 3.2
that (

Vλ((1 + t)(b−γ)/γ , x
)γ ≤ C(b)(1 + x)b−γ ≤ C(b)(1 + x)b+1−γ .

(iii) If γ = 1, then

Aλ,1(x) ≤ 1√
x

∞∑
k=1

(∫ k/λ

0

du√
u

) vλ,k(x)

(1 + k/λ)−b
≤ C4√

x

∞∑
k=1

√
k

λ

vλ,k(x)

(1 + k/λ)−b

≤ C4√
x

√
Vλ(t, x)Vλ((1 + t)2b, x) ≤ C5

%(x)
.

(iv) If 1 < γ < 2, then

Vλ,γ(x) ≤ 1

x

∞∑
k=1

vλ,k(x)

%(k/λ)

∫ k/λ

0

du

uγ−1
=
C6

x

∞∑
k=1

(k
λ

)2−γ vλ,k(x)

%(k/λ)

≤ C6

x

( ∞∑
k=1

(k
λ

)
vλ,k(x

)2−γ( ∞∑
k=1

vλ,k(x)

%γ−1(k/λ)

)γ−1
≤ C7x

1−γ

%(x)
.

For the second inequality we also consider several cases.

(a) If γ = 0, the results follows from Proposition 3.2 taking into account that

Bλ,0(x) = λx

∞∑
k=1

(λ+ 1) · · · (λ+ k − 1)

k!(1 + k/λ)−b(1 + x)k−1+λ+1
xk−1 ≤ λxVλ+1((1 + t)b, x).
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(b) If 0 < γ < 1, we use Hölder inequality, Propositions 2.1 and 3.2 to obtain

Bλ,γ(x) = λ

∞∑
k=1

1

λ

(
k

λ

)−γ
vλ,k(x)

(1 + k/λ)γ−b(x)
≤ λ

∞∑
k=1

(
k

n

)1−γ
vλ,k(x)

(1 + k/λ)γ−b

≤ λ
(
Vλ(t, x)

)1−γ(
Vλ((1 + t)(b−γ)/γ , x)

)γ ≤ C2λx
1−γ(1 + x)b−γ .

(c) If γ = 1, the proof is simpler, because Bλ,1(x) ≤ λVλ((1 + t)b−1, x).
(d) If 1 < γ < 2, then

Bλ,γ(x) =

∞∑
k=1

λ

k

(λ
k

)−1+γ vλ,k(x)

(1 + k/λ)γ−b(x)

≤ 2λ

∞∑
k=1

(k
λ

)1−γ λ(λ+ 1) · · · (λ+ k − 1)

(1 + k/λ)γ−b
1

(k + 1)k!

xk

(1 + x)λ+k

≤ 2λ
1 + x

x

∞∑
k=1

1

λ+ k

(k
λ

)1−γ vλ,k+1(x)

(1 + k/λ)γ−b

≤ C1λ
1 + x

x

∞∑
k=1

(k + 1

λ

)2−γ vλ,k+1(x)

(1 + (k + 1)/λ)γ−b

≤ C2λ
1 + x

x
x2−γ(1 + x)b−γ = C2λ

ϕ2(1−γ)(x)

%(x)
. �

Lemma 3.6. Assume γ ∈ [0, 2), b ≥ γ and λ > 2(1 + b). There exists a constant C
such that, if 0 < x ≤ 1/(2λ), then

Cλ,γ(x) :=

∞∑
k=1

vλ,k(x)

∫ (k+1)/λ

k/λ

((k + 1)/λ− u)

ϕ2γ(u)%(u)
du ≤ C

λ

ϕ2(1−γ)(x)

%(x)
,

and, if α, β ∈ [0, 1], α+ β ≤ b, then

Dλ,α+β(x) :=

∞∑
k=1

vn,k(x)

∫ k/λ

x

(k/λ− s)ds
%(s)ϕ2(α+β)(s)

≤ Cϕ2(1−α)(x)

λxβ%(x)
.

Proof. Since the functions ϕ2γ(x) and 1/%(x) increase,

Cλ,γ(x) ≤ C1

∞∑
k=1

1

ϕ2γ(k/λ)%(k/λ)

∫ (k+1)/λ

k/λ

((k + 1)/λ− u)duvλ,k(x)

≤ C2

λ2

∞∑
k=1

vλ,k(x)

ϕ2γ(k/λ)%(k/λ)
=
C2

λ2
Bλ,γ(x) ≤ C3

λ

ϕ2(1−γ)(x)

%(x)
.

If 0 < x ≤ 1/(2λ) and 1/2 ≤ α+ β ≤ b, then

Dλ,α+β(x) ≤ 1

xα+β−1/2

∞∑
k=1

vn,k(x)
| k/λ− x |

(1 + k/n)α+β−b

∫ k/λ

x

ds√
s

≤ C1

xα+β−1/2

∞∑
k=1

vn,k(x)
| k/λ− x |3/2

(1 + k/n)α+β−b
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≤ C1

xα+β−1/2(1 + x)α+β−b
(
Vλ(t− x)2, x)

)3/4 ≤ C2
x3/4

λ3/4xα−1/2xβ%(x)

= C2
x

λ3/4xαxβ%(x)
x1/4 ≤ C2ϕ

2(1−α)(x)

λxβ%(x)
.

If 0 < x ≤ 1/(2λ) and α + β < 1/2 ≤ b, from (ii) in Proposition 3.1 and Hölder
inequality we obtain

Dλ,α+β(x) ≤ 2

(1 + x)

∞∑
k=1

vn,k(x)
(k/λ− x)2−α−β

(1 + k/n)α+β−b−1

≤ C3

(1 + x)

(x
λ

)(2−α−β)/2 1

(1 + x)α+β−b−1
≤ C3

xβ/2λβ/2

λ1−α/2
x1−αxα/2

(1 + x)αxβ%(x)
. �

Proposition 3.7. Assume α, β ∈ [0, 1], α+ β < 2 ≤ b. There exists a constant C such
that, for λ > 2(1 + b) and x > 0, one has

xβ%(x)Mλ(| Iα+β(x, t) |, x) ≤ Cϕ
2(1−α)(x)

λ
.

Proof. (a) First we consider the case 0 ≤ x ≤ 1/(2λ). When k = 0, since ak = 0,

xβ%(x)

∣∣∣∣∣λvλ,0(x)

∫ 1/λ

0

∫ x

0

s

ϕ2(α+β)(s)%(u)
dsdt

∣∣∣∣∣
= xβ

∫ x

0

s1−α−β(1 + s)b−α−β

(1 + x)λ+b
ds

≤ xβ

(1 + x)α+β

∫ x

0

s1−α−βds ≤ C1
x2−α

(1 + x)α
≤ C2

1

λ
ϕ2(1−α)(x).

If k > 0 and x ≤ 1/(2λ), then x < akt ≤ t, for t ∈ Iλ,k. Hence

λ

∫
Iλ,k

∣∣∣ ∫ akt

x

akt− u
ϕ2γ(u)%(u)

du
∣∣∣dt ≤ ∫ (k+1)/λ

x

((k + 1)/λ− u)

ϕ2γ(u)%(u)
du

=

∫ (k+1)/λ

k/λ

(k + 1)/λ− u)du

ϕ2γ(u)%(u)
+

1

λ

∫ k/λ

x

du

ϕ2γ(u)%(u)
+

∫ k/λ

x

(k/λ− u)du

ϕ2γ(u)%(u)
.

If R∗λ,α,β(x) = xβ%(x)M∗λ(| Iλ(x, t) |, x) (M∗λ means that we omit the term corre-

sponding to k = 0), then

R∗n,α,β(x) ≤ xβ%(x)
( 1

λ
Aλ,α+β(x) + Cλ,α+β(x) +Dλ,α+β(x)

)
,

and the result follows from the estimates given in Lemmas 3.5 and 3.6, with γ = α+β.
(b) Now assume x > 1/(2λ). By (iii) in Proposition 3.1 and Corollary 2.3, one

has

xβ%(x)Mλ

(∣∣∣ ∫ t

x

t− u
ϕ2(α+β)(u)%(u)

du
∣∣∣, x)

≤ C1x
βMλ((t− x)2, x)

ϕ2(α+β)(x)
+ C2

%(x)

xα
Mλ

(
(t− x)2(1 + t)b−α−β , x

)
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≤ C3
ϕ2(1−α)(x)

λ
+ C2

%(x)

xα

√
Mλ((t− x)4, x)Mλ((1 + t)2(b−α−β)x)

≤ C4

(ϕ2(1−α)(x)

λ
+
%(x)

xα

√
ϕ4(x)

λ2
(1 + x)b−α

)
≤ C5

ϕ2(1−α)(x)

λ
. �

4. Which functions can be approximated?

For φ(x) = ln(1 + x) set

qλ = sup
x≥0

Mλ(|φ(t)− φ(x)|, x)and rλ = sup
x≥0

%(x)Mλ(| 1/%(t)− 1/%(x) |, x).

Proposition 4.1. For b ≥ 1 there exists a constant C such that, for λ > 2,

qλ ≤
2√
λ− 1

and rλ ≤
C√
λ
.

Proof. (i) For any x, t ∈ [0,∞), using the inequality | ln c − ln d |≤| c − d | /
√
cd for

c, d > 0 (see [6, page 40]), we obtain

| ln(1 + x)− ln(1 + t) |≤| x− t | /(
√

(1 + t)(1 + x)).

Hence (see Corollary 2.3 and Proposition 2.5)

Mλ(| φ(t)− φ(x)|, x) ≤ 1√
1 + x

√
Mλ((t− x)2, x)Mλ

(
(1 + t)−1, x

)
≤ 1√

1 + x

√
2
ϕ2(x)

λ

2λ

(λ− 1)(1 + x)
=

2√
1 + x

√
x

λ− 1
.

This provides the estimate for qλ.
Note that, for t ∈ Iλ,k and x ≥ 0,

| t− x |≤ max{| k/λ− x |, | (k + 1)/λ− x |} ≤ 1/λ+ | x− k/λ |
and

(1− ak)t

1 + akt
=

1

2k + 1

t

1 + akt
≤ 1

(2k + 1)

k + 1

λ
≤ 1

λ
.

Hence taking into account Proposition 2.1, one has

Mλ

(∣∣∣ 1

1 + t
− 1

1 + x

∣∣∣, x) = λ

∞∑
k=0

vλ,k(x)

∫
Iλ,k

∣∣∣ 1

1 + akt
− 1

1 + x

∣∣∣dt
=

λ

1 + x

∞∑
k=0

vλ,k(x)
(∫

Iλ,k

∣∣∣ (ak − 1)t

1 + akt
+

t− x
1 + akt

∣∣∣dt)
≤ 1

1 + x

∞∑
k=0

( 2

λ
+
∣∣∣k
λ
− x
∣∣∣)vλ,k(x) ≤ 2

λ(1 + x)
+

√
x(1 + x)√
λ(1 + x)

≤ 3√
λ
.

Finally, if x ≥ 0 and t ∈ Iλ,k, using the mean value theorem, we know that there
exists a point between x and akt such that

| (1 + akt)
b − (1 + x)b |≤ b(1 + θ)b−1 | akt− x |
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≤ b
(
(1 + (k + 1)/λ)b−1 + (1 + x)b−1

)(
(1− ak)t+ | t− x |

)
≤ C1

(
(1 + k/λ)b−1 + (1 + x)b−1

)(
2/λ+ | x− k/λ |

)
.

Hence, from Propositions 2.1 and 3.2,

Mλ(| 1/%(t)− 1/%(x) |, x) ≤ C2

λ
Vλ((1 + t)b−1, x) +

2

λ
(1 + x)b−1

+C1Vλ((1 + t)b−1 | t− x |, x) + C1(1 + x)b−1Vλ(| t− x |, x)

≤ C3

( 1

λ
+
√
Vλ((t− x)2, x)

)
(1 + x)b−1

≤ C4

( 1√
λ

+
√
x(1 + x)

) 1√
λ

(1 + x)b−1 ≤ C5(1 + x)b√
λ

. �

For a continuous bounded function f : [0,∞)→ R and φ(x) = ln(1 + x) define

Ωφ(f, δ) = sup
t,x∈[0,∞),|φ(t)−φ(x)|≤δ

| f(t)− f(x) | .

Proposition 4.2. (see [5]) Let f ∈ C[0,∞) be a bounded function, φ(x) = ln(1 + x)
and φ−1 be the inverse function.

(i) For any δ > 0, Ωφ(f, δ) = ω(f ◦ φ−1, δ), where ω is the usual first modulus
of continuity.

(ii) The function f ◦φ−1 is uniformly continuous on [0,∞) if and only if for any
sequence δn → 0 of positive numbers one has Ωφ(f, δn)→ 0.

(iii) For any δ > 0 and x, t ∈ [0,∞),

|f(t)− f(x)| ≤
(

1 +
| φ(t)− φ(x) |

δ

)
Ωφ(f, δ).

Theorem 4.3. Assume b ≥ 1, φ(x) = ln(1 + x), and φ−1 is the inverse function. For
a function f ∈ C%,0[0,∞) one has limλ→∞ ‖%(Mλ(f) − f)‖ = 0 if and only if the
function (%f) ◦ φ−1 is uniformly continuous on [0,∞).

Proof. Let qn and rn be given as above. Assume (%f) ◦ φ−1 is uniformly continuous.
From (iii) in Proposition 4.2 we know that, for any δ > 0,

|f(t)− f(x)| ≤| (%f)(t) |
∣∣∣ 1

%(t)
− 1

%(x)

∣∣∣+
1

%(x)
· | (%f)(t)− (%f)(x) | |

≤ ‖%f‖ ·
∣∣∣ 1

%(t)
− 1

%(x)

∣∣∣+
1

%(x)

(
1 +
| φ(x)− φ(t) |

δ

)
Ωφ(%f, δ).

Therefore

%(x) |Mλ(f, x)− f(x) |≤ ‖%f‖ %(x)Mλ

(∣∣∣ 1

%(t)
− 1

%(x)

∣∣∣, x)
+
(

1 +
1

qλ
Mλ(| φ(x)− φ(t) |, x)

)
Ωφ(%f, qλ) ≤ rλ‖%f‖+ 2Ωφ(%f, qλ).

Since rλ, qλ → 0 as λ→∞ (Proposition 4.1), if we assume that (%f)◦φ−1 is uniformly
continuous on [0,∞), it follows from Proposition 4.2 that Ωφ(%f, qλ)→ 0 as λ→∞.
We have proved that ‖%(Mλ(f)− f)‖ → 0.
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Now assume limλ→∞ ‖%(Mλ(f)− f)‖ = 0. Taking into account Proposition 4.2, it is
sufficient to prove that Ωφ(%f, 1/λ2) → 0, as λ → ∞. By using the properties of the
first modulus of continuity one has

Ωφ
(
%f, 1/λ2

)
≤ 2‖%(f −Mλ(f))‖+ Ωφ

(
%Mλ(f), 1/λ2

)
.

It remains to prove that the second term goes to zero. By definition we should estimate
the difference | %(x)Mλ(f, x)− %(y)Mλ(f, y) | for all point x, y satisfying

| φ(x)− φ(y) |≤ 1/λ2.

Case 1. If 0 ≤ y < x ≤ 1/λ and | φ(x)− φ(y) |≤ 1/λ2, there exists a point θ between
x and y such that

| x− y | /2 ≤| x− y | /(1 + θ) ≤| ln(1 + x)− ln(1 + y) |≤ 1/λ2.

Therefore

| %(x)Mλ(f, x)− %(y)Mλ(f, y) |≤ 2‖%(f −Mλ(f)‖+ | (%f)(x)− (%f)(y) |

≤ 2‖%(f −Mλ(f)‖+ ‖%‖[0,1] | f(x)− f(y) | +‖f‖[0,1] | %(x)− %(y) |
≤ 2‖%(f −Mλ(f)‖+ ‖%‖[0,1]ω(f, x− y)[0,1] + ‖f‖[0,1]ω(%, x− y)[0,1]

≤ 2‖%(f −Mλ(f)‖+ ‖%‖[0,1]ω
(
f,

2

λ2

)
[0,1]

+ ‖f‖[0,1]ω
(
%,

2

λ2

)
[0,1]

, (4.1)

where the usual modulus of continuity is computed in the interval [0, 1].
Case 2. If 0 ≤ y < 1/λ < x, we consider the inequality

| (%f)(x)− (%f)(y) |≤| (%f)(y)− (%f)(1/λ) | + | (%f)(1/λ)− (%f)(x) | . (4.2)

The first term was estimated in Case 1, the second one will be considered in Case 3.
Case 3. Assume that 1/λ ≤ y < x. From the Cauchy mean value theorem, for any
point x, y ∈ (0,∞), there is z between x and y, such that

%(y)Mλ(f, y)− %(x)Mλ(f, x)

φ(y)− φ(x)
= (1 + z)

(
%′(z)Mλ(f, z) + %(z)M ′λ(f, z)

)
.

It is easy to see that (see Proposition 3.4)

(1 + z) | %′(z)Mλ(f, z) |≤ C3%(z)‖%f‖
∞∑
k=0

vλ+1,k(z)

(1 + k/(λ+ 1))−b
≤ C4‖%f‖.

On the other hand, from Propositions 2.4 and 3.4 we obtain

z(1 + z) |M ′λ(f, z) | = λ2
∣∣∣ ∞∑
k=0

(k
λ
− z
)
vλ,k(z)

∫
Iλ,k

f(akt)dt
∣∣∣

≤ C5λ‖%f‖∞
∞∑
k=0

∣∣∣k
λ
− z
∣∣∣ 1

%(k/n)
vλ,k(z)

≤ C6λ‖%f‖∞
ϕ(z)√
λ

1

%(z)
.

Thus if z ≥ 1, then

(1 + z) | %(z)M ′λ(f, z) |≤ C6‖%f‖
√

(1 + z)/z
√
λ ≤ C7

√
λ‖%f‖.
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On the other hand, from the other equation in Proposition 2.4.

(1 + z) | %(z)M ′λ(f, z) |≤ Cλ‖%f‖%(z)

∞∑
k=0

vλ+1,k(z)

%(k/(λ+ 1))
.

Therefore, for 1/λ ≤ z ≤ 1, (1 + z) | %(z)M ′λ(f, z) |≤ C4 λ‖%f‖.
We have proved that, for λ > 1 and 1/λ ≤ z,

(1 + z) | %(z)M ′λ(f, z) |≤ C8λ‖%f‖.

Thus if | φ(y)− φ(x) |≤ 1/λ2 and 1/λ ≤ y < x, then

| %(y)Mλ(f, y)− %(x)Mλ(f, x) |≤ C9(1 + λ)

λ2
‖%f‖ ≤ C10

λ
‖%f‖. (4.3)

From (4.1)-(4.3) we know that if x, y ≥ 0 and | φ(x)− φ(y) |≤ 1/λ2, then

| %(y)Mλ(f, y)− %(x)Mλ(f, x) |

≤ C(f, %)
(
‖%(f −Mλ(f)‖+ ω

(
f,

2

λ2

)
[0,1]

+ ω
(
%,

2

λ2

)
[0,1]

+
2

λ
‖%f‖

)
. �

5. Main results

In Theorem 5.1 we estimate the norm of the operator Mλ.

Theorem 5.1. If β ∈ [0, 1] and b ≥ β, there exists a constant C such that, for all
λ > 2(1 + b) and every f ∈ C%,β [0,∞), one has ‖%ϕ2βMλ(f)‖ ≤ C‖%ϕ2βf‖.

Proof. First we consider the case 0 < β ≤ 1. If f ∈ C%,β [0,∞), and x > 0, we use
Proposition 3.4 to obtain

(%ϕ2β)(x) |Mλ(f, x) |≤ (%ϕ2β)(x)‖%ϕ2βf‖λ
∞∑
k=1

∫
Iλ,k

dt

%(akt)ϕ2β(akt)
vλ,k(x)

≤ C1(%ϕ2β)(x)‖%ϕ2βf‖
∞∑
k=1

vλ,k(x)

%(k/λ)ϕ2β(k/λ)

≤ C1(%ϕ2β)(x)‖%ϕ2βf‖
( ∞∑
k=1

(λ/k)2βvλ,k(x)
)1/2( ∞∑

k=1

(1 + k/λ)2(b−β)vλ,k(x)
)1/2

≤ C2(%ϕ2β)(x)‖%ϕ2βf‖ (1 + x)b−β

xβ
≤ C2‖%ϕ2βf‖,

where we use Propositions 3.3 and 3.2.
The case β = 0 follows analogously (we do not need to use Proposition 3.3. �
In the main result we use the following notations. For α, β ∈ [0, 1] set

Kα,β(f, t)% = inf
{
‖%ϕ2β(f − g)‖+ t‖%ϕ2(α+β)g′′‖ : g ∈ D(α, β, %)

}
,

where D(α, β, %) = {g ∈ C%,β : g′ ∈ ACloc : ‖%ϕ2(α+β)g′′‖ <∞}.
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Theorem 5.2. If α, β ∈ [0, 1], α+β < 2 ≤ b, then there exists a constant C such that,
for all λ > 2(1 + b), every f ∈ C%,β [0,∞) and x > 0,

%(x)ϕ2β(x) |Mλ(f, x)− f(x) |≤ CKα,β

(
f,
ϕ2(1−α)(x)

n

)
%
.

Proof. We know that the operators Mλ : C%,β [0,∞) → C%,β [0,∞) are uniformly
bounded. If x > 0 and g ∈ C2

% [0,∞), use the representation

g(t) = g(x) + g′(x)(t− x) +

∫ t

x

g′′(u)(t− u)du.

Therefore, by setting W (g) = ‖%ϕ2(α+β)g′′‖, it follows from Proposition 3.7 that

(%ϕ2β)(x) |Mλ(g, x)− g(x) |

≤ (%ϕ2β)(x)λ

∞∑
k=0

vλ,k(x)

∫
Iλ,k

∣∣∣∣∫ akt

x

g′′(u)(akt− u)du

∣∣∣∣ dt
≤ (%ϕ2β)(x)W (g)

∞∑
k=0

vλ,k(x)

∫
Iλ,k

∣∣∣∣∫ akt

x

akt− u
%(u)ϕ2(α+β)(u)

du

∣∣∣∣ dt
= (%ϕ2β)(x)W (g)Mλ

(∣∣∣∣∫ t

x

| t− u | du
ϕ2(α+β)(u)%(u)

∣∣∣∣ , x) ≤ CW (g)
ϕ2(1−α)(x)

λ
.

By the definition of the K-functional we obtain

%(x)ϕ2β(x) |Mλ(f, x)− f(x) |≤ CKα,β

(
f,
ϕ2(1−α)(x)

λ

)
%
. �

Remark 5.3. Theorem 5.2 combine pointwise estimates (α ∈ [0, 1)) with norm es-
timates (α = 1). When β = 0, we pass to usual approximation in polynomial-type
weighted spaces, in such a case, taking into account Theorem 6.1.1 of [3], the result
can be written as: There exists a constant C such that, for all λ > 2(1 + b), every
f ∈ C%[0,∞), and x ≥ 0,

%(x) | f(x)−Mλ(f, x) |≤ Cωϕα
(
f, ϕ(1−α)(x)/

√
λ
)
%
,

where ωϕα(f, t)% = sup{ | %(x)∆2
hϕα(x)f(x) |; 0 < h ≤ t, x ≥ hϕα(x)}.

In particular, if we chose α = 1, then ‖%(Mλ(f) − f)‖ → 0, as n → ∞, if
ωϕα(f, t)% → 0, as t→ 0.
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Extended local convergence for Newton-type
solver under weak conditions

Ioannis K. Argyros, Santhosh George and Kedarnath Senapati

Abstract. We present the local convergence of a Newton-type solver for equations
involving Banach space valued operators. The eighth order of convergence was
shown earlier in the special case of the k−dimensional Euclidean space, using
hypotheses up to the eighth derivative although these derivatives do not appear
in the method. We show convergence using only the first derivative. This way we
extend the applicability of the methods. Numerical examples are used to show
the convergence conditions. Finally, the basins of attraction of the method, on
some test problems are presented.

Mathematics Subject Classification (2010): 65F08, 37F50, 65N12.

Keywords: Banach space, Newton-type, local convergence, Fréchet derivative.

1. Introduction

Let Ω ⊂ B1 be nonempty, open, and B1,B2 be Banach spaces.

B(B1,B2) = {G : B1 −→ B2 be bounded and linear},

T (x, d) = {y ∈ B1 : ‖y − x‖ < d; d > 0}
and

T̄ (x, d) = {y ∈ B1 : ‖y − x‖ ≤ d; d > 0}.
One of the greatest challenges in Computational Mathematics is to find a solution x∗
of the equation

F(x) = 0, (1.1)

where F : Ω −→ B2 is Fréchet differentiable operator. Notice that a plethora of
applications from Mathematics, Science and Engineering are reduced to a form as
(1.1) by utilizing Mathematical modeling [1-19]. The solution x∗ is sought in closed
form, but this can be achieved only in some cases. Hence, researchers develop iterative
methods, generating a sequence approximating x∗ under certain initial conditions.
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Newton’s is clearly the most popular method converging quadratically to x∗, and
given as

xn+1 = xn −F ′(xn)−1F(x) for all n = 0, 1, 2, . . . , (1.2)

with x0 ∈ Ω. Chebyshev, Halley methods have been studied extensively which are of
order three but use the expensive F ′′ at each step as well as F ′(xn)−1. That is why
researchers have introduced methods using divided differences of order one such as
Secant, Steffensen, Kurchatov, and Aitken methods [2, 3, 4, 10, 13, 14].

In particular, we are concerned with the local convergence of the Newton-type
method given as

x0 ∈ Ω, yn = xn −F ′(xn)−1F(xn)

zn = yn − [
13

4
I −Q(xn)(

7

2
I − 5

4
Q(xn))]F ′(xn)−1F(yn)

xn+1 = zn − [
7

2
I −Q(xn)(4I − 3

2
Q(xn))]F ′(xn)−1F(zn), (1.3)

where Q(xn) = F ′(xn)−1F(yn). Method (1.3) was studied in [17], but for the case
B1 = B2 = Rk (k a natural number). The convergence order was established by
conditions on high order derivative, and Taylor series, although these derivatives do
not appear in the method (1.3). Therefore, these hypotheses limit the usage of the
method (1.3).

As an academic example: Let B1 = B2 = R, Ω = [− 1
2 ,

3
2 ]. Define F on Ω by

F(x) = x3 log x2 + x5 − x4

Then, we have x∗ = 1, and

F ′(x) = 3x2 log x2 + 5x4 − 4x3 + 2x2,

F ′′(x) = 6x log x2 + 20x3 − 12x2 + 10x,

F ′′′(x) = 6 log x2 + 60x2 − 24x+ 22.

Obviously F ′′′(x) is not bounded on Ω. So, the convergence of method (1.3) not
guaranteed by the analysis in [15], [17], [18].

Other problems with the usage of the method (1.3) are: no information on how
to choose the initial point x0; bounds on ‖xn − x∗‖ and information on the location
of x∗. All these are addressed in this paper by only using conditions on the first
derivative, and in the more general setting of Banach space valued operators. That is
how, we expand the applicability of the method (1.3). To avoid the usage of Taylor
series and high convergence order derivatives, we rely on the computational order of
convergence (COC) or the approximate computational order of convergence (ACOC)
[2, 3, 4].

The layout of the rest of the paper includes: the local convergence analysis in
Section 2, some numerical examples in Section 3 and the basins of attraction in
Section 4.



Extended local convergence for Newton-type solver 759

2. Local convergence analysis

We shall introduce some scalar functions and parameters that appear in the local
convergence analysis of the method (1.3). Let ϕ0 : [0,∞) −→ [0,∞) be an increasing
and continuous function satisfying ϕ0(0) = 0.

Suppose that the equation

ϕ0(t) = 1 (2.1)

has at least one positive solution. Denote by ρ0 the smallest such solution. Let ϕ :
[0, ρ0) −→ [0,∞) and ϕ1 : [0, ρ0) −→ [0,∞) be increasing and continuous functions
with ϕ(0) = 0. Define functions ψ1 and ψ̄1 on the interval [0, ρ0) by

ψ1(t) =

∫ 1

0
ϕ((1− θ)t)dθ
1− ϕ0(t)

and

ψ̄1(t) = ψ1(t)− 1.

We have ψ̄1(0) = −1 and ψ̄1(t) −→ ∞ as t −→ ρ−0 . The intermediate value theorem
assures that the equation ψ̄1(t) = 0 has at least one solution in (0, ρ0). Denote by r1
the smallest such solution.

Suppose that the equation

ϕ0(ψ1(t)t) = 1 (2.2)

has at least one positive solution. Denote by ρ1 the smallest such solution.
Set ρ2 = min{ρ0, ρ1}. Define the functions ψ2 and ψ̄2 on [0, ρ2) by

ψ2(t) =

{∫ 1

0
ϕ((1− θ)ψ1(t)t)dθ

1− ϕ0(ψ1(t)t)

+
(ϕ0(ψ1(t)t) + ϕ0(t))

∫ 1

0
ϕ1(θψ1(t)t)dθ

(1− ϕ0(ψ1(t)t))(1− ϕ0(t))

+
1

4

[
9(ϕ0(ψ1(t)t) + ϕ0(t))

1− ϕ0(t)

+
5ϕ1(ψ1(t)t)(ϕ0(ψ1(t)t) + ϕ0(t))

(1− ϕ0(t))2

]
×
∫ 1

0
ϕ1(θψ1(t)t)dθ

1− ϕ0(t)

}
ψ1(t),

and ψ̄2(t) = ψ2(t) − 1. We get ψ̄2(0) = −1 and ψ̄2(t) −→ ∞ as t −→ ρ−2 . Denote by
r2 the smallest solution of equation ψ̄2(t) = 0 in (0, ρ2).

Suppose that the equation

ϕ0(ψ2(t)t) = 1 (2.3)
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has at least one positive solution. Denote by ρ3 the smallest such solution.
Set ρ = min{ρ2, ρ3}. Define the functions ψ3 and ψ̄3 on the interval [0, ρ) by

ψ3(t) =

{∫ 1

0
ϕ((1− θ)ψ2(t)t)dθ

1− ϕ0(ψ2(t)t)

+
(ϕ0(ψ2(t)t) + ϕ0(t))

∫ 1

0
ϕ1(θψ2(t)t)dθ

(1− ϕ0(ψ2(t)t))(1− ϕ0(t))

+
1

2

[
5(ϕ0(ψ2(t)t) + ϕ0(t))

1− ϕ0(t)

+
3(ϕ1(ψ1(t)t)(ϕ0(ψ2(t)t) + ϕ0(t))

(1− ϕ0(t))2

]
×
∫ 1

0
ϕ1(θψ2(t)t)dθ

1− ϕ0(t)

}
ψ2(t)

and ψ̄3(t) = ψ3(t) − 1. We get ψ̄3(0) = −1 and ψ̄3(t) −→ ∞ as t −→ ρ−. Denote
by r3 the smallest solution of the equation ψ̄3(t) = 0 in (0, ρ). Define a radius of
convergence r by

r = min{ri}, i = 1, 2, 3. (2.4)

It follows that for each t ∈ [0, r)

0 ≤ ϕ0(t) < 1, (2.5)

0 ≤ ϕ0(ψ1(t)t) < 1, (2.6)

0 ≤ ϕ0(ψ2(t)t) < 1 (2.7)

and
0 ≤ ψi(t) < 1, i = 1, 2, 3. (2.8)

The local convergence analysis of the method (1.3) use the hypotheses (H):

(h1) F : Ω −→ B2 a continuously differentiable operator in the sense of Fréchet and
there exists x∗ ∈ Ω such that F(x∗) = 0, and F ′(x∗)−1 ∈ B(B2,B1).

(h2) There exists function ϕ0 : [0,∞) −→ [0,∞) continuous, and increasing with
ϕ0(0) = 0 such that for each x ∈ Ω

‖F ′(x∗)−1(F ′(x)− F ′(x∗))‖ ≤ ϕ0(‖x− x∗‖)
and ρ0 given by (2.1) exists. Set Ω0 = Ω ∩ T (x∗, ρ0).

(h3) There exist functions ϕ : [0, ρ0) −→ [0,∞), ϕ1 : [0, ρ0) −→ [0,∞) continuous,
and increasing such that for each x, y ∈ Ω0

‖F ′(x∗)−1(F(y)]−F ′(x))‖ ≤ ϕ(‖y − x‖
and

‖F ′(x∗)−1F ′(x))‖ ≤ ϕ1(‖x− x∗‖.
(h4) T̄ (x∗, r) ⊆ Ω and ρ1, ρ2 exist and are given by (2.2), (2.3), respectively and r is

defined in (2.4).

(h5) There exists r∗ ≥ r such that
∫ 1

0
ϕ0(θr∗)dθ < 1.

Set Ω1 = Ω ∩ T̄ (x∗, r∗).
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Next, we present the local convergence analysis of the method (1.3) using preceding
notation and the hypotheses (H).

Theorem 2.1. Suppose that the hypotheses (H) hold, and choose x0 ∈ T (x∗, r∗)−{x∗}.
Then, the sequence {xn} starting at x0 and generated by the method (1.3) is well
defined, remains in T (x∗, r) for each n = 0, 1, 2, . . . and converges to x∗. Moreover
the following error bounds hold

‖yn − x∗‖ ≤ ψ1(‖xn − x∗‖)‖xn − x∗‖ ≤ ‖xn − x∗‖ < r, (2.9)

‖zn − x∗‖ ≤ ψ2(‖xn − x∗‖)‖xn − x∗‖ ≤ ‖xn − x∗‖, (2.10)

‖xn+1 − x∗‖ ≤ ψ3(‖xn − x∗‖)‖xn − x∗‖ ≤ ‖xn − x∗‖, (2.11)

where functions ψi are given previously and r is defined in (2.4). Furthermore, the
limit point x∗ is the only solution of equation F(x) = 0 in the set Ω1 given in (h5).

Proof. Estimates (2.9)-(2.11) shall be shown using mathematical induction. Let

x ∈ T (x∗, r)− {x∗}.

By (2.4), (h1) and (h2), we have in turn that

‖F ′(x∗)−1(F ′(x)−F ′(x∗))‖ ≤ ϕ0(‖x− x∗‖) < ϕ0(r) < 1. (2.12)

Estimate (2.12) and the Banach lemma on invertible operators [2, 14] assure that
F ′(x)−1 ∈ B(B2,B1) and

‖F ′(x)−1F ′(x∗)‖ ≤
1

1− ϕ0(‖x− x∗‖)
. (2.13)

It also follows that, for x = x0, iterates y0, z0, x1 are well defined by the method (1.3)
for n = 0. We get from the first substep of the method (1.3) for n = 0 and (h1) that

y0 − x∗ = x0 − x∗ −F ′(x0)−1F(x0), (2.14)

so by (2.4), (2.8) (for i = 1), (h3), (2.13) and (2.14), we obtain in turn that

‖y0 − x∗‖ ≤ ‖F ′(x0)−1F ′(x∗)‖

×‖
∫ 1

0

F ′(x∗)−1(F ′(x∗ + θ(x0 − x∗))−F ′(x0))(x0 − x∗)dθ‖

≤
∫ 1

0
ϕ((1− θ)‖x0 − x∗‖)dθ‖x0 − x∗‖

1− ϕ0(‖x0 − x∗‖)
= ψ1(‖x0 − x∗‖‖x0 − x∗‖ ≤ ‖x0 − x∗‖ < r, (2.15)

which shows (2.9) for n = 0 and y0 ∈ T (x∗, r). The second substep of the method
(1.3) can be written as

z0 − x∗ = (y0 − x∗ −F ′(y0)−1F(y0)) + (F ′(y0)−1 −F ′(x0)−1)F(y0)

−1

4
[9(I −Q(x0))− 5Q(x0)(I −Q(x0))]Q(x0). (2.16)
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Then, by (2.4), (2.8) (for i = 2), (2.13) (for i = 2), (2.15) and (2.16), we get in turn
that

‖z0 − x∗‖ = ‖y0 − x∗ −F ′(y0)−1F(y0)‖
+‖F ′(y0)−1F ′(x∗)‖[‖F ′(x∗)−1(F ′(y0)−F ′(x∗))‖
+‖F ′(x∗)−1(F ′(x0)−F ′(x∗))‖]

+
1

4
[9‖I −Q(x0)‖+ 5‖Q(x0)‖‖I −Q(x0)‖]‖Q(x0)‖

≤

{∫ 1

0
ϕ((1− θ)‖y0 − x∗‖)dθ
1− ϕ0(‖y0 − x∗‖)

+
(ϕ0(‖y0 − x∗‖) + ϕ0(‖x0 − x∗‖))

∫ 1

0
ϕ1(θ‖y0 − x∗‖)dθ

(1− ϕ0(‖y0 − x∗‖)(1− ϕ0(‖x0 − x∗‖))

+
1

4

[
9(ϕ0(‖x0 − x∗‖) + ϕ0(‖y0 − x∗‖))

1− ϕ0(‖x0 − x∗‖)

+
5ϕ1(‖y0 − x∗‖)(ϕ0(‖x0 − x∗‖) + ϕ0(‖y0 − x∗‖))

(1− ϕ0(‖x0 − x∗‖))2

]
×
∫ 1

0
ϕ1(θ‖y0 − x∗‖)dθ

1− ϕ0(‖x0 − x∗‖)

}
‖y0 − x∗‖

≤ ψ2(‖x0 − x∗‖)‖x0 − x∗‖ ≤ ‖x0 − x∗‖ < r, (2.17)

which shows (2.12) for n = 0, and z0 ∈ T (x∗, r). Using the third substep of the
method (1.3) for n = 0, we can write

x1 − x∗ = (z0 − x∗ −F ′(z0)−1F(z0)) + (F ′(z0)−1 −F ′(x0)−1)F(z0)

−
[

5

2
I −Q(x0)(4I − 3

2
Q(x0))

]
F ′(x0)−1F(z0)

= (z0 − x∗ −F ′(z0)−1F(z0))

F ′(z0)−1[(F ′(x0)−F ′(x∗)) + (F ′(x∗)−F ′(z0))]F (z0)

−1

2
[5(I −Q(x0))− 3Q(x0)(I −Q(x0))]F ′(x0)−1F(z0). (2.18)

Then, using (2.4), (2.8) (for i = 3), (2.13) (for x = z0), (2.15), (2.17) and (2.18), we
have in turn as in (2.17) that

‖x1 − x∗‖ ≤

{∫ 1

0
ϕ((1− θ)‖z0 − x∗‖)dθ
1− ϕ0(‖z0 − x∗‖)

+
(ϕ0(‖z0 − x∗‖) + ϕ0(‖x0 − x∗‖))

∫ 1

0
ϕ1(θ‖z0 − x∗‖)dθ

(1− ϕ0(‖z0 − x∗‖)(1− ϕ0(‖x0 − x∗‖))
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+
1

2

[
5(ϕ0(‖x0 − x∗‖) + ϕ0(‖y0 − x∗‖))

1− ϕ0(‖x0 − x∗‖)
3ϕ1(‖y0 − x∗‖)(ϕ0(‖x0 − x∗‖) + ϕ0(‖y0 − x∗‖))

(1− ϕ0(‖x0 − x∗‖))2

]
×
∫ 1

0
ϕ1(θ‖z0 − x∗‖)dθ

1− ϕ0(‖x0 − x∗‖)

}
‖z0 − x∗‖

≤ ψ3(‖x0 − x∗‖)‖x0 − x∗‖ ≤ ‖x0 − x∗‖ < r, (2.19)

which shows (2.12) for n = 0 and x1 ∈ T (x∗, r). The induction for (2.9)-(2.12) is
finished, by simply replacing x0, y0, z0, x1 by xm, ym, zm, xm+1 in the preceding esti-
mates. Then, using the estimate

‖xm+1 − x∗‖ ≤ c‖xm − x∗‖ ≤ ‖xm − x∗‖ < r, (2.20)

where c = ψ3(‖x0 − x∗‖) ∈ [0, 1), we deduce that xm+1 ∈ T (x∗, r), and

lim
m−→∞

xm = x∗.

Finally, to show the uniqueness part, let y∗ ∈ Ω1 with F(y∗) = 0. Define

G =

∫ 1

0

F ′(x∗ + θ(y∗ − x∗))dθ.

Then, using (h2) and (h5), we get in turn that

‖F ′(p∗)−1(G−F ′(x∗))‖ ≤
∫ 1

0

ϕ0(θ‖y∗ − x∗‖)dθ ≤
∫ 1

0

ϕ0(θr∗)dθ < 1,

so G−1 exists, and from

0 = F(x∗)−F(y∗) = G(x∗ − y∗)

we derive x∗ = y∗. �

Remark 2.2. (a) In the case when ϕ0(t) = L0t, ϕ(t) = Lt and Ω0 = Ω, the radius

ρA =
2

2L0 + L

was obtained by Argyros et al. in [4] as the convergence radius for Newton’s
method under condition (2.7)-(2.9). Notice that the convergence radius for New-
ton’s method, given independently by Rheinboldt [15] and Traub [19] is given
by

ρTR =
2

3L
< ρA.

As an example, let us consider the function F (x) = ex − 1. Then α∗ = 0. Set

Ω = B(0, 1).

Then, we have that L0 = e− 1 < L = e, so

ρTR = 0.24252961 < ρA = 0.324947231.
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(b) The local results can be used for projection methods such as Arnoldi’s method,
the generalized minimum residual method (GMREM), the generalized conjugate
method (GCM) for combined Newton/finite projection methods and in connec-
tion to the mesh independence principle in order to develop the cheapest and
most efficient mesh refinement strategy [2, 3, 4, 10].

(c) The results can also be used to solve equations where the operator F ′ satisfies
the autonomous differential equation [2, 3, 4, 10]:

F ′(x) = P (F (x)),

where P : B2 −→ B2 is a known continuous operator. Since

F ′(x∗) = P (F (x∗)) = P (0),

we can apply the results without actually knowing the solution x∗. Consider as
an example F (x) = ex − 1. Then, we can choose P (x) = x+ 1 and x∗ = 0.

(d) It is worth noticing that the method (1.3) does not change when we use the
conditions of the preceding Theorem instead of the stronger conditions used in
[17]. Moreover, we can compute the computational order of convergence (COC)
which is defined as

ξ = ln

(
‖xn+1 − x∗‖
‖xn − x∗‖

)
/ ln

(
‖xn − x∗‖
‖xn−1 − x∗‖

)
or the approximate computational order of convergence (ACOC)

ξ1 = ln

(
‖xn+1 − xn‖
‖xn − xn−1‖

)
/ ln

(
‖xn − xn−1‖
‖xn−1 − xn−2‖

)
.

This way we obtain in practice, the order of convergence, in which higher order
derivatives are not used.

3. Numerical example

We present the following example to test the convergence criteria.

Example 3.1. Let B1 = B1 = R3, Ω = U(0, 1), x∗ = (0, 0, 0)T and define F on Ω by

F(x) = F(u1, u2, u3) = (eu1 − 1,
e− 1

2
u2

2 + u2, u3)T . (3.1)

For the points u = (u1, u2, u3)T , the Fréchet derivative is given by

F ′(u) =

 eu1 0 0
0 (e− 1)u2 + 1 0
0 0 1

 .

Using the norm of the maximum of the rows x∗ = (0, 0, 0)T and since

F ′(x∗) = diag(1, 1, 1),
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we get by conditions (H), ϕ0(t) = (e− 1)t, ϕ(t) = e
1

e−1 t, ϕ1(t) = e
1

e−1 , and

r1 = 0.3826919122323857447,

r2 = 0.127735710261785623265,

r3 = 0.089354652353140273657 = r.

Example 3.2. Let B1 = B2 = C[0, 1],Ω = Ū(0, 1). Define function F on Ω by

F (ϕ)(x) = ϕ(x)− 5

∫ 1

0

xθϕ(θ)3dθ.

Then, the Fréchet-derivative is given by

F ′(ϕ(ξ))(x) = ξ(x)− 15

∫ 1

0

xθϕ(θ)2ξ(θ)dθ, for each ξ ∈ Ω.

Then, we have that x∗ = 0, ϕ0(t) = L0t, ϕ(t) = Lt, ϕ1(t) = 2, L0 = 7.5 < L = 15.
Then, the radius of convergence are given by

r1 = 0.0666666666666666666,

r2 = 0.0112691816233373796191,

r3 = 0.005991340191821196460575 = r.

Example 3.3. Returning to the motivational example given in the introduction of this
study, we can choose ϕ0(t) = ϕ(t) = 97 and ϕ1(t) = 1 + ϕ0(t). Then, the radius of
convergence are given by

r1 = 0.0068728522336769759,

r2 = 0.0005865188569803861,

r3 = 1 = 0.000189538690198228865 = r.

4. Basins of attraction

As in [12] (also see references in [9]), we analyse the basins of attraction of the
method (1.3). Recall that the basins of attraction of an iterative method are the
collection of all initial points from which the iterative method converges to a solution
of an equation [9]. The following test problems which are systems of polynomials in
two variables are considered.

Example 4.1.

{
x3 − y = 0
y3 − x = 0

with solutions { (−1,−1), (0, 0), (1, 1)}.

Example 4.2.

{
3x2y − y3 = 0
x3 − 3xy2 − 1 = 0

with solutions { (− 1
2 ,−

√
3
2 ), (− 1

2 ,
√
3
2 ), (1, 0)}.

Example 4.3.

{
x2 + y2 − 4 = 0
3x2 + 7y2 − 16 = 0

with solutions { (
√

3, 1), (−
√

3, 1), (
√

3,−1), (−
√

3,−1)}.
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For generating basins of attraction associated with roots of system of nonlinear
equations, we consider a rectangular domain

R = {(x, y) ∈ R2 : −2 ≤ x ≤ 2,−2 ≤ y ≤ 2}

of 401× 401 equidistant grid points which contains all the roots of the system. Each
such point (x0, y0) ∈ R is assigned a color in accordance with the root at which
the corresponding iterative method starting from (x0, y0) converges. The point is
marked black if either the method converges to infinity or it does not converge, with
a tolerance of 10−8 in a maximum of 50 iterations. In this way, we distinguish the
basins of attraction by their respective colors for different methods.

The basins of attraction, for the considered examples employing Newton’s
method (1.2) and the three-step Newton-like method (1.3), have been displayed in
Fig. 1. It can be observed in Fig.1 that the basins of attraction generated by method
(1.3) are smaller in size as compared to that generated by Newton’s method. There-
fore, the black points, which are considered as the bad initial points, are more in num-
ber in case of the former method. This phenomenon is observed because, the method
(1.3) has order of convergence eight, in comparison to the quadratically convergent
Newton’s method. The figures presented in this work are performed in a 4-core 64-bit
Windows machine with Intel Core i7-3770 processor using MATLAB programming
language.
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A dynamic electroviscoelastic problem
with thermal effects

Sihem Smata and Nemira Lebri

Abstract. We consider a mathematical model which describes the dynamic pro-
cess of contact between a piezoelectric body and an electrically conductive foun-
dation. We model the material’s behavior with a nonlinear electro-viscoelastic
constitutive law with thermal effects. Contact is described with the Signorini
condition, a version of Coulomb’s law of dry friction. A variational formulation of
the model is derived, and the existence of a unique weak solution is proved. The
proofs are based on the classical result of nonlinear first order evolution inequali-
ties, the equations with monotone operators, and the fixed point arguments.
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Keywords: Piezoelectric, frictional contact, thermo-elasto-viscoplastic, fixed
point, dynamic process, Coulomb’s friction law, evolution inequality.

1. Introduction

Piezoelectricity is the ability of certain crystals, like the quartz, to produce a
voltage when they are subjected to mechanical stress. On a nanoscopic scale, the
piezoelectric phenomenon arises from a nonuniform charge distribution within a crys-
tal unit cells, and the piezoelectricity is then perceived as the electrical polarization
due to mechanical input. Different models have been developed to describe the inter-
action between the electric and mechanical fields (see, e.g.[12, 13, 15]). Therefore there
is a need to extend the results on models for contact with deformable bodies which
include coupling between mechanical and electrical properties. General models for
elastic materials with piezoelectric effects can be found in [13, 17] and more recently
in [2], viscoelastic piezoelectric materials in [2, 17] or elasto-viscoplastic piezoelectric
materials have been studied in [9].

In this paper, we consider a general model for the dynamic process of fric-
tional contact between a deformable body and a rigid obstacle. The material obeys
an electro-viscoelastic constitutive law with piezoelectric and thermal effects. More-
over, the contact and friction are modelled by Signorini’s conditions and a non local
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Coulomb’s friction law. We derive a variational formulation of the model, which is
set as a system coupling a variational second order evolution inequality. We establish
the existence of a unique weak solution of the model. The idea is to reduce the sec-
ond order evolution inequality of the system to first order evolution inequality. Then
adopting fixed point methods frequently we prove an existence and uniqueness of dis-
placement and temperature fields, using monotonicity and convexity properties. The
importance of this paper is to make the coupling of an electro-viscoelastic problem
with thermal effects. The paper is structured as follows. In Section 2 we describe the
mechanical problem and provide comments on the contact boundary conditions. In
Section 3 we list the assumptions on the data and derive the variational formulation.
In Sections 4, we present our main existence and uniqueness results, which state the
unique weak solvability of the Signorini’s contact electro-visco -elastic problem with
non local Coulomb’s friction lawn conditions.

2. Problem statement

We consider a body made of a piezoelectric material which occupies the do-
main Ω ⊂ Rd (d ≤ 3) with a Lipschitz boundary Γ. The body is modelled with an
electro-visco-elastic constitutive law, allowing piezoelectric effects. Let [0.T ] be the
time interval where T > 0, let Γ be split into three measurable parts Γ1, Γ2 and Γ3

such that meas Γ1 > 0. We assume that the body is fixed on Γ1 and surface tractions
of density h act on Γ2. On Γ3, the body may come into contact with a rigid obstacle.
In other hand, Γ be split into two measurable sets Γa and Γb such that meas Γb > 0
and Γ3 ⊂ Γb . We assume that the electrical potential q0 act on Γa and a surface
electric charge of density q2 act on Γb, we assume that the problem is quasistatic. The
piezoelectric effect is the apportion of electric charges on surfaces of particular crys-
tals after deformation. We denote by Sd the space of second order symmetric tensors
on the space Rd and use · and |.| for the inner product and the Euclidean norm on
the space Rd (respectively; Sd). Also ν represents the unit outward normal on Γ, the
classical formulation of the electro-visco-elastic contact friction problem is described
by:
Problem P. Find a displacement field u : Ω × [0.T ] → Rd, a stress field σ : Ω ×
[0.T ]→ Sd, an electric potential field ϕ : Ω× [0.T ]→ R, an electric displacement field
D : Ω× [0.T ]→ Rd and a temperature field θ : Ω× [0, T ]→ R+ such that:

σ = Aε
( .
u
)

+ Gε (u)− ξ∗E (ϕ)− θMe in Ω× [0.T ] , (2.1)

D = βE (ϕ) + ξε (u) in Ω× [0.T ] , (2.2)

ρ
..
u = Div σ + f0 in Ω× [0.T ] , (2.3)

div D = q0 in Ω× [0.T ] , (2.4)
.

.

θ − div (k∇θ) = −M∇ .
u+ qe in Ω× [0.T ] , (2.5)

−kij
∂θ

∂υ
υj = ke (θ − θR) on Γ3 × [0.T ] , (2.6)

θ = 0 on Γ1 ∪ Γ2 × (0, T ), (2.7)

u = 0 on Γ1 × [0.T ] , (2.8)
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σν = h on Γ2 × [0.T ] , (2.9)

uν ≤ 0 , σν ≤ 0 , uν σν = 0 on Γ3 × [0.T ] , (2.10) |στ | ≤ µp |R σν |
|στ | < µp |R σν | =⇒

.
uτ = 0

|στ | = µp |R σν | =⇒ ∃ λ ≥ 0 such that στ = −λ .uτ
on Γ3 × [0.T ] , (2.11)

ϕ = 0 on Γa × [0.T ] , (2.12)

Dν = q2 on Γb × [0.T ] , (2.13)

u (0) = u0 ,
.
u (0) = v0 and θ (0) = θ0 in Ω× [0.T ] , (2.14)

where (2.1), (2.2) are the thermo-electro -visco-elastic constitutive law of the mate-
rial, we denote ε (u) (respectively; E (ϕ) = −∇ϕ, A,G, ξ, ξ∗, β ) the linearized strain
tensor (respectively; electric field, the viscosity nonlinear tensor, the elasticity ten-
sor, the third order piezoelectric tensor and its transpose, the electric permittivity
tensor), θ represent the temperature, Me := (mij) represents the thermal expansion
tansor, (2.3) represents the equation of motion where ρ represents the mass density,
(2.4) represents the equilibrium equation, Equation (2.5) describes the evolution of
the temperature field, where k := (kij) represents the thermal conductivity tensor, qe
the density of volume heat sources. The associated temperature boundary condition is

given by (2.6) , where θr is the temperature of the foundation, and ke is the exchange
coefficient between the body and obstacle. Equation (2.7) means that the temperature
vanishes on Γ1 ∪ Γ2 × (0, T ). We mention that Divσ, divD are the divergence oper-
ators, (2.8) and (2.9) are the displacement and traction boundary conditions, (2.10),
(2.11) the Signorini’s contact with a non local Coulomb’s friction law conditions. u

ν and uτ (respectively; σν and στ ) denote the normal displacement and the tangen-
tial displacement (respectively; the normal stress and the tangential stress). R will
represent a normal regularization operator that is a linear and continuous operator
R :H−

1
2 (Γ) → L2 (Γ). We shall need it to regularize the normal trace of the stress

which is too rough on Γ. p is a non-negative function, the so-called friction bound,
µ ≥ 0 is the coefficient of friction. The friction law was used in some studies with
p(r) = r+ where r+ = max {0, r}. Recently, from thermodynamic considerations, a
new version of Coulomb’s law is proposed, it consists to take:

p(r) = r(1− αr)+, (2.15)

where α is a small positive coefficient related to the hardness and the wear of the
contact surface. (2.12), (2.13) represent the electric boundary conditions. Finally, in
(2.14) u0 is the given initial displacement, v0 is the given initial velocity and θ0 is the
initial temperature.
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3. Variational formulation and preliminaries

For a weak formulation of the problem, first we introduce some notation. The
indices i, j, k, l range from 1 to d and summation over repeated indices is implied.
An index that follows a comma represents the partial derivative with respect to the
corresponding component of the spatial variable, e. g: ui.j = ∂ui

∂xj
. We also use the

following notations:

H = L2(Ω)d = {u = (ui)/ui ∈ L2(Ω)}, H = {σ = (σij)/σij = σji ∈ L2(Ω)},
H1 = {u = (ui)/ε(u) ∈ H}, H1 = {σ ∈ H/Divσ ∈ H},

The operators of deformation ε and divergence Div are defined by

ε(u) = (εij(u)), εij(u) =
1

2
(ui,j + uj,i), Divσ = (σij,j).

The spaces H,H, H1, and H1 are real Hilbert spaces endowed with the canonical inner
products.
We denote by | . |H (respectively; | . |H, | . |H1 , and | . |H1) the associated norm on
the space H ( respectively; H, H1, and H1).
We use standard notation for the Lp and the Sobolev spaces associated with Ω and
Γ and, for a function ψ ∈ H1 (Ω) we still write ψ to denote it trace on Γ. We recall
that the summation convention applies to a repeated index.
For the electric displacement field we use two Hilbert spaces:

W = L2 (Ω)
d
, W1 =

{
D ∈ W,divD ∈ L2 (Ω)

}
endowed with the inner products:

(D,E)W =
∫

Ω
DiEidx, (D,E)W1

= (D,E)W + (divD,divE)L2(Ω) .

And the associated norm |.|W(respectively; |.|W1
). The electric potential field is to be

found in:

W =
{
ψ ∈ H1 (Ω) , ψ = 0 on Γa

}
.

Since meas (Γa) > 0, the following Friedrichs-Poincaré’s inequality holds, thus:

|∇ψ|W ≥ cF |ψ|H1(Ω) ∀ψ ∈W, (3.1)

where cF > 0 is a constant which depends only on Ω and Γa. On W , we use the inner
product given by:

(ϕ,ψ)W = (∇ϕ,∇ψ)W ,

and let |.|W be the associated norm. It follows from (3.1) that |.|H1(Ω) and |.|W are

equivalent norms on W and therefore (W, |.|W ) is a real Hilbert space.
Moreover, by the Sobolev trace Theorem, there exists a constant c̃0, depending only
on Ω, Γa and Γ3 such that:

|ψ|L2(Γ3) ≤ c̃0 |ψ|W ∀ψ ∈W. (3.2)

We recall that when D ∈ W1 is a sufficiently regular function, the Green’s type
formula holds:

(D,∇ψ)W + (divD,ψ)L2(Ω) =

∫
Γ

Dν.ψda. (3.3)
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When σ is a regular function, the following Green’s type formula holds:

(σ, ε (v))H + (Divσ, v)H =

∫
Γ

σν.vda ∀v ∈ H1. (3.4)

Next, we define the space:

V = {u ∈ H1/ u = 0 on Γ1}.
Since meas (Γ1) > 0, the following Korn’s inequality holds:

|ε (u)|H ≥ cK |v|H1
∀v ∈ V, (3.5)

where cK > 0 is a constant which depends only on Ω and Γ1. On the space V we use
the inner product:

(u, v)V = (ε(u), ε(v))H,

let |.|V be the associated norm. It follows by (3.5) that the norms |.|H1
and |.|V are

equivalent norms on V and therefore, (V, |.|V ) is a real Hilbert space. Moreover, by
the Sobolev trace Theorem, there exists a constant c0 depending only on the domain
Ω, Γ1and Γ3 such that:

|v|L2(Γ3)d ≤ c0 |v|V ∀v ∈ V. (3.6)

In what follows, we assume the following assumptions on the problem P .

(a) : A : Ω× Sd → Sd,
(b) : ∃ MA > 0 such that : |A (x, ε1)−A (x, ε2)| ≤MA |ε1 − ε2|

∀ ε1 , ε2 ∈ Sd, a. e. x ∈ Ω,

(c) : ∃ mA > 0 such that : |A (x, ε1)−A (x, ε2) , ε1 − ε2| ≥ mA |ε1 − ε2|2

∀ ε1 , ε2 ∈ Sd, a. e. x ∈ Ω,
(d) : the mapping x→ A (x, ε) is lebesgue measurable in Ω for all ε ∈ Sd,
(e) : the mapping x→ A (x, 0) ∈ H,

(3.7)
(a) : G : Ω× Sd → Sd,
(b) : ∃ MG > 0 such that : |G (x, ξ1)− G (x, ξ2)| ≤MG |ξ1 − ξ2|

∀ ξ1 , ξ2 ∈ Sd, a. e. x ∈ Ω,
(d) : the mapping x→ G (x, ξ) is lebesgue measurable in Ω for all ξ ∈ Sd,
(e) : the mapping x→ G (x, 0) ∈ H,

(3.8) (a) : ξ = (eijk) : Ω× Sd → Rd,
(b) : ξ (x, τ) = (eijk (x) τjk) ∀τ = (τij) ∈ Sd, a. e. x ∈ Ω,
(c) : eijk = eikj ∈ L∞ (Ω) ,

(3.9)


(a) : β = (βij) : Ω× Rd → Rd,
(b) : β (x,E) = (bij (x)Ej) ∀E = (Ei) ∈ Rd, a.e.x ∈ Ω,
(c) : bij = bji ∈ L∞ (Ω) ,

(d) : ∃ mβ > 0 such that : bij (x)EiEj ≥ mβ |E|2

∀E = (Ei) ∈ Rd, x ∈ Ω.

(3.10)

From the assumptions (3.9) and (3.10),we deduce that the piezoelectric operator
ξ(respectively; the electric permittivity operator β ) is linear, has measurable bounded
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component denoted eijk ( respectively; bij ) and moreover, β is symmetric and positive
definite.
Recall also that the transposed operator ξ∗ is given by ξ∗ = (e∗ijk) where e∗ijk = ekij
and the following equality holds:

ξσ.v = σ.ξ∗v ∀σ ∈ Sd, v ∈ Rd.

The friction function satisfies:
p : Γ3 × R→ R+ verifies:
(a) : ∃ M > 0 such that : |p (x, r1)− p (x, r2)| ≤M |r1 − r2|
For every r1, r2 ∈ R, a. e. x ∈ Γ3,
(b) : the mapping : x→ p (x, r) is measurable on Γ3, for every r ∈ R,
(c) : p (x, 0) = 0 , a. e. x ∈ Γ3.

(3.11)

We note that (3.11) is satisfied in the case in which p given by (2.12).
We also assume that the body forces and surface tractions have the regularity:

f0 ∈ L2 (0.T ;H) , h ∈ L2
(

0.T ;L2 (Γ2)
d
)
, (3.12)

The thermal tensors and the heat source density satisfy

M = (mij) ,mij = mji ∈ L∞ (Ω) , qe ∈ L2(0, T ;L2(Ω)), (3.13)

and for some ck > 0, for all (ζi) ∈ Rd :

k = (ki,j) , kij = kji ∈ L∞ (Ω) , kijζiζj ≥ ckζiζj (3.14)

as well as the densities of electric charges satisfy:

q0 ∈ L2
(
0.T ;L2 (Ω)

)
, q2 ∈ L2

(
0.T ;L2 (Γb)

)
. (3.15)

We define the function f : [0.T ]→ V and q : [0.T ]→W by:

(f (t) , v)V =
∫

Ω
f0 (t) vdx+

∫
Γ2
h (t) vda ∀v ∈ V, t ∈ [0.T ] , (3.16)

(q (t) , ψ)W = −
∫

Ω
q0 (t)ψdx+

∫
Γb
q2 (t)ψda ∀ψ ∈W, t ∈ [0.T ] . (3.17)

for all u, v ∈ V, ψ ∈ W and t ∈ [0.T ], and note that conditions (3.14) and (3.15)
imply that

f ∈ L2(0.T ;V ′), q ∈ L2(0.T ;W ), (3.18)

while the friction coefficient µ, the mass density ρ satisfies

µ ∈ L∞(Γ3), µ(x) ≥ 0, a. e. on Γ3,
ρ ∈ L∞(Ω) there exists ρ∗ > 0 such that ρ(x) ≥ ρ∗, a.e.x ∈ Ω.

(3.19)

u0 ∈ V, v0 ∈ H, θ0 ∈ E, θR ∈W 1,2(0, T ;L2(Γ3)), ke ∈ L∞(Ω,R+) , (3.20)

The function r : V → L2(Ω) satisfies that there exists a constant Lr > 0 such that

|r(v1)− r(v2)|L2(Ω) ≤ Lr|v1 − v2|V ,∀v1, v2 ∈ V (3.21)

We denote by the frictionfunctional j : H ×V → R

j (σ, v) =

∫
Γ3

µp |R σν | |vτ | da. (3.22)
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We denote by U the convex subset of admissible displacements fields given by

U = {v ∈ H1/v = 0 on Γ1, vν ≤ 0 on Γ3}, (3.23)

By a standard procedure based on Green’s formula, we obtain the following formula-
tion of the mechanical problem (2.1)− (2.14).
Problem PV. Find a displacement field u : Ω× [0.T ]→ Rd,an electric potentiel field
ϕ : Ω× [0.T ] → R , an electric displacement field D : Ω× [0.T ] → Rd such that and
a temprature field θ : Ω× [0, T ]→ R+ such that:

(
..
u,w − .

u)V ′×V + (σ(t), ε(w − .
u(t)))H + j(σ,w)− j(σ, .u(t))

≥ (f(t), w − .
u(t)) ∀u,w ∈ V (3.24)

(D(t),Oψ)L2(Ω)d + (q (t) , ψ)W = 0 ∀ψ ∈W (3.25)

(
.

θ (t) +Kθ (t) = Re
.
u (t) +Q (t) t ∈ (0, T ), ∀ψ ∈W (3.26)

u (0) = u0 ,
.
u (0) = v0 and θ(0) = θ0 (3.27)

where Q : [0, T ]→ E′, K : E → E′, R : V → E′ are given by

(Q(t), µ)W =

∫
Γ3

ke(uν)θRµda+

∫
Ω

qµdx, (3.28)

(Kτ, µ)E′×E =

d∑
i,j=1

∫
Ω

kij
∂τ

∂xj

∂µ

∂xi
dx+

∫
Γ3

keτµda, (Reµ, v)
E′×E

= −
∫

Ω

(M∇v) dx, (3.29)

for all v ∈ V, µ, τ ∈ E.

4. Existence and uniqueness result

Our main result which states the unique solvability of Problem are the following.

Theorem 4.1. Let the assumptions (3.7)−(3.20) hold. Then, Problem PV has a unique
solution {u, ϕ,D, θ} which satisfies

u ∈ C1 (0.T ;H) ∩W 1.2 (0.T ;V ) ∩W 2.2 (0.T ;V ′) (4.1)

ϕ ∈W 1.2 (0.T ;W ) (4.2)

σ ∈ L2(0.T ;H), Divσ ∈ L2(0.T ;V ′) (4.3)

D ∈W 1.2(0.T ;W1) (4.4)

θ ∈W 1,2(0, T ;E′) ∩ L2(0, T ;E) ∩ C(0, T ;L2 (Ω)) (4.5)

We conclude that under the assumptions (3.7)−(3.21), the mechanical problem (2.1)−
(2.14) has a unique weak solution with the regularity (4.1) − (4.5).The proof of this
theorem will be carried out in several steps. It is based on arguments of first order
evolution nonlinear inequalities (see Refs. [5,7-9]), evolution equations (see Ref. [2]),
and fixed point arguments.
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Let G ∈ L2(0.T ;H) and η ∈ L2(0.T ;V ′) are given, we deduce a variational
formulation of Problem PV .
Problem PVGη: Find a displacement field uGη : [0.T ]→ V such that

uGη (t) ∈ U (
..
uGη, w −

.
uGη)V ′×V + (Aε( .uGη(t)), ε(w − .

uGη(t))H+(
η, w − .

uGη(t)
)
V ′×V + j(G,w)− j(G, .uGη(t)) ≥ (f(t), w − .

uGη(t))

∀w ∈ V
(4.6)

.
uGη (0) = v (0) = v0 (4.7)

We define fη(t) ∈ V for a.e.t ∈ [0.T ] by

(fη(t), w)V ′×V = (f(t)− η(t), w)V ′×V ,∀w ∈ V. (4.8)

From (3.18), we deduce that:

fη ∈ L2(0.T ;V ′) (4.9)

Let now uGη : [0.T ]→ V be the function defined by

uGη (t) =

t∫
0

vGη (s) ds+ u0, ∀t ∈ [0.T ] (4.10)

We define the operator A : V ′ → V by

(Av,w)V ′×V = (Aε(v), ε(w))H,∀v, w ∈ V. (4.11)

Lemma 4.2. For all G ∈ L2(0.T ;H) and η ∈ L2(0.T ;V ′), PVGη has a unique solution
with the regularity:

vGη ∈ C(0.T ;H) ∩ L2(0.T ;V ) and
.
vGη ∈ L2(0.T ;V ′). (4.12)

Proof. The proof from nonlinear first order evolution inequalities, given in Refs ([8]).
�

In the second step, we use the displacement field uGη to consider the following
variational problem.

Problem PV 1Gη : Find an electric potential field ϕ
Gη

: Ω× [0.T ]→W such that:

(β∇ϕGη(t),Oψ)L2(Ω)d − (ξε(uGη(t)),Oψ)L2(Ω)d = (q (t) , ψ)W

∀ψ ∈W, t ∈ [0.T ] (4.13)

We have the following result forPV 1Gη:

Lemma 4.3. There exists a unique solution ϕGη ∈ W 1.2 (0.T ;W ) satisfies (4.13),
moreover if ϕ1and ϕ2 are two solutions to (4.13). Then, there exists a constants c > 0
sach that:

|ϕ1 (t)− ϕ2 (t)|W ≤ c |u1 (t)− u2 (t)|V ∀t ∈ [0.T ] . (4.14)

Proof. See [16]. �
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In the third step, we use the displacement field uη obtained in Lemma 4.2 to consider
the following variational problem.
Problem PV 1θη: Find θη : [0, T ]→ E′ satisfying a.e. t ∈ (0, T )

.

θη (t) +Kθη (t) = Re
.
uη (t) +Q (t) t ∈ (0, T ), in E′, (4.15)

θη (0) = θ0. (4.16)

Lemma 4.4. Problem PV 1θη has a unique solution, for all η ∈ W,

θη ∈W 1,2(0;T ;E
′
) ∩ L2(0;T ;E) ∩ C(0;T ;L2(Ω)), C > 0, ∀η ∈ L2(I;V ′)

satisfying

|θη1 − θη2 |2L2(Ω) ≤ C
∫ T

0

|υ1(s)− υ2(s)|2V ds ∀ t ∈ (0, T ). (4.17)

Proof. The existence and uniqueness result verifying (4.15) follows from classical re-
sult on first order evolution equation, applied to the Gelfand evolution triple

E ⊂ F ≡ F
′
⊂ E

′

We verify that the operator K is linear, continuous, strongly monotone, and from
the expression of the operator R, vη ∈ W 1,2(0, T ;V ) ⇒ Rvη ∈ W 1,2(0, T ;F ), as
Q ∈W 1,2(0, T ;E) then Rvη +Q ∈W 1,2(0, T ;E). We deduce (4.17) see [1]. �

We consider the operator

Λ : L2(0.T ;H× V ′)→ L2(0.T ;H× V ′) be defined as
Λ (G, η) = (Λ1 (G) ,Λ2 (η)) ,∀G ∈ L2 (0.T ;H) ,∀η ∈ L2 (0.T ;V ′) ,

|Λ (G2, η2)− Λ (G1, η2)|2 = |(Λ1 (G2) ,Λ2 (η2))− (Λ1 (G1) ,Λ2 (η1))|2 ,
|Λ1 (G2)− Λ1 (G1) ,Λ2 (η2)− Λ2 (η1)|2 = |Λ1 (G2)− Λ1 (G1)|2

+ |Λ2 (η2)− Λ2 (η1)|2 .

(4.18)

We show that Λ has a unique fixed point.

Lemma 4.5.

Λ (G∗, η∗) = (G∗, η∗) . (4.19)

Proof. Let (Gi, ηi) are functions in L2(0.T ;H × V ′) and denote by (ui, ϕi, θi ) the
functions obtained in Lemma 4.2, Lemma 4.3 and Lemma 4.4,
for(G, η) = (Gi, ηi) i = 1.2. Let t ∈ [0.T ]. From (2.1) it results

|G2 −G1|2H ≤ c
(
|v2 (t)− v1 (t)|2V + |ϕ2 (t)− ϕ1 (t)|2W

+ |u2 (t)− u1 (t)|2V + |θη1 − θη2 |2L2(Ω)

)
(4.20)

Therefore (4.14) and (4.17) yields

|G2 −G1|2H ≤ c

(
|v2 (t)− v1 (t)|2V + |u2 (t)− u1 (t)|2V +

∫ T

0

|υ1(s)− υ2(s)|2V ds

)
.

(4.21)
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Using (4.6),we find

(
.
v2 (t)− .

v1 (t) , v2 (t)− v1 (t)) + (Aε (v2 (t))−Aε (v1 (t)) , v2 (t)− v1 (t))+
(η2 (t)− η1 (t) , v2 (t)− v1 (t)) + j(G2, v2 (t))− j(G2, v1 (t))
−j(G1, v2 (t)) + j(G1, v1 (t)) ≤ 0

(4.22)
And, we have

j(G2, v2 (t))− j(G2, v1 (t))− j(G1, v2 (t)) + j(G1, v1 (t))

≤
∫

Γ3

µp |R G2ν | |v2τ | da−
∫

Γ3

µp |R G2ν | |v1τ | da

−
∫

Γ3

µp |RG1ν | |v2τ | da+

∫
Γ3

µp |R G1ν | |v1τ | da. (4.23)

Moreover, from (3.11), (3.19) and using the properties of R , we find

j(G2, v2 (t))− j(G2, v1 (t))− j(G1, v2 (t)) + j(G1, v1 (t)) ≤ c |G2 −G1|H |v2 − v1|V
(4.24)

So, (4.22) will be

(
.
v2 (t)− .

v1 (t) , v2 (t)− v1 (t))V ′×V + (Aε (v2 (t))−Aε (v1 (t)) , v2 (t)− v1 (t))

+ (η2 (t)− η1 (t) , v2 (t)− v1 (t)) ≤ c |G2 −G1|H |v2 − v1|V (4.25)

We integrate this equality with respect to time.
We use the initial conditions v1(0) = v2(0) = v0, the relation (3.7) and Cauchy-
Schwarz’s inequality. for all t ∈ [0, T ]. Then, using the inequality

2ab ≤ a2

mA
+mAb

2,

we obtain

1

2
|v2 (t)− v1 (t)|2V +

mA
2

∫ t

0

|v2 (s)− v1 (s)|2V ds

≤ 1

2mA

∫ t

0

|η2 (s)− η1 (s)|2V ′ +
mA
2

∫ t

0

|v2 (s)− v1 (s)|2V ds

+ c

(∫ t

0

|G2 (s)−G1 (s)|2H +

∫ t

0

|v2 (s)− v1 (s)|2V ds.
)

(4.26)

We apply Gronwall’s inequality to obtain

|v2 (t)− v1 (t)|2V ≤ c
(∫ t

0

|G2 (s)−G1 (s)|2H ds+

∫ t

0

|η2 (s)− η1 (s)|2V ′
)
. (4.27)

In other hand

|η2 (t)− η1 (t)|2V ′ ≤ c
(
|ϕ2 (t)− ϕ1 (t)|2W + |u2 (t)− u1 (t)|2V + |θη1 − θη2 |2L2(Ω)

)
(4.28)

Therefore (4.14) and (4.17) yields

|η2 (t)− η1 (t)|2V ′ ≤ c

(∫ T

0

|υ1(s)− υ2(s)|2V ds

)
(4.29)
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Using (4.6), we find

(
.
v2 (t)− .

v1 (t) , v2 (t)− v1 (t)) + (Aε (v2 (t))−Aε (v1 (t)) , v2 (t)− v1 (t))

+ (η2 (t)− η1 (t) , v2 (t)− v1 (t)) + j(G2, v2 (t))− j(G2, v1 (t))

− j(G1, v2 (t)) + j(G1, v1 (t)) ≤ 0 (4.30)

We integrate this equality with respect to time.
We use the initial conditions v1(0) = v2(0) = v0, the relations (3.7), (4.24) and
Cauchy-Schwarz’s inequality, for all t ∈ [0, T ]. Then, using the inequality

ab ≤ c
(
a2 + b2

)
,

we obtain∫ t

0

|v2 (s)− v1 (s)|2V ds ≤ c
(∫ t

0

|η2 − η1|2V ′ ds+

∫ t

0

|G2 −G1|2H ds
)

(4.31)

Applying the inequality (4.10) in (4.31). So (4.21) will be

|G2 (t)−G1 (t)|2H ≤ c
(∫ t

0

|η2 (s)− η1 (s)|2V ′ ds+

∫ t

0

|G2 (s)−G1 (s)|2H ds
)
.

(4.32)
From (4.10), (4.29) and (4.31) we find

|η2 − η1|2V ′ ≤ c
(∫ t

0

|η2 − η1|2V ′ ds+

∫ t

0

|G2 −G1|2H ds
)
. (4.33)

Using (4.16),to see that

|Λ (G2, η2)− Λ (G1, η1)|2 ≤ c
∫ t

0

|(G2, η2)− (G1, η1)|2H×V ′ ds. (4.34)

And denoting by p the powers of operator Λ, (4.32) imply by recurrence that

|Λp (G2, η2)− Λp (G1, η1)|2L2(0.T ;H×V ′)

≤ (ct)
p

p!
|(G2, η2)− (G1, η1)|2L2(0.T ;H×V ′) . (4.35)

This inequality shows that for a sufficiently large p the operator Λp is a contraction
on the Banach space L2(0.T ;H × V ′) and therefor, there exists a unique element:
(G∗, η∗) ∈ L2(0.T ;H× V ′)such that

Λ (G∗, η∗) = (G∗, η∗) . (4.36)

From (4.18), we find

(G∗, η∗) = ( σG∗η∗ , ξ
∗∇ϕG∗η∗ + Gε (uG∗η∗)− θG∗η∗Me) . (4.37)

�

Now, we have all the ingredients to provide the proof of Theorem 4.1.
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Proof of Theorem 4.1. Existence. Let (G∗, η∗) ∈ L2(0.T ;H × V ′) be the fixed point
of PVGη and let (u∗, ϕ∗, θ∗) be the solution to Problems PVGη, PV 1Gη and PV 1θη
for (G, η) = (G∗, η∗), that is, u∗ = uG∗η∗ , ϕ

∗ = ϕG∗η∗ and θ∗ = θG∗η∗ . It results
from(3.24), (3.25) and (3.26) that (u∗, ϕ∗, θ∗) is a solution of Problem PV . Property
(4.1) (4.2) and (4.5) follows from Lemmas 4.2, 4.3 and 4.4.
Uniqueness. The uniqueness of the solution is a consequence of the uniqueness of the
fixed point of operator defined by (4.18). �
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A weighted logarithmic barrier interior-point
method for linearly constrained optimization

Selma Lamri, Bachir Merikhi and Mohamed Achache

Abstract. In this paper, a weighted logarithmic barrier interior-point method
for solving the linearly convex constrained optimization problems is presented.
Unlike the classical central-path, the barrier parameter associated with the per-
turbed barrier problems, is not a scalar but is a weighted positive vector. This
modification gives a theoretical flexibility on its convergence and its numerical
performance. In addition, this method is of a Newton descent direction and the
computation of the step-size along this direction is based on a new efficient tech-
nique called the tangent method. The practical efficiency of our approach is shown
by giving some numerical results.

Mathematics Subject Classification (2010): 90C30, 90C25, 90C51.

Keywords: Logarithmic barrier method, linearly constrained convex optimization,
interior-point methods.

1. Introduction

In this paper, we consider the linearly convex constrained optimization (LCCO)
problem:

p̄ = min f(x) subject to x ∈ F , (P )

where the objective function f : Rn → R is twice differentiable and convex over the
feasible set F = {x ∈ Rn : x ≥ 0, Ax = b}, A is a given (m×n) matrix with full rank
row m and b ∈ Rm.
This problem has many important applications in theory as well in practice. In par-
ticular, it includes linear and quadratic optimization. Feasible logarithmic barrier
interior-point methods gained much more attention than others. Their derived algo-
rithms enjoy some interesting results such as polynomial complexity and numerical
efficiency. However, these algorithms require that the starting point must be strictly
feasible and close to the central-path.This is a hard practical task to release and even
impossible. On the other hand, at each iteration, they compute a descent direction and
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determine a step-size on this direction. It is known that computing this latter is very
expensive while using classical line search methods. In order to overcome these two dif-
ficulties, we suggest for the first, a weighted-path (see [1], [2], [3], [8], [10], [12]) where
a relaxation parameter associated with perturbed problems is introduced in order to
give more flexibility on the numerical aspects. Beside, we propose a new numerical ef-
ficient procedure called the tangent method for determining this displacement. Across
these two modifications the numerical results obtained by our algorithm are totally
improved with respect to the classical logarithmic barrier interior-point approach (see
[10], [13]). The paper is organized as follows. In section 2, perturbed relaxation prob-
lems based on the weighted barrier penalization are given where the convergence to
the original problem is studied. The computation of the direction and of the step-size
are stated. Finally, a weighted-path interior-point algorithm is presented. In section
3, some numerical results are given to show the efficiency of our approach. Finally a
conclusion and remarks end the section 4.

2. The weighted barrier penalization

Throughout the paper, we assume that the following assumptions hold.

1. There exit a strictly feasible point x0 > 0 such that Ax0 = b.
2. The set of optimal solutions of P is non empty bounded set.

It follows from the second hypothesis that

{d ∈ Rn : f∞(d) ≤ 0, d ≥ 0, Ad = 0} = {0},
where f∞ denote the recession function of f . We deduce from the optimality conditions
that x∗ is a solution of P if and only if there exists an y∗ ∈ Rm and z∗ ∈ Rn such
that

∇f(x∗) +AT y∗ = z∗ ≥ 0, Ax∗ = b, 〈z∗, x∗〉 = 0, x∗ ≥ 0. (2.1)

2.1. The weighted perturbed problems

Let us define the function θ : R × R → (−∞,+∞] by

θ(t, w) =

 t(log t− logw) if t > 0, w > 0,
0 if t = 0, w ≥ 0,
+∞ otherwise.

The function θ is convex, lower semi-continuous and proper. We consider now the
following function defined on Rn+ × Rn+ by

ϕ(µr, x) =

 f(x) +

n∑
i=1

θ(µri, xi) if x ∈ F ,

+∞ otherwise,

where µ > 0 is the barrier parameter and r = (r1, r2, . . . , rn)T ∈ Rn+, the vector of
the weight associated with the barrier function.
Finally, we introduce the function pr defined by

pr(µ) = inf
x

[ϕrµ(x) = ϕ(µr, x) : x ∈ Rn]. (P rµ)
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The function pr is convex since ϕrµ is convex. By construction, P r0 is only the problem
P with p̄ = pr(0). The function ϕrµ is convex, lower semi-continuous and proper, its
recession function is given by

(ϕrµ)∞(d) = lim
α→+∞

ϕrµ(x0 + αd)− ϕrµ(x0)

α
.

We obtain

(ϕrµ)∞(d) =

{
f∞(d) if d ≥ 0, Ad = 0,
+∞ otherwise.

Then

{d ∈ Rn : (ϕrµ)∞(d) ≤ 0} = {d ∈ Rn : f∞(d) ≤ 0, d ≥ 0, Ad = 0},

where d is the descent direction and α is the step-size.
Since this set is reduced to {0} then the problem P rµ admits an optimal solution for
each µ > 0. The function ϕrµ is strictly convex for all µ ≥ 0 and r ≥ 0, then P rµ has
an unique optimal solution denoted by xrµ.

2.2. Convergence of the weighted perturbed solutions to the optimal solution of P rµ

The necessary and sufficient optimality conditions of (P rµ) imply that there exits
yrµ = y(µ, r) ∈ Rm, such that

∇f(xrµ)− µX−1r +AT yrµ = 0, (2.2)

Axrµ = b, (2.3)

where X = Diag(xrµ).
Note that yrµ is uniquely defined since A is of full rank row. In fact, the couple (xrµ, y

r
µ)

is the solution of the system H(x, y) = 0 where

H(x, y) =

(
∇f(x)− µX−1r +AT y
Ax− b

)
.

By the implicit function theorem, the functions µ 7→ x(µ, r) = xrµ and µ 7→ y(µ, r) =
yrµ are differentiable on (0,∞) and we have,(

∇2f(xrµ) + µRX−2 AT

A 0

)(
x′(µ, r)
y′(µ, r)

)
=

(
X−1r

0

)
, (2.4)

where R=Diag(r), it follows that the function pr is differentiable on (0,∞). Recall
that

pr(µ) = f(xrµ) + µ

n∑
i=1

ri(lnµri − ln(xi)
r
µ),

and then

(pr(µ))′ =

n∑
i=1

ri(1 + lnµri − ln(xi)
r
µ) + 〈∇f(xrµ)− µX−1r, x′(µ, r)〉.
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In view of (2.2) and (2.4)

(pr(µ))′ =

n∑
i=1

ri(1 + lnµri − ln(xi)
r
µ)− 〈AT yrµ, x′(µ, r)〉,

=

n∑
i=1

ri(1 + lnµri − ln(xi)
r
µ)− 〈yrµ, Ax′(µ, r)〉,

=

n∑
i=1

ri(1 + lnµri − ln(xi)
r
µ).

Since xrµ ∈ F and pr is convex we obtain:

f(xrµ) ≥ p̄ = pr(0) ≥ pr(µ) + (0− µ)(pr(µ))′ = f(xrµ)− µ‖r‖1.

Consequently, we have

p̄ ≤ f(xrµ) ≤ p̄+ µ‖r‖1.

Then if

µ 7→ 0, f(xrµ) = p̄.

Now, we interested to the weighted-path of {xrµ} when µ 7→ 0.
i) Case where f is strongly convex with coefficient τ > 0. Hence P has a unique
optimal solution x∗, and we have

µ‖r‖1 ≥ f(xrµ)− f(x∗) ≥ 〈∇f(x∗), xrµ − x∗〉+
τ

2
‖xrµ − x∗‖2.

In view of (2.1), we deduce

µ‖r‖1 ≥ 〈z∗, xrµ〉+
τ

2
‖xrµ − x∗‖2 ≥

τ

2
‖xrµ − x∗‖2,

‖xrµ − x∗‖ ≤
√

2µ‖r‖1
τ

.

ii) For the case where f is only convex is more complex. Note first that for µ ≤ 1,

xrµ ∈ {x : x ≥ 0, Ax = b, f(x) ≤ ‖r‖1 + p̄}.

This set is closed convex non empty. Its recession cone is

{d ∈ Rn : f∞(d) ≤ 0, d ≥ 0, Ad = 0} = {0}.

By the second assumption the set of optimal solutions of P is bounded which implies
that each adherence value of {xrµ} when µ 7→ 0 is an optimal solution of P .

Remark 2.1. If r = e, where e is the vector of ones, then the weighted-path coincides
with the classical path (see[6]).
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2.3. The description of the method

Letting F0 = {x ∈ Rn : x > 0, Ax = b } the set of strictly feasible points.
The principle of the method is as follows: Let (µkr, xk) ∈ Rn+×F0, the current iterate.

1. We make an approximated minimization of the weighted perturbed P rµk
which

gives a new point xk+1 such that ϕ(µk+1r, xk+1) < ϕ(µkr, xk).

2. We take µk+1 < µk.

We iterated until we obtained an approximated optimal solution of the original prob-
lem. The weighted perturbed problem is defined by

min
x

ϕrµ(x) = min
x

[ f(x) +

n∑
i=1

θ(µri, xi) : x ∈ F ]. (P rµ)

2.4. The Newton descent direction

At x ∈ F0, the Newton descent direction d is given by solving the following
quadratic convex program:

min
d

[ 〈∇ϕrµ(x), d〉+
1

2
〈∇2ϕrµ(x)d, d〉 : Ad = 0 ].

It suffices to solve the linear system with n+m equations(
∇2f(x) + µRX−2 AT

A 0

)(
d
s

)
=

(
µX−1r −∇f(x)

0

)
, (2.5)

where s ∈ Rm .
It easy to prove that the linear system (2.5) has a unique solution. The descent
direction being thus obtained, it is now question of minimizing a function of one real
variable to obtain the step-size α.

γr(α) = ϕrµ(x+ αd)− ϕrµ(x) = f(x+ αd)− f(x) − µ
n∑
i=1

ri ln(1 + αti),

where t = X−1d, the function γr is convex.
Next task, we propose a new method to determine the step-size.

2.5. A tangent method for determining the step-size

Our approach is try out a sequence of candidate values for α, when the
condition (γr(α))′ ≤ ε is satisfied, stopping and accept this value. We can say that
this technique is done in two phases.

1. The first phase finds an interval containing the required step-size, the choice of
the bounds of the interval is similar to the bisection method, when we restrict
the value of α until we find the required value.

2. The second phase computes the optimal step-size within this interval, in this
phase we determine the tangents T1 and T2 in the bounds of the interval and we
select the value corresponding to the intersection of the tangents T1 and T2.
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The upper bound on the step-size α is given by

αmax = min

{
−xi
di

; i ∈ Î
}
,

where

Î = {i : di < 0} .

Because the convexity of the function γr(α), this technique will be more efficiency in
practice, the next figures shows clearly this idea:

Figure 1 Figure 2

Figure 3
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The tangent algorithm for determining the step-size is follows.

Algorithm
Input

- An accuracy parameter ε > 0;
- A threshold parameter 0 < β < 1;
a = 0, b = βαmax, such that (γr(αmax))′ > 0;
α = b

2 ;
While|(γr(α))′| > ε do

if (γr(α))′ > 0 then
b = α;

if not
a = α ;
end if

α = −(γr(b))′b+γr(b)+(γr(a))′a−γr(a)
(γr(a))′−(γr(b))′ ;

End While

We are now ready to state the generic algorithm for solving LCCO.

The generic algorithm

Threshold parameters ε > 0, µ̄ > 0 and λ ∈ [0, 1], are given;
Start with x0 ∈ F0, µ > µ̄ and a weight vector r > 0;

1) Solve the linear system (2.5) to obtain d;
2) Take t = X−1d;
If ‖t‖ ≥ ε
- Determinate α̃ with tangent method ;
- Update xk+1 = xk + α̃dk, µk+1 = λµk and return to 1;
If ‖t‖ ≤ ε
Case 1. µk ≤ µ̄
STOP we have obtained a good approximation of the optimal solution of P ;

Case 2. µk > µ̄
We have obtained a good approximation of pr(µ), do µk+1 = λµk and go to 1;

3. Numerical results

In the following section, we apply our algorithm on some different examples
of LCCO. A comparative numerical tests with a classical line search are presented,
Our implementation is done by the Scilab 5.4.1. We use in the sequel the following
notation.
Method 1: the first alternative uses the tangent technique.
Method 2: the second alternative uses the Wolfe method.
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Outer: the number of outer iterations.
Inner: the number of inner iterations.
Objective: the optimal value of the objective function p̄.
Time: the time measured in seconds. Our tolerance is ε = 10−6 in all our testing
examples.
The below examples are taken from literature [10], the numerical obtained results

with different values of r such as r1 = (0.9, 1, 0.03)T , r2 = (2, 1, 3, 1, 4)
T

,

r3 = (1, 1, 0.4, 1, 0.4, 1, 0.4, 0.4, 1, 0.96)
T

and

r4 =

(
0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1
0.3, 0.3, 0.3, 0.3, 0.3, 0.3, 0.3, 0.3, 0.3, 0.3

)
,

are summarized in table 1.

Method 1 Method 2
Example Size (m,n) Inner Outer Inner Outer
1 (2,3) 7 7 162 7
2 (3,5) 24 6 46 8
3 (3,10) 20 7 40 8
4 (10,20) 25 7 83 7

Table 1.

In the following, we compare our approach with the classical path method (non
weighted case).

Example with variable size. We consider the following LCCO problem:

p̄ = min[f(x) : x ≥ 0, Ax = b],

where f(x) =

n∑
i=1

xi lnxi, bi = 1 and

A[i, j] =

{
1 if i = j or j = i+m),
0 else,

}
,withn = 2m.

The strictly feasible starting point is:

x0 =
(

0.7, . . . , 0.7, 0.3, . . . , 0.3
)T
.

The exact solution is:

x∗ =
(

0.5, 0.5, . . . , 0.5
)T
.

The optimal values with different size of n are:

n 20 400 900
Objective -6.9314718 -138.62944 -311.911623

The obtained numerical results with different size of n and barrier parameter µ are
stated in tables 2 and 3.
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Weighted case

The weigh vector is r = (0.011, . . . , 0.011, 0.022 . . . , 0.022)T .
n = 20 n = 400 n = 900

µ Outer Time Outer Time Outer Time
0.01 2 0.296×10−3 2 0.17160 2 23.476212
0.25 4 0.316×10−3 4 0.28762 4 32.40515
1 5 0.499×10−3 5 0.355702 5 41.84014
5 6 0.665×10−3 6 0.400961 6 52.96016

Table 2.

Non weighted case

n = 20 n = 400 n = 900
µ Outer Time Outer Time Outer Time
0.01 4 0.325×10−3 4 0. 2915518 4 33.147112
0.25 6 0.482×10−3 6 0.3832547 6 40.40114
1 7 0.591×10−3 7 0.4512415 7 49.88745
5 8 0.835×10−3 8 0.6001489 8 58.91456

Table 3.

4. Conclusion and remarks

In this paper we have introduced a relaxation of the classical path of the per-
turbed LCCO problem and we have presented a new technique for determining the
step-size. These have a great influence on the acceleration of the convergence of the
algorithm i.e., the number of iterations and the time produced are reduced signifi-
cantly. This analysis may be extended to inducing a general weight vector w > 0 as
the barrier parameter instead of the form µr with r > 0.
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