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Overiteration of d-variate tensor product
Bernstein operators: A quantitative result

Ana-Maria Acu and Heiner Gonska

Dedicated to the memory of Professor Sorin Gal.

Abstract. Extending an earlier estimate for the degree of approximation of overit-
erated univariate Bernstein operators towards the same operator of degree one,
it is shown that an analogous result holds in the d-variate case. The method em-
ployed can be carried over to many other cases and is not restricted to Bernstein-
type or similar methods.
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1. Introduction and historical remarks

The question behind this note is well-known. What is a classical Bernstein op-
erator doing if its powers are raised to infinity?

For the univariate version of this operator the answer is known. Already in 1966
the Dutch mathematician P.C. Sikkema proved in the Romanian journal Mathematica
(Cluj) that for each function f ∈ R[0,1] the powers Bknf , n fixed, k →∞ converge to
the linear function interpolating f at 0 and 1 (see [15]). Later on his result become
known as the Kelisky-Rivlin (1967) or Karlin-Ziegler (1970) theorem (cf. [10, 9]).

However, even earlier T. Popoviciu [12] posed this problem in an (informal)
problem book of 1955. We learned this from the note [3] by Albu cited by Precup
[13]. The latter author also deals with multivariate operators but from a different
point of view.
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Some notation is needed here. For x ∈ [0, 1], n ≥ 1, and f ∈ R[0,1] the Bernstein
operator is given by

Bn(f, x) :=

n∑
k=0

f

(
k

n

)
pn,k(x)

:=

n∑
k=0

f

(
k

n

)(
n

k

)
xk(1− x)n−k.

Thus Bn is a polynomial operator, is linear and positive, reproduces all affine
linear functions l(x) = ax+ b, and for each f the polynomial Bnf is of degree ≤ n.

Moreover, for any k, n ∈ N, Gonska et al. [6] proved in 2006, extending earlier
work of Nagel [11] and Gonska [4],

|Bkn(f, x)−B1(f, x) ≤ 9

2
ω2

f ;

√
x(1− x)

(
1− 1

n

)k , x ∈ [0, 1]. (1.1)

Here ω2(f ; ·) is the classical second order modulus of f . Hence the right hand side
converges to 0 as n is fixed and k →∞ (some more general situations are possible). It
also shows that the powers are interpolatory at 0 and 1 and keep reproducing linear
functions. Moreover, the convergence is uniform with respect to ‖ · ‖∞.

When it comes to multivariate Bernstein operators, all the time operators on
generalized simplices or hypercubes are meant. While for simplices the convergence
of powers was investigated by, e.g., Wenz [16] and many others, the hypercube case
remained allegedly open until a 2009 article of Jachymski [8] appeared. However, for
the bivariate case a paper by Agratini and Rus was published already in 2003, cf. [2].

In this note we will use the term tensor product although in other publications
one might find ’product of parametric extensions’ meaning exactly the same (see, e.g.,
[5]).

Using functional-analytic methods Jachymski showed the following. For l,m ≥ 1
let the bivariate tensor product operator

((Bl ⊗Bm)f) (x, y) := (sBl ◦ tBm) (f(s, t);x, y)

be given by

l∑
i=0

m∑
j=0

f

(
i

l
,
j

m

)
pl,i(x) · pm,j(y), f ∈ C([0, 1]2), x, y ∈ [0, 1].

Theorem A. For any l,m ∈ N fixed, the sequence ((Bl ⊗Bm)n)n∈N uniformly con-
verges to the operator L (independent of l and m) given by the following formula for
f ∈ C([0, 1]2) and x, y ∈ [0, 1]:

(Lf)(x, y) = f(0, 0) + (f(1, 0)− f(0, 0))x+ (f(0, 1)− f(0, 0))y

+ (f(0, 0) + f(1, 1)− f(1, 0)− f(0, 1))xy

= (1− x, x)

(
f(0, 0) f(0, 1)
f(1, 0) f(1, 1)

)(
1− y
y

)
.
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In other words, Lf = (B1 ⊗B1)f .

Jachymski [8] also gave the limit of n-powers of d-variate Bernstein operators,
i.e., of

((Bl1 ⊗ · · · ⊗Bld)f) (x1, . . . , xd)

= (s1Bl1 ◦ · · · ◦ sdBld) (f(s1, . . . , sd);x1, . . . , xd) .

They map C([0, 1]d) into Πl1,...,ld , the space of d-variate polynomials of total degree

≤
d∑
δ=1

lδ.

The limiting operator in this case is

(Lf)(x1, . . . , xd) =
∑

(ε1,...,εd)∈V

f(ε1, . . . , εd)pε1(x1) · · · · · pεd(xd),

where V = {0, 1}{1,...,d}, and for s ∈ [0, 1], p0(s) := 1 − s and p1(s) := s. Thus L
equals B1 ⊗ ...⊗B1.

In the present note we will show first that the fixpoint approach of (Agratini
and) Rus also works in the d-variate case. Our main emphasis is on the quantitative
situation where we will demonstrate how the pointwise ω2-result may be carried over
to d dimensions.

2. The non-quantitative approach of Agratini and Rus revisited

As mentioned above, Jachymski used a functional-analytic framework to derive
his result. Here we show that a more elementary approach does the job as well. We
recall the three papers by Rus and Agratini & Rus and present their approach for d
dimensions.

Some reminders concerning d-variate hypercubes are in order. More details are
available in the German Wikipedia, keyword ”Hyperwrfel” [17]. Such a hypercube in

d dimensions possesses
(
d
0

)
2d−0 = 2d 0-dimensional boundary elements (vertices), in

the bivariate case these are the 4 corners of [0, 1]2. Adopting the above notation these
are all d-tuples

(ε1, . . . , εd) ∈ V, V = {0, 1}{1,...,d}.
We will now follow Rus’ proof of his Theorem 1. First introduce the sets

Xα1,...,αd = {f ∈ C([0, 1]d) : f(ε1) = α1, . . . , f(εd) = αd},

(ε1, . . . , εd) ∈ V, α1, . . . , αd ∈ R. Note that

(a) Xα1,...,αd is a closed subset of C([0, 1]d);
(b) Xα1,...,αd is an invariant subset of Bl1 ⊗ · · · ⊗ Bld , for all α1, . . . , αd ∈ R and

l1, . . . , ld ∈ N;

(c) C([0, 1]d) =
⋃

α1,...,αd∈R
Xα1,...,αd is a partition of C([0, 1]d).



898 Ana-Maria Acu and Heiner Gonska

Next it is shown that

(Bl1 ⊗ · · · ⊗Bld)|Xα1,...,αd

maps Xα1,...,αd onto itself and is a contraction.
For f, g ∈ Xα1,...,αd we have

|((Bl1 ⊗ · · · ⊗Bld)f) (x1, . . . , xd)− ((Bl1 ⊗ · · · ⊗Bld)g) (x1, . . . , xd)|

=

∣∣∣∣∣
l1∑

λ1=0

· · ·
ld∑

λd=0

(f − g)

(
λ1
l1
, . . . ,

λd
ld

)
pl1,λ1

(x1) · · · · · pld,λd(xd)

∣∣∣∣∣ ≤∑
(λ1,...,λd)∈{0,...,l1}×···×{0,...,ld}\V

∣∣∣∣(f − g)

(
λ1
l1
, . . . ,

λd
ld

)
pl1,λ1(x1) · · · · · pld,λd(xd)

∣∣∣∣
≤ ‖f − g‖∞

∑
(λ1,...,λd)∈{0,...,l1}×···×{0,...,ld}\V

pl1,λ1
(x1) · · · · · pld,λd(xd)

≤ ‖f − g‖∞

1−min
∑

(λ1,...,λd)∈V

pl1,λ1
(x1) · · · · · pld,λd(xd)


= ‖f − g‖∞ ·

(
1−min

{[
(1− x1)l1 + xl11

]
· · · · ·

[
(1− xd)ld + xldd

]})
≤ ‖f − g‖∞ ·

(
1− 1∏d

δ=1 2lδ−1

)
< 1.

Thus Bl1 ⊗· · ·⊗Bld on Xα1,...,αd is a contraction for all α1, . . . , αd ∈ R. On the other
hand, (Lf)(x1, . . . , xd) is a fixed point of Bl1 ⊗ · · · ⊗Bld .

So f ∈ C([0, 1]d) is in Xf(ε1),...,f(εd) and from the contraction principle we have

lim
n→∞

(Bl1 ⊗ · · · ⊗Bld)
n
f = Lf.

We summarize our observation in

Theorem 2.1. (Jachymski [8]) For fixed l1, . . . , ld ∈ N = {1, 2, . . . } one has

lim
n→∞

(Bl1 ⊗ · · · ⊗Bld)
n
f = Lf uniformly.

Here Bl1 ⊗ · · · ⊗Bld is the d-variate tensor product operator on C([0, 1]d) and

(Lf)(x1, . . . , xd) =
∑

(ε1,...,εd)

f(ε1, . . . , εd)pε1(x1) · · · · · pεd(xd), V = {0, 1}{1,...,d}.

In particular, for d = 2 we have the representation of Theorem A.

3. The Zhuk extension in the bi- and d-variate cases

Since the articles of Zhuk [18] and Gonska & Kovacheva [7] are hard to obtain,
we briefly describe the extension in the univariate situation, then carry it over to the
bivariate case and finally show what has to be done in d variables.
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3.1. Zhuk construction-univariate case

For f ∈ C[0, 1] and 0 < h ≤ 1

2
(b− a) define fh : [a− h, b+ h]→ R by

fh(x) :=


P−(x), a− h ≤ x < a,

f(x), a ≤ x ≤ b,
P+(x), b < x ≤ a+ h.

‖f − P−‖C[a,a+2h] = E1(f ; a, a+ 2h),

‖f − P+‖C[b−2h,b] = E1(f ; b− 2h, b).

Here P− and P+ denote the best approximations in Π1 on the intervals indicated and
with respect to the uniform norm.

Zhuk put

Sh(f ;x) :=
1

h

∫ h

−h

(
1− |t|

h

)
fh(x+ t)dt, x ∈ [a, b].

He showed [18, Lemma 1]: For f ∈ C[a, b], 0 < h ≤ 1

2
(b− a),

‖f − Shf‖∞ ≤
3

4
ω2(f ;h),

‖(Shf)′′‖L∞[a,b] ≤
3

2
h−2ω2(f ;h).

3.2. Construction of the bivariate Zhuk extension

Let f ∈ C([0, 1]2). On a fixed y-level we extend the partial function fy(x) =
f(·, y) from [0, 1]×{y} to [−h, 1+h]×{y} in complete analogy to the univariate case.
After integration, for each y ∈ [0, 1], we obtain

Sh(fy;x) :=
1

h

∫ h

−h

(
1− |t|

h

)
(fy)h(x+ t)dt, x ∈ [0, 1],

satisfying for 0 < h ≤ 1

2
:

‖fy − Shfy‖∞ ≤
3

4
ω2(fy;h),

‖(Shfy)′′‖L∞[0,1] ≤
3

2
h−2ω2(fy;h).

(On each y-level we could have even chosen hy with 0 < hy ≤
1

2
).

The same procedure we carry out for fx(y), y ∈ [0, 1], producing functions Shfx
such that

‖fx − Shfx‖C ≤
3

4
ω2(fx;h),

‖(Shfx)′′‖L∞[0,1] ≤
3

2
h−2ω2(fx;h).
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This can be done for all x ∈ [0, 1].
More explicitly,

ω2(fy;h) = sup{|fy(x− δ)− 2fy(x) + fy(x+ δ)| : |δ| ≤ h, x± δ ∈ [0, 1]}
= sup{|f(x− δ, y)− 2f(x, y) + f(x+ δ, y)| : |δ| ≤ h, x± δ ∈ [0, 1]}
≤ sup
y∈[0,1]

sup{|f(x− δ, y)− 2f(x, y) + f(x+ δ, y)| : |δ| ≤ h, x± δ ∈ [0, 1]}

= ω2(f ;h, 0).

Also, ω2(fx;h) ≤ ω2(f ; 0, h).
The quantities ω2(f ;h, 0) and ω2(f ; 0, h) are called ”partial moduli of smooth-

ness”. We have thus constructed auxiliary extensions of fy(·), y ∈ [0, 1], and fx(∗),
x ∈ [0, 1], on the domain shown below

y

1+h

y

x

0-h

0-h

1+h

x

Sh(fy; ·) and Sh(fx; ∗) are given on the inner (white) square only.

3.3. Zhuk extension, d-variate case

The construction described for the bivariate case can be easily generalized for
d ≥ 3 dimensions. To this end fix d− 1 ≥ 2 variables, say s2, . . . , sd. Then extend the

partial function fs2,...,sd(s1), 0 ≤ s1 ≤ 1, to −h ≤ s1 ≤ 1 + h, 0 < h ≤ 1

2
, and define

Sh(fs2,...,sd)(s1) :=
1

h

∫ h

−h

(
1− |t|

h

)
· (fs2,...,sd)h (s1 + t)dt.

This gives

‖fs2,...,sd − Shfs2,...,sd‖∞ ≤
3

4
ω2(fs2,...,sd ;h),

‖(Shfs2,...,sd)′′‖L∞[0,1] ≤
3

2
h−2ω2(fs2,...,sd ;h),

for each fixed s2, . . . , sd ∈ [0, 1]. Moreover, a common upper bound is

ω2(fs2 , . . . , sd;h) ≤ ω2(f ;h, 0, . . . , 0), for all s2, . . . , sd ∈ [0, 1],

and a corresponding inequality holds for any other choice of sδ, 2 ≤ δ ≤ d.
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4. An estimate for d-variate tensor product Bernstein operators

We first recall our 2006 estimate for the univariate case:

|Bnl (f ;x)−B1(f ;x)| ≤ 9

4
ω2

(
f ;

√
x(1− x)

(
1− 1

l

)n)
.

In two dimensions, it can be easily derived that

|(Bl ⊗Bm)n(f ;x, y)− (B1 ⊗B1)(f ;x, y)|
|[(Bnl −B1)⊗ (Bnm −B1)] (f ;x, y)|

≤ 9

4

[
ω2

(
f ;

√
x(1− x)

(
1− 1

l

)n
, 0

)
+ ω2

(
f ; 0,

√
y(1− y)

(
1− 1

m

)n)]
.

This extends to d dimensions. Here we have

|(s1Bl1 ◦ · · · ◦ sdBld)
n

(f(s1, . . . , sd);x1, . . . , xd)

− (s1B1 ◦ · · · ◦ sdB1) (f(s1, . . . , sd);x1, . . . , xd)|

≤ 9

4

d∑
δ=1

ω2

(
f ; 0, . . . , 0,

√
xδ(1− xδ)

(
1− 1

lδ

)n
, 0, . . . , 0

)
.

For d dimensions it is, without additional effort, possible to show∣∣(
s1B

n1

l1
◦ · · · ◦ sdB

nd
ld

)
(f(s1, . . . , sd);x1, . . . , xd)

− (s1B
n1
1 ◦ · · · ◦ sdB

nd
1 ) (f(s1, . . . , sd);x1, . . . , xd)|

=
[
(s1B

n1

l1
−s1 B1) ◦ · · · ◦ (sdB

nd
ld
−sd B1)

]
(f(s1, . . . , sd);x1, . . . , xd)

≤ 9

4

d∑
δ=1

ω2

(
f ; 0, . . . 0,

√
xδ(1− xδ)

(
1− 1

lδ

)nδ
, 0, . . . , 0

)
.

Note that for n = n1 = · · · = nδ the difference from above becomes

(s1Bl1 ⊗ · · · ⊗ sdBld)
n − (s1B1 ⊗ · · · ⊗ sdB1)

and is this the multivariate quantity considered by Jachymski. However, there is no
need to restrict oneself to this case.

5. Optimality

Questions are in order in how far our estimates are ”optimal”.

1. The constant
9

4
appearing repeatedly in this note most likely is not. There is

need for work in this direction.
2. If the function f is d-linear, then the sum of d ω2 -terms equals zero. If the

sum is zero, then each of its terms does so. This may occur if
(i) (x1, . . . , xd) is at a ’corner’ of the hypercube, and/or
(ii) lδ, the degree of Blδ , is equal to 1 for 1 ≤ δ ≤ d.
In any other case f must be d-linear to fulfill the condition ω2(f ; . . . ) = 0 for all

d terms and for an interior point of the hypercube while lδ ≥ 2, 1 ≤ δ ≤ d.



902 Ana-Maria Acu and Heiner Gonska

From (i) and (ii) it is evident that the sum of d ω2-terms is the correct expression
for tensor product Bernstein approximation over a (generalized) hypercube.

6. Concluding remark

It should have become clear that our, or a similar approach, may be used to
prove analogous results for many other operator sequences (which different authors
may consider). We feel that sums of partial moduli of smoothness are among the right
tools for tensor product approximation since they show the mutual independence of
the variables. Nonetheless, even better pointwise results are available but do not really
contribute to a better understanding.
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