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Abstract. In this work we use the method of lower and upper solutions to develop
an iterative technique, which is not necessarily monotone, and combined with a
fixed point theorem to prove the existence of at least one solution of nonlinear
fractional differential equations with nonlocal boundary conditions of integral
type.
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1. Introduction

Numerous phenomena in the applied sciences can be described by fractional
differential equations. In fact, several monographs and research papers have been de-
voted to the study of fractional differential equations and related boundary value
problems. We can mention the following books [12], [16], [17], [23], [25], [32], the
research papers [1, 4, 11, 13, 14] and the references therein. Following [21], Picone,
in 1908, was the first to introduce nonlocal boundary conditions for linear systems
of ordinary differential equations. The following survey [19] contains a great number
of references on nonlocal boundary problems for second order differential equations.
The analysis of elliptic boundary value problems with nonlocal conditions were initi-
ated in the paper [5]. The nonlocal condition has been proven more appropriate and
more precise in many physical problems than the classical initial condition. We refer
the reader to [3, 6, 9] and the references therein for a motivation regarding nonlocal
conditions. The lower and upper solutions method has been proven instrumental for
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proving the existence and location of solutions of boundary value problems for ordi-
nary differential equation and partial differential equation problems of integer orders.
See for example [7, 10, 15, 26]. Many people have been interested in the study of the
existence of solutions to boundary value problems for fractional differential equations
with nonlocal conditions, see [8], [29], [28] and the references therein.To our modest
knowledge only few research articles using the lower and upper solutions method for
fractional differential equations are available. See [13, 18, 24].

In this paper, we consider the following class of fractional differential equations

Dαu(t) + f(t, u) = 0, t ∈ (0, 1) , 1 < α ≤ 2, (1.1)

with a Neumann condition at the initial point and a nonlocal boundary condition of
integral type at the terminal point

u′(0) = 0, u(1) =

1∫
0

g (u(t)) dt. (1.2)

Here Dα is the Caputo fractional derivative of order α ∈ (1, 2], f : [0, 1]×R→ R and
g : R→ R satisfy conditions that will be specified later. We use the lower and upper
solutions method to develop an iterative method, which is not necessarily monotone
(see [22], [30]) and combined with the Schauder fixed theorem to prove the existence
of at least one solution for problem (1.1) - (1.2).

The rest of this paper is organized as follows. In Section 2 we recall some basic
definitions and results that are needed in the rest of the paper. In Section 3, we develop
the iterative technique in order to prove our main result concerning the existence of
a solution of the problem (1.1) - (1.2). Finally, we give an example to illustrate our
main result.

2. Preliminaries

In this section, we recall some basic definitions, notations and few results from
fractional calculus that we shall use in the remainder of the paper. Let I denote the
compact real interval [0, 1] and let C(I) denote the space of continuous functions
ω : I → R, equipped with the norm

‖ω‖0 = max
t∈I
|ω(t)| .

Cn(I), n ∈ N, is the space of continuous functions ω : I → R, such that ω(k) ∈ C(I)
k = 0, 1, 2, ..., n, equipped with the norm

‖ω‖Cn =

n∑
k=0

max
0≤t≤1

∣∣∣ω(k)(t)
∣∣∣ .
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Definition 2.1. (see [16]) The Riemann-Liouville fractional primitive of order α > 0
of a function f : (0,∞)→ R is given by

Iαf(t) =
1

Γ(α)

t∫
0

(t− s)α−1 f(s)ds, (2.1)

provided that the right-hand side is pointwise defined on (0,+∞), and where Γ is the
gamma function.

For instance, Iαf exists for all α > 0, when f ∈ L1 (I). Notice, also, that when
f ∈ C (I), then Iαf ∈ C (I) and moreover Iαf (0) = 0. The law of composition
IαIβ = Iα+β holds for all α, β > 0.

Definition 2.2. (see [16]) The Caputo fractional derivative of order α > 0 of a Cn

function f : (0,∞)→ R is given by

Dαf(t) = In−αf (n)(t) =
1

Γ(n− α)

t∫
0

f (n)(τ)

(t− τ)
α−n+1 dτ, (2.2)

where n = [α] + 1 and [α] is the integer part of α, provided that the right-hand side
is pointwise defined on (0,+∞).

Notice that Dαc = 0, where c is a real constant.

Remark 2.3. It is well known ( see for instance [16, Lemma 2.22 page 96], [31, Lemma
3.6 page 6]) that for α > 0

IαDαu(t) = u(t) + c0 + c1t+ ...+ cn−1t
n−1, for all t ∈ I,

where n = [α] + 1, and c0, c1, ..., cn−1 are real constants.

Lemma 2.4. Let α > 0. Then the differential equation on I

Dαu(t) = 0

has solutions u(t) = c0 + c1t+ ...+ cn−1t
n−1, t ∈ I, c0, c1, ..., cn−1 are real constants

and n = [α] + 1.

Lemma 2.5. Let α ∈ (1, 2) . Then the homogeneous problem{
Dαu(t) = 0, t ∈ I

u′(0) = 0, u(1) = 0

has only the trivial solution u(t) = 0 for all t ∈ I.

Lemma 2.6. Let f ∈ C2(I). Then for any α ∈ (1, 2) Dαf exists and is continuous on
I.

Proof. It follows from (2.2) with α ∈ (1, 2) that

Dαf(t) = I2−αf ′′(t) =
1

Γ(2− α)

t∫
0

f ′′(τ)

(t− τ)
α−1 dτ,
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so that

|Dαf(t)| ≤ 1

Γ(2− α)

t∫
0

|f ′′(τ)|
(t− τ)

α−1 dτ ≤
‖f ′′‖0

Γ(2− α)

t∫
0

1

(t− τ)
α−1 dτ.

Since
t∫

0

1

(t− τ)
α−1 dτ =

t2−α

2− α
≤ 1

2− α

we obtain

‖Dαf‖0 ≤
‖f ′′‖0

(2− α) Γ(2− α)
.

To prove the continuity of Dαf on I, let t ≥ t0 ∈ I. Then

Dαf(t)−Dαf(t0) =
1

Γ(2− α)

t∫
0

f ′′(τ)

(t− τ)
α−1 dτ −

1

Γ(2− α)

t0∫
0

f ′′(τ)

(t0 − τ)
α−1 dτ

=
1

Γ(2− α)

t0∫
0

f ′′(τ)

(t− τ)
α−1 dτ+

1

Γ(2− α)

t∫
t0

f ′′(τ)

(t− τ)
α−1 dτ−

1

Γ(2− α)

t0∫
0

f ′′(τ)

(t0 − τ)
α−1 dτ

=
1

Γ(2− α)

t0∫
0

f ′′ (τ)

(
1

(t− τ)
α−1 −

1

(t0 − τ)
α−1

)
dτ +

1

Γ(2− α)

t∫
t0

f ′′(τ)

(t− τ)
α−1 dτ.

Notice that (t0 − τ)
α−1 ≤ (t− τ)

α−1
so that∣∣∣∣∣ 1

(t− τ)
α−1 −

1

(t0 − τ)
α−1

∣∣∣∣∣ =
1

(t0 − τ)
α−1 −

1

(t− τ)
α−1 .

Hence

|Dαf(t)−Dαf(t0)| ≤
‖f ′′‖0

Γ(2− α)

t0∫
0

(
1

(t0 − τ)
α−1 −

1

(t− τ)
α−1

)
dτ

+
‖f ′′‖0

Γ(2− α)

t∫
t0

1

(t− τ)
α−1 dτ.

Simple integrations give

t0∫
0

(
1

(t0 − τ)
α−1 −

1

(t− τ)
α−1

)
dτ =

1

2− α

(
(t− t0)

2−α
+ t2−α0 − t2−α

)
, (2.3)

and
t∫

t0

1

(t− τ)
α−1 dτ =

(t− t0)
2−α

2− α
.
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Using lemma 2 in [14] we have for t ≥ t0 and 1 > 2− α ≥ 0∣∣t2−α0 − t2−α
∣∣ ≤ (t− t0)

2−α
.

Combining the above computations we see that

|Dαf(t)−Dαf(t0)| ≤ 3 (t− t0)
2−α

(2− α) Γ(2− α)
.

If t0 > t, we interchange the role of t and t0 in the preceding computations and we
arrive at the same result. Therefore

lim
t→t0
|Dαf(t)−Dαf(t0)| = 0.

�

The following results play an important role in the proof of our main result.
Theorem 2.7. [2, Corollary 2.1 page 3] Let f ∈ C2(I) attains its minimum over the
interval I at the point t0 ∈ (0, 1) and f ′(0) ≤ 0. Then Dαf(t0) ≥ 0 for any α ∈ (1, 2) .

Changing f to −f we obtain

Theorem 2.8. Let f ∈ C2(I) attains its maximum over the interval I at the point
t0 ∈ (0, 1) and f ′(0) ≥ 0. Then Dαf(t0) ≤ 0 for any α ∈ (1, 2) .
Definition 2.9. [20]. Let E and F be Banach spaces. An operator T : E → F is called
a completely continuous operator if T is continuous and maps any bounded subset of
E into relatively compact subset of F.

Theorem 2.10. (Schauder fixed point theorem, [27]) If Ω is a closed bounded convex
subset of a Banach space E and T : Ω → Ω is completely continuous, then T has at
least one fixed point in Ω.

We shall use the following notation. For U, V ∈ C2(I), U ≤ V means U (t) ≤ V (t)
for all t ∈ I. Also, [U, V ] := {v ∈ C2(I); U ≤ v ≤ V }.

3. Main result

In this section, we shall apply the lower and upper solutions method to develop
an iterative technique to prove the existence of solutions to problem (1.1) - (1.2).

Definition 3.1. We call a function u a lower solution for problem (1.1) - (1.2), if u ∈
C2(I) and 

Dαu(t) + f(t, u(t)) ≥ 0, t ∈ (0, 1)

u′(0) = 0, u(1) ≤
1∫
0

g (u(t)) dt.

Definition 3.2. We call a function u an upper solution for problem (1.1) - (1.2), if u ∈
C2(I) and 

Dαu(t) + f(t, u(t)) ≤ 0, t ∈ (0, 1)

u′(0) = 0, u(1) ≥
1∫
0

g (u(t)) dt.
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Definition 3.3. A solution of (1.1) - (1.2) is a function u ∈ C2(I) that is both a lower
solution and an upper solution of the problem.

Define a truncation operator τ : C2(I)→ [u, u] by

τ (y) = max{u,min(y, u)}.
Then τ (y) = u if y ≤ u, τ (y) = y if y ∈ [u, u] and τ (y) = u if y ≥ u. Moreover τ is a
continuous and bounded operator. In fact, we have

‖τ (u)‖0 ≤ max (‖u‖0 , ‖u‖0) .

We now provide sufficient conditions on the nonlinearities f, g that will allow us to
investigate problem (1.1) - (1.2).
(H1) f : I × R → R is continuous and satisfies (f(t, v1)− f(t, v2)) (v1 − v2) < 0, for
all t ∈ I, v1 > v2.
(H2) g : R→ R is continuous and nondecreasing.

Theorem 3.4. Assume that Problem (1.1) - (1.2) has a lower solution u, an upper
solution u such that u(t) ≤ u(t), for all t ∈ I, and (H1), (H2) hold. Then Problem (1.1)
- (1.2) has at least one solution u∗ ∈ C2(I) such that u(t) ≤ u∗(t) ≤ u(t), t ∈ I.

Proof. The proof will be given in several steps.
Step1: Modification of the problem. Let φ : I × [u, u] → R and ψ : [u, u] → R be
defined, respectively, by

φ (t, u) = f (t, τ (u)) , ψ (u) = g (τ (u)) .

It is clear that φ, ψ are continuous and bounded. Moreover, for v1 > v2 in [u, u] , we
have τ (v1) = v1 and τ (v2) = v2, so that φ (t, v1) = f (t, v1) and φ (t, v2) = f (t, v2)
hence (φ (t, v1)− φ (t, v2)) (v1 − v2) < 0 for all t ∈ I and u ≤ v2 < v1 ≤ u. Similarly,
ψ (u) = g (u) , for all u ∈ [u, u] , so that ψ is nondecreasing in [u, u].

We consider the following modified boundary value problem
Dαu(t) + φ(t, u(t)) = 0, t ∈ (0, 1) , 1 < α ≤ 2

u′(0) = 0, u(1) =
1∫
0

ψ (u(t)) dt
(3.1)

We will show that the modified problem (3.1) has at least one solution u∗ ∈ [u, u] .
It follows that τ (u∗) = u∗ so that φ (t, u∗) = f (t, u∗) , ψ (u∗) = g (u∗). This implies
that u∗ is a solution of our original problem (1.1) - (1.2).
Step2. Let b ∈ R. Consider the auxiliary problem{

Dαu(t) + φ(t, u(t)) = 0, t ∈ (0, 1) , 1 < α ≤ 2
u′(0) = 0, u(1) = b

(3.2)

Claim. If (H1) is satisfied then ( 3.2) has a unique solution.
Proof. Uniqueness. Assume ( 3.2) has two solutions y, z. We show that y (t) = z(t)
for all t ∈ I. Suppose, on the contrary, that there is ξ ∈ I such that y (ξ) 6= z(ξ).
Assume, for definiteness that y (ξ) > z(ξ). Let w (t) = y (t)− z(t) for all t ∈ I. Then
w (ξ) > 0. By the continuity of w on I it follows that there exists ξ0 ∈ I such that
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w (ξ0) := max
t∈I

w(t) > 0. Then ξ0 ∈ [0, 1) because w′ (0) = w (1) = 0. Theorem 2.8

implies that Dαw(ξ0) ≤ 0. Then

0 ≥ Dαw(ξ0)w (ξ0) = (Dαy (ξ0)−Dαz (ξ0)) (y (ξ0)− z (ξ0)) .

It follows from the first equation in ( 3.2) and (H1) that

0 ≥ −(φ(ξ0, y(ξ0)− φ(ξ0, z(ξ0)) (y (ξ0)− z (ξ0)) > 0.

This contradiction shows that y (t) ≤ z(t) for all t ∈ I. Similarly we show that
z (t) ≤ y(t) for all t ∈ I. Therefore y (t) = z(t) for all t ∈ I.
Existence. It follows from Remark 2.3 that for u ∈ C2(I) and any α ∈ (1, 2) we have

IαDαu(t) = u(t)− c0 − c1t, for all t ∈ I,
where c0, c1 are real constants. The first equation in ( 3.2) implies that

u(t) = −Iαφ(t, u(t)) + c0 + c1t, for all t ∈ I.
Simple computations lead to

u(t) =

∫ 1

0

G(t, s)φ(s, u(s))ds+ b, (3.3)

where G(t, s) is Green’s function corresponding to the linear homogeneous problem.
This function exists because the homogeneous problem has only the trivial solution,
see Lemma 2.5. It is given by

G(t, s) =
1

Γ (α)

 (1− s)α−1 , 0 ≤ t < s ≤ 1

(1− s)α−1 − (t− s)α−1 , 0 ≤ s < t ≤ 1

.

Conversely, if u ∈ C(I) is a solution of ( 3.3) then u ∈ C2(I) and is a solution of (

3.2). Indeed, let v(t) =
∫ 1

0
G(t, s)φ(s, u(s))ds+ b. Then

v(t) = b− 1

Γ (α)

∫ t

0

(t− s)α−1 φ(s, u(s))ds+
1

Γ (α)

∫ 1

0

(1− s)α−1 φ(s, u(s))ds.

v(t) = b− Iαφ (·, u (·)) (t) + Iαφ (·, u (·)) (1)

Obviously v(1) = b. Also

v′(t) = −α− 1

Γ (α)

∫ t

0

(t− s)α−2 φ(s, u(s))ds,

so that v′(0) = 0. Moreover, it ias clear that v′ ∈ C1(I), i.e. v ∈ C2(I). By Lemma
2.6 Dαv(t) exists and

Dαv(t) = Dα (b− Iαφ (·, u (·)) (t) + Iαφ (·, u (·)) (1))

= −DαIαφ (·, u (·)) (t) = −φ (t, u(t)) .

Hence

Dαu(t) = −φ (t, u(t)) ,

i.e.

Dαu(t) + φ (t, u(t)) = 0.
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Now, define an operator T : C(I)→ C(I) by the right-hand side of ( 3.3), i.e.

(Tu) (t) =

∫ 1

0

G(t, s)φ(s, u(s))ds+ b, for all t ∈ I. (3.4)

We show that T is continuous and uniformly bounded. Let (un)n∈N be a sequence
in C(I) which converges uniformly to u. Then u ∈ C(I). It follows from the uniform
continuity ofG (., .) on the compact rectangle I×I there isG0 > 0 such that |G(t, s)| ≤
G0 for all (t, s) ∈ I × I. Also, φ : I × [u, u]→ R is continuous and bounded. It follows
that the exists Mφ > 0 such that |φ(t, u(t))| ≤ Mφ for all t ∈ I. The equation ( 3.4)
implies that

‖Tun − Tu‖0 ≤ G0

∫ 1

0

|φ(s, un(s))− φ(s, u(s))| ds→ 0 as n→∞.

Moreover

‖T (u)‖0 ≤ G0Mφ + |b| := ρ.

Let Ω := {u ∈ C(I); ‖u‖0 ≤ ρ}. Then Ω is a closed, bounded and convex subset of

C(I). Also, T (Ω) ⊂ Ω. Now, we show that T (Ω) is a compact subset of C(I). First,
T (Ω) is equicontinuous. Let (t, s) ∈ I × I with s ≤ t. Then for all u ∈ Ω

(Tu) (t)− (Tu) (s) =

∫ 1

0

(G(t, σ)−G(s, σ))φ(σ, u(σ))dσ.

It follows that

|(Tu) (t)− (Tu) (s)| ≤
∫ 1

0

|G(t, σ)−G(s, σ)| |φ(σ, u(σ))| dσ.

|(Tu) (t)− (Tu) (s)| ≤Mφ

∫ 1

0

|G(t, σ)−G(s, σ)| dσ. (3.5)

The uniform continuity of Green’s function implies that for every ε > 0 there is δ1 > 0
such that for all (t, s) ∈ I × I with |t− s| < δ1 we have

|G(t, σ)−G(s, σ)| ≤ ε

Mφ
.

It follows from (3.5) that for all (t, s) ∈ I × I with |t− s| < δ1 we have for all u ∈ Ω

|(Tu) (t)− (Tu) (s)| < ε.

Next, we show that T (Ω) is equicontinuous. Given ε > 0 there is δ > 0 such that for
any u ∈ Ω and |t− s| < δ we have

|(Tu) (t)− (Tu) (s)| < ε/3. (3.6)

Now, let v ∈ T (Ω). Then there is u ∈ Ω such that

‖v − T (u)‖0 ≤ ε/3, (3.7)

i.e.

|(Tu) (t)− v(t)| < ε/3.
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Hence for |t− s| < δ we have for all v ∈ T (Ω)

|v (t)− v(s)| ≤ |v (t)− (Tu) (t)|+ |(Tu) (t)− (Tu) (s)|+ |(Tu) (s)− v(s)| < ε.

By Ascoli-Arzela Theorem we conclude that T (Ω) is a compact subset of C(I). Hence
the operator T is completely continuous. Schauder fixed point theorem (see Theorem
2.10) implies that T has a fixed point v∗ in Ω, which is unique as shown earlier. So
that

v∗ (t) = T (v∗(t)) =

∫ 1

0

G(t, s)φ(s, v∗(s))ds+ b, for all t ∈ I. (3.8)

It follows from ( 3.8) that v∗ is the (unique) solution of the auxiliary problem ( 3.2).
Step3. We develop an iterative method to show that the modified problem has at
least one solution. Define a sequence (uk)k∈N in the following way. Let u0 = u and
for k ≥ 1 

Dαuk(t) + φ(t, uk(t)) = 0, t ∈ (0, 1) , 1 < α ≤ 2

u′k(0) = 0, uk(1) =
1∫
0

ψ (uk−1(t)) dt
(3.9)

Notice that u′k(0) and uk(1) do not depend on the unknown function uk. We see that
problem ( 3.9) is similar to the previous auxiliary problem ( 3.2). Therefore, for each
k ∈ N, ( 3.9) has a unique solution uk ∈ Ω. This implies that the sequence (uk)k∈N
is uniformly bounded. Hence it has convergent subsequence (ukj)j∈N . Observe that

the subsequence
(
ukj−1

)
j∈N may not converge to the same limit as the subsequence

(ukj)j∈N . We use a diagonalization process to have lim
kj→∞

ukj = lim
kj−1

ukj−1 = u∗. It

follows from ( 3.3) that ( 3.9) is equivalent to

uk(t) =

∫ 1

0

G(t, s)φ(s, uk(s))ds+

1∫
0

ψ (uk−1(t)) dt, for all t ∈ I.

Take limit as kj →∞, using the continuity of φ and ψ, we obtain

u∗(t) =

∫ 1

0

G(t, s)φ(s, u∗(s))ds+

1∫
0

ψ (u∗(t)) dt, for all t ∈ I.

Therefore


Dαu∗(t) + φ(t, u∗(t)) = 0, t ∈ (0, 1) , 1 < α ≤ 2

u∗
′
(0) = 0, u∗(1) =

1∫
0

ψ (u∗(t)) dt
(3.10)

Step4. To complete the proof of our main result we need to prove that u ≤ u∗ ≤ u,
i.e. for all t ∈ I

u (t) ≤ u∗ (t) ≤ u (t) .

We only show that u (t) ≤ u∗ (t) for all t ∈ I. We proceed by contradiction. Assume,
on the contrary that there is t1 ∈ (0, 1) such that u (t1) > u∗ (t1) . Let w (t) =
u (t) − u∗ (t) for all t ∈ I. Then w ∈ C (I) ∩ C2 (0, 1) and w (t1) > 0. It follows that
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there is t0 ∈ I such that w (t0) = max
t∈I

w (t) > 0. It follows from Theorem 2.8 that

Dαw (t0) ≤ 0. The first equation in ( 3.1) and assumption (H1) imply that

0 ≥ Dαw (t0) w (t0) = (Dαu (t0)−Dαu∗ (t0)) (u (t0)− u∗ (t0))

= − (φ (t0, u (t0))− φ (t0, u
∗ (t0))) (u (t0)− u∗ (t0)) > 0.

We arrive at a contradiction. Thus, w(t) = u (t)− u∗ (t) ≤ 0 for all t ∈ (0, 1) . Now,
if t0 = 0 we have w′(0) = 0. If w (0) > 0, it follows from the continuity of w that
there exists a small interval [0, a] ⊂ I such that w(t) > 0 for all t ∈ [0, a]. This is not
possible from the previous argument. Hence w (0) = u (0)−u∗ (0) ≤ 0. Also, if t0 = 1
we have from the definition of u and u∗ and the monotonicity of ψ

u (1)− u∗ (1) ≤
1∫

0

ψ (u(t)) dt−
1∫

0

ψ (u∗(t)) dt =

1∫
0

(ψ (u(t))− ψ (u∗(t))) dt ≤ 0.

Therefore u (t) ≤ u∗ (t) for all t ∈ I. Similarly we show that u∗ (t) ≤ u(t) for all t ∈ I.
We infer that u (t) ≤ u∗ (t) ≤ u(t) for all t ∈ I, i.e. u∗ ∈ [u, u] . We deduce that for
all t ∈ I

φ(t, u∗(t)) = f(t, u∗(t)), and ψ (u∗(t)) = g (u∗(t)) .

Consequently, 
Dαu∗(t) + f(t, u∗(t)) = 0, t ∈ (0, 1) , 1 < α ≤ 2

u′∗(0) = 0, u∗(1) =

1∫
0

g (u∗(t)) dt
.

Finally, we see that u∗ is the desired solution to our original problem. This completes
the proof of our main result. �

Example 3.5. We consider the following boundary value problem
D

3
2u(t)− 1 + e−u(t) = 0, t ∈ (0, 1)

u′(0) = 0, u(1) =

1∫
0

(
1− e−u(t)

)
dt.

(3.11)

We have α = 3/2, f(t, u) = −1 + e−u, and g(u) = 1 − e−u. We see that f, g are
continuous. For u > v the mean value theorem implies

f(t, u)− f(t, v) =
(
−1 + e−u

)
−
(
−1 + e−v

)
=
(
e−u − e−v

)
= −e−z (u− v) ,

where z is in the segment [v, u] . Hence (f(t, u)− f(t, v)) (u− v) = −e−z (u− v)
2
< 0.

Hence f satisfies (H1). Also, g′(u) = e−u > 0, so that g satisfies (H2). We see that
u(t) = 0 is a lower solution for problem ( 3.11) and u(t) = 1 is an upper solution
for problem ( 3.11). Applying Theorem 3.4, we see that the problem ( 3.11) has at
least one solution u∗ ∈ C2(I) with 0 ≤ u∗(t) ≤ 1, for all t ∈ I. Notice that we have
obtained the existence of a nonnegative solution.
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