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Spline and fractal spline interpolation

Ildiko Somogyi and Anna Soós

Abstract. The classical methods of real data interpolation can be generalized by
fractal interpolation. These fractal interpolation functions provide new methods
of approximation of experimental data. This paper presents an application of
these interpolation methods.
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1. Spline interpolation

Let Hm,2[a, b], m ∈ N
∗ be the set of functions f ∈ Cm−1[a, b] with f (m−1)

absolutely continuous on [a, b] and f (m) ∈ L2[a, b], Λ = {λi | λi : Hm,2[a, b] → R,
i = 1..., n} a set of linear functionals, y ∈ R

n and

U = Uy = {f ∈ Hm,2[a, b]|λi(f) = yi, i = 1, ..., n}.

Definition 1.1. The problem that consists of determining the elements s ∈ U such that

‖s(m)‖2 = inf
u∈U

‖u(m)‖2

is called a polynomial spline interpolation problem.

For the solution of a spline interpolation problem we can give the following
structural characterization theorem ([3]) in the most general case, when we have
Birkhoff type functionals. The set of Birkhoff type functionals is given by:

Λ = {λij |λijf = f (j)(xi), i = 1, ..., n, j ∈ Ii},

for Ii ⊆ {0, ..., ri}, ri ∈ N, ri < m, and xi ∈ [a, b], i = 1, ..., k.

Theorem 1.2. Let Λ be a set of Birkhoff type functionals and let U be the corresponding
interpolatory set. The functions s ∈ U is a solution of the spline interpolation problem
if and only if:

1. s(2m)(x) = 0, x ∈ [x1, xk] \ {x1, ...xk},
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2. s(m)(x) = 0, x ∈ (a, x1) ∪ (xk, b),
3. s(2m−µ−1)(xi− 0) = s(2m−µ−1)(xi+0), µ ∈ {0, 1, ...,m− 1}− Ii for i = 1, ..., k.

The characterization theorem states that the solution s of the polynomial spline
interpolation problem is a polynomial of 2m − 1 degree on each interior interval
(xi, xi+1) and it is a polynomial of m− 1 degree on the intervals [a, x1) and (xk, b].
Furthermore, the derivative of order 2m−µ− 1 is continuous in xi if the value of the
νth ordin derivative in xi does not belong to Λ.

Definition 1.3. The solution s of the polynomial spline interpolation problem is called
a natural spline function of order 2m− 1.

When Λ = {λi|λi(f) = f(xi), i = 1, ..., n} is the set of Lagrange type functionals,
with xi ∈ [a, b], i = 1, ..., n and n ≥ m, then for every f ∈ Hm,2[a, b] the interpolation
spline function SLf exists and is unique.
The function SLf may be written in the form

SLf =

n
∑

k=1

skf(xk),

where sk, k = 1, .., n are the fundamental interpolation spline functions. To determine
these functions we can use the characterization theorem and we have

sk(x) =

m−1
∑

i=0

aki xi +

n
∑

j=1

bkj (x− xj)
2m−1
+ , k = 1, ..., n,

with aki , i = 0, ...,m − 1 and bkj , j = 1, ..., n obtained as the solution of the following
systems:

spk(α) = 0, p = m, ..., 2m− 1, and α > xn

sk(xν) = δkν , ν = 1, ..., n

for k = 1, ..., n.
We collect form the server of our university some data regarding the internet traffic.
We process these data with Lagrange type cubic spline function, and we obtain the
following figure:
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Figure 1. Spline interpolation: for internet traffic data
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2. Fractal functions

Let (X, d) be a complete metric space, and D(X) be the class of all non-empty
closed bounded subsets of X. Then (D(X), h) is a complete metric space with the
Hausdorff metric: h : D(X)×D(X) → R

h(A,B) := sup{sup
a∈A

inf
b∈B

d(a, b), sup
b∈B

inf
a∈A

d(a, b)}

Let E ⊂ X , p ≥ 0, ǫ > 0, |E| denote the diameter of the subset E, and define
the Hausdorff p-dimensional measure of E:

Hp(E) := lim
ǫ→0

Hp
ǫ (E) = sup

ǫ>0
Hp

ǫ (E),

where

Hp
ǫ (E) := inf

{

∞
∑

i=1

|Ei|
p, E ⊂ ∪∞

i=1Ei, |Ei| < ǫ

}

.

For each E there is a unique real number q, named the Hausdorff dimension of E,
such that

Hp(E) =

{

+∞ if 0 ≤ p < q
0 if q < p < ∞

B. Mandelbrot define fractal as the set of which Hausdorff dimension is noninteger.
The functions f : I → R, where I is a real closed interval, is named by M. F.

Barnsley fractal function if the Hausdorff dimensions of their graphs are noninteger.
Let be N a natural number, N > 1, and let wi : X → X : i ∈ {1, ..., N} be

continuous functions. Then we call {X,wi : i = 1, ..., N} an iterated function system
(IFS).

If, for some 0 ≤ k < 1 and all i ∈ {1, ..., N},

d(wi(x), wi(x
′)) ≤ kd(x, x′), ∀x, x′ ∈ X,

then the IFS is named hyperbolic.
Define W : D(X) → D(X) by

W (A) := ∪N
i=1wi(A),

where wi(A) = {wi(x) : x ∈ A}.
W is a contraction mapping if the IFS is hyperbolic:

h(W (A),W (B)) ≤ kh(A,B)∀A,B ∈ D(X).

Any set G ∈ D(X) such that W (G) = G is called an attractor for the IFS.

Theorem 2.1. (Hutchinson [4]) Let {X,wi i = 1, ..., N} an hyperbolic IFS. There is a
unique compact set G ⊂ X, such that W (G) = G, and

G := lim
n→∞

Wn(E), E ∈ D(X), W 0.

Let {(xi, yi) ∈ R2, i = 0, 1, · · · , N} be given, and I = [x0, xN ]. The functions
f : I → R,which interpolate the data according to f(xi) = yi, i = 0, 1, ..., N , and
whose graphs are attractors of IFS are fractal interpolation functions .
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Let be X = I × [a, b] with Euclidean metric d, In = [xn−1, xn] un : I → In, n ∈
{1, 2, ..., N}, contractive homeomorphism such that

un(x0) := xn−1, un(xN ) := xn, ∀n ∈ {1, · · · , N}.

|un(c1)− un(c2)| ≤ l|c1 − c2|, c1, c2 ∈ I, 0 ≤ l < 1

vn : X → [a, b] continuous, with

vn(x0, y0) := yn−1, vn(xN , yN ) := yn, ∀n ∈ {1, · · · , N}.

|vn(c, d1)− vn(c, d2)| ≤ q|d1 − d2|, c ∈ I, d1, d2 ∈ [a, b], 0 ≤ q < 1.

Let wn : X → X, n ∈ {1, 2, ..., N}

wn(x, y) = (un(x), vn(x, y)).

Than {X,wn : n = 1, 2, ..., N} is an IFS but may not be hyperbolic.

Theorem 2.2. (Barnsley [1]) For the IFS {X,wn : n = 1, 2, ..., N} defined above, there
is a metric d equivalent to the Euclidean metric, such that the IFS is hyperbolic with
respect to d. The unique attractor G of the IFS is the graph of a continuous function
f : I → R which interpolates the data set {(xi, yi) ∈ R2, i = 0, 1, · · · , N}

The following example given by Barnsley is used in many articles to give the
iterated function system for the most widely studied fractal interpolation function.

Example 2.3. [1] Let {(xi, yi) ∈ R2, i = 0, 1, · · · , N}, N > 1

wn(x, y) =

(

an 0
cn dn

)(

x
y

)

+

(

en
fn

)

,

where |dn| < 1 is given, an, cn, en, fn are real number such that

wn(x0, y0) := (xn−1, yn−1), wn(xN , yN) := (xn, yn)

From the above equations follows that

an =
xn − xn−1

xN − x0
,

cn =
yn − yn−1

xN − x0
−

dn(yN − y0)

xN − x0
,

en =
xNxn−1 − x0xn

xN − x0

fn =
xNyn−1 − x0yn

xN − x0
−

dn(xNy0 − x0yN)

xN − x0
.

wn is a shear transformation: it maps lines parallel to the y-axis into the lines parallel
to the y-axis, dn is the vertical scaling factor.
Using the same data regarding the internet traffic, we construct the iterated function
system, and we implement this in MatLab. The graph of the fractal interpolation
function for these data is given in Figure 2.
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Figure 2. Fractal interpolation: for internet traffic data

3. Spline fractal interpolation functions

Let be

un(x) = anx+ bn

and

vn(x, y) = αny + qn(x)

where an and bn can be obtained from the relations for an, en, given in example and
−1 < αn < 1.

The function f is a cubic spline fractal interpolation function, which interpolates
the set of ordinates y0, y1, ..., yN with respect to the mesh x0 < x1 < ... < xN if f is of
class C2[x0, xN ], who satisfies the interpolation conditions f(xi) = yi, i = 0, 1, ..., N ,
and the graph of f is fixed point of the iterated function system {R2;ωn(x, y), n =
1, 2, ..., N}, where ωn(x, y) = (unx, vn(x, y)), and the function qn(x) is a suitable cubic
polynomial.

In order to construct the cubic spline fractal interpolation function for the inter-
net traffic data, we use the algorithm used by Chand and Kapoor in ([2]), where the cu-
bic spline functions are constructed by the moments Mn = f ′′(xn) for n = 1, 2, ..., N .

Let G = {f : I → R, f is continuous, f(x0) = y0, f(xN ) = yN}, and ρ be the
sup-norm on G, then (G, ρ) is a complete metric space, and the fractal interpolation
function is the unique fixed point of the Read-Bajraktarević operator T on (G, ρ) so
that

Tf(x) ≡ vn(u
−1
n (x), f(u−1

n (x))) = f(x), n = 1, 2, ..., N. (3.1)

In the algorithm mentioned above, Chand and Kapoor obtained from the properties
of a fractal spline interpolation function, that the cubic spline fractal interpolation
function in terms of the moments can be written as

f(un(x)) = a2n

{

αnf(x) +
(Mn − αnMN)(x − x0)

3

6(xN − x0)
+

(Mn−1 − αnM0)(xN − x)3

6(xN − x0)

−
(Mn−1αnM0)(xN − x0)(xN − x)

6
−

(MN − αnMN )(xN − x0)(x− x0)

6

+

(

yn−1

a2n
− αny0

)

xN − x

xN − x0
+

(

yn
a2n

− αnyN

)

x− x0

xN − x0

}

, n = 1, 2, ..., N,
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also they give the system of equations from where the moments can be obtained:

A∗

nf
′(x0) +AnM0 + µMn−1 + 2Mn + λMn+1 +BnMN +B∗

nf
′(xN )

=
6[(yn+1 − yn)/hn+1 − (yn − yn−1)/hn]

hn + hn+1
−

6(an+1αn+1 − anαn)

hn + hn+1

yN − y0
xN − x0

,

where

A∗

n =
−6an+1αn+1

hn + hn+1
, An =

−(αnhn + 2αn+1hn+1)

hn + hn+1
,

αn =
6

hn + hn+1
, µn = 1− λn,

Bn =
−(2αnhn + αn+1hn+1)

hn + hn+1
, B∗

n =
6anαn

hn + hn+1

for n = 1, 2, ..., N − 1 and xn − xn−1 = hn for n = 1, 2, ..., N .

Solving the systems of equations and using the boundary conditions where the
values of the first derivative are prescribed at the endpoints of the interval [x0, xN ],
we have the moments Mn, n = 0, 1, ..., N which are used in the construction of the
iterated function system given by the relations from ([2])

{R2;ωn(x, y) = (un(x), vn(x, y)), n = 1, 2, ..., N}, (3.2)

where un(x) = anx+ bn and

vn(x, y) = a2n

{

αnf(x) +
(Mn − αnMN )(x− x0)

3

6(xN − x0)
+

(Mn−1 − αnM0)(xN − x)3

6(xN − x0)

−
(Mn−1αnM0)(xN − x0)(xN − x)

6
−

(MN − αnMN)(xN − x0)(x− x0)

6

+

(

yn−1

a2n
− αny0

)

xN − x

xN − x0
+

(

yn
a2n

− αnyN

)

x− x0

xN − x0

}

, n = 1, 2, ..., N.

The graph of the cubic spline is the fixed point of the iterated function system given
by (3.2).

We made a MatLab implementation of this algorithm. It can be used for arbitrary
set of data, in the case of the data studied before, the cubic spline fractal interpolation
function will have the form given in Figure 3.

The cubic spline interpolation function is an important tool in computer graph-
ics, CAGD, differential equations and several engineering applications and it is of
class C2. Generally, affine fractal interpolation functions are nondifferentiable func-
tions. Therefore the cubic spline fractal interpolation it seems to be a good method in
data processing, because it has better properties and it can be used with all possible
boundary conditions like in the case of classical splines.



Spline and fractal spline interpolation 199

Figure 3. Spline fractal interpolation: for internet traffic data
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[4] Hutchinson, J.E., Fractals and Self Similarity, Indiana University Mathematical Journal,
30(1981), no. 5, 713-747.

[5] Navascués, M.A., Meyer, M.V., Some results of convergence of cubic spline fractal inter-

polation functions, Fractals, 11(2003), 105-122.

[6] Soós, A., Jakabffy, Z., Fractal analysis of normal and pathological body temperature graphs,
Proceedings of the Tiberiu Popoviciu Itinerant Seminar of Functional Equations, Approx-
imation and Convexity, Cluj, May 22-26, 2001, 247-254.

Ildiko Somogyi
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