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Finite difference scheme for a high order
nonlinear Schrödinger equation with localized
damping
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Abstract. In this work we present a finite difference scheme used to solve a High
order Nonlinear Schrödinger Equation. These equations can model the propaga-
tion of solitons travelling in fiber optics ([3], [11]). The scheme is designed to
preserve the numerical energy at L2 level, and control the energy at H1 level for
a suitable choose on the equation’s parameters. We show numerical results dis-
playing conservation properties of the schemes using solitons as initial conditions.

Mathematics Subject Classification (2010): 35Q55, 65-06, 65M06, 65Z05.

Keywords: High order, nonlinear Schrödinger equation, localized damping, dissi-
pation, finite difference methods.

1. Introduction

We will study a numerical solution of a Higher order Non-Linear Schrödinger
(HNLS) equation over an interval Ω := [0, L]:

iut + a1uxx + ia2uxxx + a3|u|2u + ia4|u|2ux + ia5u|u|2x + ia(x)u = 0, Ω× (0, T )

u(0, t) = u(L, t) = 0, ux(L, t) = 0, t ≥ 0

u(x, 0) = u0 in Ω

(1.1)
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where a1, a2, a3, a4, a5 ∈ R, a1, a3 ≥ 0, and u = u(x, t) is a complex valued function.
The damping function a(x) belongs to L∞(Ω) and assumed to be such that

a(x) > a0 > 0 a.e. in an open, non-empty subset ω of (0, L), (1.2)

where it is acting effectively. This equation plays an important rule in soliton theory. It
has applications in the propagation of femtosecond optical pulses in a monomode opti-
cal fiber, accounting for additional effects such as third order dispersion, self-steeping
of the pulse, and self-frequency shift [11]. When a(x) = 0, we can also consider equa-
tion (1.1) as a generalization of the classical Nonlinear Schrödinger (NLS) equation

iut + a1uxx + a2|u|2u = 0 (1.3)

which can be obtained using a3 = a4 = a5 = 0 in (1.1). This equation describes
the electric field envelope of a laser beam in a medium with Kerr nonlinearity [7].
It is also known in plasma physics, where it describes Langmuir waves in a plasma
with non-homogeneous density [10]. If in (1.1) we also take a1 = a2 = 0, a3 = 1,
a5 = 0 and a4 = 6, we can obtain a modified Korteweg-de Vries (KdV) equation
which studies, for example, surface waves on conducting nonviscous incompressible
liquid under the presence of a transverse electric field [16]. The KdV equation has also
great importance in the study of surface water waves [12]. In this sense, numerically
solving (1.1) can also solve many subproblems derived from it.

When considering a(x) = 0, Carvajal proved in [4] for a3a5 6= 0 the global
well-posedness of the Cauchy Problem (1.1) in Hs(R), s > 1

4 when 3a2a3 = a1a4.
Meanwhile, Takaoka proved in [22], for a3 = 1, the local well-posedness for the Cauchy
Problem (1.1) in Hs(T), s > 1

2 , where T is a unidimensional torus. Similar conclusions
were obtained also by Takaoka in [21] for a3 = 0, where the well-posedness is over

H
1
2 (R). Regularity properties were studied by Alves et al. [2] when a4 = a5 = 0.

Exact solutions for (1.1) can be found using the Inverse Scattering Transform
(IST) [1], proposed originally in Zakharov et al. [23]. Its integration depends on the
values of a3, a4 and a5. In particular: for a1 = 1

2 , a2 = 1, and rewriting equation (1.1)
as

iut +
1

2
uxx + |u|2u+ iε(β1uxxx + β2|u|2ux + β3|u|2xu) = 0 (1.4)

where β1, β2, β3, ε are real constants, then exact solutions can be obtained via IST for
the following cases:

• For the derivative NLS equation of type I: β1 : β2 : β3 = 0 : 1 : 1 [3].
• For the derivative NLS equation of type II: β1 : β2 : β3 = 0 : 1 : 0 [5].
• For the Hirota equation: β1 : β2 : β3 = 1 : 6 : 0 [9].
• For the Sasa-Satsuma equation: β1 : β2 : β3 = 1 : 6 : 3 [18].

Exact solutions are all of solitonic form. N -soliton solutions can also be obtained
[9]. Potasek [17] shows some particular solutions that has been proven experimentally.
But even when continuous solutions can be found for some specific initial conditions
and some values for the real constans in (1.1), numerical solutions can prescinde from
those requirements when computed. We can even use non-solitonic initial conditions
in order to obtain a result. One way to compute numerical solutions is using the Finite
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Difference Method, whose computational implementation can be done in an fast and
efficient way.

Other ways to obtain numerical solutions for (1.1) has been studied by different
authors in the recents years. One of the first scheme were proposed by Delfour, Fortin
and Payre [6], which solves the NLS equation (1.3) proposing a rule to discretize pow-
ers of the nonlinearity multiplying the a2 term. Their method has a strong property:
it preserves the discrete versions of both the L2 norm and the energy of the numerical
solution, where their continuous versions are given by the following relations:

||u||2L2(Ω)(t) =

∫
Ω

|u(x, t)|2dx

E(t) :=
α

2

∫
Ω

|∇u(x, t)|2dx− γ

4

∫
Ω

|u(x, t)|4dx

for u = u(x, t) ∈ Ω ⊂ R × R+ 7−→ C the exact solution of (1.1). The convergence
of the numerical method is proved in Matsuo and Furihata [8]. Pazoto et al [15]
proposed a finite difference scheme which solves the critical generalilzed Kortewetg-
de Vries equation (GKdV-4) in a bounded domain. The higher-power term u4ux
was rewritten as a linear combination of other derivatives in order to obtain specific
conservation properties. Smadi and Bahloul [19] [20] combined a Compact Padé Finite
Difference scheme [13] with a fourth order Runge-Kutta (RK4) scheme. They splitted
the problem in two parts: a linear one which is solved using the finite difference
scheme; and a nonlinear, which is solved using the RK4 scheme. The method was
implemented with an interesting success, but no analysis of the error, convergence,
or preserved quantities was made. We will compare their proposal with our method
later on.

The structure of this work is as follows: Section 2 shows the numerical scheme we
propose, along with some notation and its properties; Section 3 will present results for
some experiments; and Section 4 contains conclusions regarding the results obtained.

2. Numerical scheme

2.1. Notation

Because of the boundary conditions given in Problem (1.1), and for the sake of
the following analysis, we will introduce the vector space for a M ∈ N given:

XM :=
{
u = [u0 u1 . . . uM ]T ∈ CM+1 : u0 = uM−1 = uM = 0

}
Let us introduce the classical finite differences operators for complex-valued arrays:[

D+u
]
j

:=
uj+1 − uj

∆x
,
[
D−u

]
j

:=
uj − uj−1

∆x

Du :=
1

2

(
D+u+ D−u

)
, (2.1)

D2u := D+D−u, D3u := DD+D−u
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For u, v ∈ XM , and ∆x := L
M+1 , let us consider the discrete space L2(0, L)∆ of

complex-valued vectors endowed with the inner product

(u, v)2 :=

M∑
j=0

ujvj∆x (2.2)

this induces a discrete version of the L2 norm:

||u||22 := (u, u)2.

and hence, at a timestep n, we define a numerical energy at L2 level as follows:

EL2(un) :=
1

2
||un||22

Here we will write the functions that will approximate Problem (1.1). The linear terms
will be approximated using the classical finite differences operators given in (2.1). The
nonlinear terms are approximated as follows: for the term multiplied by a3, we will
use the method proposed in Delfour et al. [6]; this is:

|u(xj , tn)|2u(xj , tn) ≈ |un+ 1
2

j |2
(
u
n+ 1

2
j

)
For the term multiplied by a4, we define

Fa4 : CM −→ CM

u
(p)
j −→ [Fa4(u(p))]j :=

1

2

∣∣∣∣∣u
p
j + unj

2

∣∣∣∣∣
2

D

(
upj + unj

2

)

+
1

2
D

(∣∣∣∣∣u
p
j + unj

2

∣∣∣∣∣
2
upj + unj

2

)
(2.3)

− 1

2

upj + unj
2

D

(∣∣∣∣∣u
p
j + unj

2

∣∣∣∣∣
2)

The a5 term will be discretized directly; this is, we define

Fa5 : CM −→ CM

u
(p)
j −→ [Fa5(u(p))]j :=

(
upj + unj

2

)
D

∣∣∣∣∣u
p
j + unj

2

∣∣∣∣∣
2


The given functions were defined in such a way that the numerical energy at L2 level is
conserved when a(x) = 0, x ∈ Ω. Our proposal then reads as follows: ∀j ∈ {1, . . . ,M},
∀n ∈ N, and for a given u0 ∈ XM the numerical scheme will be given component-wise
by 

iDtu
n
j + a1D

2(u
n+ 1

2
j ) + ia2D

3(u
n+ 1

2
j ) + a3|u

n+ 1
2

j |2un+ 1
2

j

+ia4[Fa4(u(n+1))]j + ia5[Fa5(u(n+1))]j + a(xj)u
n+ 1

2
j = 0

un ∈ XM , ∀n ∈ N
u0 ∈ XM given.

(2.4)
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where unj ≈ u(xj , tn) is the approximation of the exact solution u(x, t) at the time

tn = n∆t and at the coordinate xj = j∆x; and u
n+ 1

2
j := 1

2

(
un+1
j + unj

)
. At each

timestep, the scheme leads us to solve a linear system of equations, where the matrix
involved is pentadiagonal; and a nonlinear problem solved using a Picard fixed-point
iteration, a procedure similar to the one proposed in Delfour, Fortin, and Payre [6],
which in turn induces us to use a small ∆t in order to guarantee the contraction of
the operator involved. The numerical scheme (2.4) has the following main properties:

Theorem 2.1. Let u0 ∈ XM : ||u0||22 <∞. If a(x) = 0, ∀x ∈ Ω, then, ∀n ∈ N, and for
un ∈ XM , we have

EL2(un+1) = EL2(un) (2.5)

On the other hand, we will consider the energy at H1-level of the numerical
solution at a timestep n as follows

EH1(un) :=
a1

2
||D+un||22 −

a3

4
||un||44 (2.6)

where

∆EH1 := max
n,m∈N

∣∣∣EH1(un)− EH1(um)
∣∣∣

Then, we have:

Theorem 2.2. Let un ∈ XM the numerical solution of (1.1) using scheme (2.4) using
a(x) = 0, ∀x ∈ Ω. If in (1.1) 3a2a3 = a1(a4 + 2a5), and if C = 1

2 in (2.3), then the
following property holds

EH1(un+1) = EH1(un) +O
(

∆t(∆t2 + ∆x2)
)

(2.7)

When a damping function a(x) is present, then we have the following property:

Theorem 2.3. Consider a sequence {un}n∈N ⊂ XM induced by the numerical scheme
(2.4), and consider the function a(x) and the set ω as defined in (1.2). If u0 ∈
L2(0, L)∆, 6a3 ≥ |3a4 + 2a5| or 3a4 + 2a5 = 0, and for T0 = n∆t > 0, there ex-
ist a positive constant C = C(T0) and µ = µ(T0), both independent of ∆x and ∆t,
such that the inequality

EnL2 ≤ C||u0||22e−µn∆t

holds for all n > 0.

3. Numerical results

In this section, we will start by comparing our scheme with previous works. We
will then show some numerical experiments performed using a FORTRAN code which
implements scheme (2.4). Given the particular interest on physical applications, our
simulations will be performed over a domain Ω = [a, b], a, b ∈ R instead of the interval
[0, L]. The results proved on this paper will still hold if we use a suitable coordinates
change of the kind of x = x̃ − a, x̃ ∈ [a, b], where the variable change is such that
L = b− a.
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3.1. Comparison with previous works

The only known work dealing with numerical methods for Problem (1.1) was pro-
posed by Smadi and Bahloul [19] (from now on: SB scheme), which was implemented
again in [20] with other examples. Their scheme splits Problem (1.1) in two parts: a
linear one, which is solved using a Compact Finite Difference scheme [13]; and a non-
linear part, which solves the problem through an explicit fourth-order Runge-Kutta
method.

Figure 1. Numerical approximation when using (3.1) with t = 0
as initial condition, obtained by: at left, numerical scheme (2.4); at
right, SB scheme.
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Figure 2. Semi-log plot of the comparison of the numerical error
produced by both schemes.

In this subsection, we will compare the results computed by our proposal and
the SB scheme for a particular case. To this end, we will solve equation (1.1) without
damping term; this is, using a(x) = 0, ∀x ∈ Ω. We will use the following solution
obtained by Li [14]:

u(x, t) =
iρ

coshq(η(x− χt))
ei(kt−Ω̃x), x ∈ Ω := [−40, 150], t ∈ [0, 30] (3.1)

where, in (1.1), a1 = 3, a2 = 3, a3 = 1, a4 = 3; while in (3.1), α3 = −a3, α4 = −a4,
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a5 = −(α5 +α4) = 0, η = 1
2 , q = 3, Ω̃ = a2/α4, k = −2Ω̃3α3, χ = α3(η2 + 3Ω̃2),

ρ =

√
6α3η2q

α4
and coshq(ξ) :=

eξ − qe−ξ

2
.

Figure 1 shows the results using the numerical scheme given in (2.4) using ∆t =
10−3 and ∆x = 190

214 ≈ 0.0116. Because there is no damping function, we expect

the numerical preservation of the energy at levels L2 and H1. For our numerical
scheme, we have that ∆EH1 = 7.176423 · 10−8, while ∆EL2 = 6.883855 · 10−10. The
computation time was 450.835999s. Meanwhile, Figure 2 shows what is obtained using
the SB scheme for the same mesh and timestep used for the results in Figure 1. Here,
we have that ∆EH1 = 175.938612, ∆EL2 = 9.723801 · 10−4. The computation time
was 271.823999s.

Remark 3.1. The paper of Smadi and Bahloul [19] does not give details regarding the
discretization of the first-order derivatives in non-linear terms (the description of the
Runge-Kutta method is presented in [19] in terms of a f(u), and not of a f(u, ux)).
We assume in our simulations a finite deference centered as an approximation of
ux, however, it is worth noting that we tested with other more efficient approaches
obtaining very similar results for the SB method that we show here.

3.2. Some numerical experiments

In this subsection of numerical examples we show some original results that test
the adaptability of our numerical scheme for different situations.

3.2.1. First example: Effects of a strong damping. We assume the following initial
condition u(x, 0) = u0sech(kx), where k = 1 and u0 =

√
6. We consider additionally,

that, a1 = 3, a2 = 1, a3 = 0.03, a4 = 0.1, a5 = −0.05, and a(x) ≡ 0 (that is, without
damping term). Then an exact solution of (1.1) is obtained, which corresponds to
a soliton of a hyperbolic secant squared pulses often referred to as ”bright” pulses
(see for more details Potasek and Tabor [17]). Now, the effect that we want to show
in this example is what happens with this solution when adding a strong damping
term. For that, we introduce a damping function concentrated in a neighborhood of
the boundary of the spatial interval, given by

a(x) =

{
1000, x ∈ (−15,−10) ∪ (10, 15)

0, in other case.

In our computations, t ∈ [0, 1000], x ∈ [−15, 15], ∆t = 0.00001 and ∆x = 30
213 ≈

0.00366. The form of the travelling soliton can be found in Figure 4. First, we observe
that in the first times the wave propagates as the hyperbolic secant soliton predicted
in Potasek and Tabor [17], while does not touch the support of the damping function.
However, once the soliton approaches the area of influence (approximately at t = 180),
the damping function is so high that the soliton gets reflected instead of proceeding
with his original path. In each reflection the soliton loses energy at L2 level following
the exponential rate predicted in the previous theorems, and illustrated in Figure 3
left. The energy at H1 level also decays at an exponential rate in each reflection.
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Figure 3. First case results. Left: time evolution of the L2 energy.
Right: time evolution of the H1 energy.

Figure 4. Time evolution of the travelling soliton for the first case.

3.2.2. Second example: Crossing of solitons. In this second example, we will simu-
late a cross between two solitons. For this we consider the exact solution of Hirota
described in [9]. Then we consider our numerical scheme to approximate the Hirota
equation:

iut + uxx + |u|2u+ i
1

10
uxxx + i

3

10
|u|2ux = 0.

for (x, t) ∈ [−50, 50]×(0, 15]. At that time, we consider as initial condition, the solution
of Hirota [9] for t = 0, that approximately corresponds to the sum of two hyperbolic
secants of different amplitudes and centered in distant points. In this way, we calculate
the numerical solution described in section 2 of this paper and we compare the result
with the exact solution described in Hirota [9].

Given the absence of a damping function and because 3a2a3 = a1a4, we
conclude that there should not exist energy decay at L2 and H1 levels. For our
calculations, we have made ∆t = 0.0001, and ∆x = 100

215 ≈ 0.00305.
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Figure 5. Preserved quantities for the 2 soliton experiment (second
case). Left: L2 level energy. Right: H1 level energy.
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Figure 6. Left: the 2 soliton solution over time. Right: numerical error.

Regarding the error, we observed that the shape of the numerical solution moves
away from the exact solution just at the moment of crossing between both solitons
(see Figure 6 right). However, surprisingly we can notice that past the crossing, the
numerical solution returns to reasonable levels of error (t > 13). The time evolution
of the preserved quantities can be seen in Figure 5, where ∆EL2 = 1.216× 10−8 and
∆EH1 = 4.088× 10−5.

3.3. Computational performance

The computational performance will be now discussed. Using the same solution
(3.1) from the previous subsection, Tables 1 and 2 illustrate how our scheme performs
for two different timesteps; ∆t = 10−3 and ∆t = 10−4. ∆t = 10−2 was not included
because it fails to guarantee the contraction condition of the operator involved in
the nonlinear problem (2.4). For our computations, we have used a home computer
equipped with a Linux operative system, an Intel Core i5-2400 chip with 4 processors
at 3.10GHz each, and 9.7 GB of RAM memory. Parallelization was not implemented.
From both tables, we see that the decrease of the numerical error is evident. We can
also see a real improvement on the preservation of the H1 energy.
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∆x ||e||2L2(0,T ;L2(Ω)) tcomp [s] ∆EL2 ∆EH1

190/210 ≈ 1.885E-1 4.948753E-1 25.951 3.519406E-12 6.137745E-3
190/211 ≈ 9.277E-2 3.024600E-2 52.292 4.636734E-12 3.440563E-4
190/212 ≈ 4.638E-2 1.874793E-3 118.843 2.009226E-11 2.076023E-5
190/213 ≈ 2.319E-2 1.163071E-4 230.372 6.786449E-11 1.250147E-6
190/214 ≈ 1.159E-2 7.168988E-6 450.836 6.883855E-10 7.176423E-8
190/215 ≈ 5.798E-3 4.869383E-7 1162.440 1.334082E-9 4.808387E-9

Table 1. Computational performance using (3.1) as initial condition
and reference solution for ∆t = 0.001.

∆x ||e||2L2(0,T ;L2(Ω)) tcomp [s] ∆EL2 ∆EH1

190/210 ≈ 1.885E-1 4.949154E-1 221.080 2.506295E-11 6.141681E-3
190/211 ≈ 9.277E-2 3.025991E-2 442.384 2.235878E-12 3.449260E-4
190/212 ≈ 4.638E-2 1.878424E-3 1099.167 9.875344E-11 2.097018E-5
190/213 ≈ 2.319E-2 1.171612E-4 2168.396 2.507041E-6 2.301061E-6
190/214 ≈ 1.159E-2 7.316259E-6 3558.420 5.695187E-10 8.371821E-8
190/215 ≈ 5.798E-3 4.567125E-7 7768.200 1.664837E-9 2.460758E-9

Table 2. Computational performance using (3.1) as initial condition
and reference solution for ∆t = 0.0001.

4. Conclusion

In this work, we have proposed a new way to solve equation (1.1) using a finite
difference method. The procedure involved the re-writing of a particular nonlinearity
as a convex combination in order to get the conservation of the numerical energy at L2

level when no damping term is present. The energy at H1 level can also be controlled
for sufficiently small values of ∆t and ∆x. When the damping term is present, the L2

energy decays exponentially with time. We have also compared our proposal with the
one from Smadi and Bahloul, observing an evident difference between both outputs.
We deduce that our numerical method adapts better and more efficiently to the
numerical resolution of the HNSL equation with respect to the known methods in
the literature (see Smadi and Bahloul [19]), for various examples, with or without
damping. Our method can also compute reasonable results using a small computer
time at a home PC. Nevertheless, there is still room for improvement; in particular,
about the contrast between the numerical and the exact solution when a collision
between solitons happens. Also, the Picard iteration can be modified in order to be
able to perform more calculations for smaller timesteps. Further studies are needed
in both regards.
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