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LANGDES: A NEW APPROACH FOR IMPROVING THE
PERFORMANCE OF PROMPT-BASED IMAGE EDITING IN
INTERIOR DESIGN SETTING

VICTOR-EUGEN ZARZU

ABSTRACT. The topic of instruction-based image editing has gotten a lot
of attention in recent years with a lot of research conducted due to its im-
mense potential in various applications such as removing unwanted details
present in existing images or improving them. However, one of the main
problems in addressing this problem is acquiring a dataset for model train-
ing. Several methods and variations were proposed, but all of them rely
on already-existent data. We propose a method to address this problem
by creating a context-specific dataset for interior design with no previ-
ously available information by leveraging the knowledge of large language
models (LLM). Furthermore, we test and prove the efficiency of the gen-
erated dataset on InstructPix2Pix which starts to compute better results
for the interior-design setting after the fine-tuning. Moreover, we propose
an alternative solution for enhancing the localization of the edit region
through cross-attention map regularization based on a text-based segmen-
tation mask.

1. INTRODUCTION

Prompt-based image editing is the problem of modifying an input image
concerning a natural language edit prompt. Applications of this task consist of
reducing the effort in professional image editing (e.g. removing a person from
an image will transform into writing a phrase) and increasing the efficiency in
graphics.
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The major challenge of this problem is generating a dataset for training and
evaluation. While each instance in the dataset needs to consist of an input
image, an edit prompt, and the image resulting from the edit of the original
one to the prompt, it is challenging to create such a dataset at scale because
of the costs involved. Furthermore, reducing the unwanted modifications in
the background and objects is also an important part of the problem, being
intensely researched and correlated with the noise in the training dataset and
the incapability of the model to map the edit instruction to the correct objects
in the image.

The main focus of this paper is distributed among three aspects. The
first part tries to answer whether a robust, high-quality, and context-specific
dataset for the task in a discussion can be generated without previously avail-
able data. Secondly, it is proved that this dataset is qualitative and improves
the IP2P model in the chosen context (interior design). Lastly, we aim to
answer if a referring expression-based image segmentation with the object(s)
under edit improves the performance of the InstructPix2Pix model in the gen-
eral case through cross-attention map regularization.

In summary, we aim to answer the following research questions.

RQ1. How to generate data for context-specific prompt-based image editing
tasks with no previously known data?

RQ2. Does the generated data improve the performance of instruction-based
image editing in the specific context?

RQ3. Does a referring expression-based image segmentation with the object
under edits improve the performance of the InstructPiz2Piz model in the gen-
eral case through cross-attention map reqularization?

The rest of the article is structured as follows. Section 2 presents the pre-
vious work in the area of prompt-based image editing as well as text-based
image segmentation. Afterward, the methodology that aims to respond to the
addressed research questions is presented in Section 3. Along with discussions,
we showcase the experimental results of the proposed approaches in Section
4, while the article ends with the conclusions and directions for future work
in Section 5.

2. RELATED WORK

2.1. Prompt-to-Prompt. Introduced by Hertz et al. [11], Prompt-to-Prompt
is an approach for generating two similar images based on two given prompts
based on diffusion models. The method relies on the fact that the geometry
and spatial layout of any generated image using text-guided diffusion models
depend on the cross-attention maps. The approach generates the two images
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simultaneously, but while the generation of the first one is normal, in the sec-
ond one, the cross-attention maps from the first generation are injected. This
integration lasts for 7 timesteps and controls how similar the resulting images
should be, its value variation depending on the area that has to be edited.
However, while it tackles the problem of image editing, it is not able to edit
an already-existent image, but it opens the possibility of generating a dataset
for the prompt-based image editing task for supervised training.

2.2. InstructPix2Pix. IntructPix2Pix (IP2P) is an approach introduced by
Brooks et al. [3] for editing an already-existent image based on a given prompt.
It relies on using a Stable Diffusion [21] checkpoint, incorporating also the
input image as conditioning and applying classifier-free guidance [12]. The
guidance is done based on the initial image conditioning c; and edit prompt
conditioning c¢p. Furthermore, two guidance scales are introduced, one for
the image sy and one for the text s7, which can be adjusted to trade off the
importance of each conditioning in the generated sample. The training is done
in a supervised fashion on a dataset generated in two steps by leveraging the
knowledge of GPT-3 [4] and Stable Diffusion (SD) [21] combined with the
Prompt-to-Prompt approach. In the first step, GPT-3 is fine-tuned, given an
initial caption from the LAION-Aesthetics V2 6.5+ [23], to output an edit
prompt and the caption edited following this prompt. Secondly, based on the
initial and edited caption, Prompt-to-Prompt is applied to generate 100 pairs
of images followed by filtering using CLIP [20] to keep the most consistent
pairs.

2.3. Emu Edit. Introduced by Sheynin et al. [24], Emu Edit addresses the
issue of inaccurately interpreting and executing the edit instructions of In-
structPix2Pix by being trained on a variety set of problems including classic
computer vision and image editing tasks. The model architecture and training
are similar, but the diffusion model used is Emu [6], and learned task embed-
dings are injected into the U-Net architecture to enhance the accuracy of the
edit application. The data generation pipeline is also based on an LLM and
Prompt-to-Prompt but followed by a more comprehensive filtering approach
to reduce the noise and increase the consistency of the data. To generate
the textual data, the approach proposes creating via in-context learning task-
specific Llama2-70B [27] agents that, given an initial caption, are prompted to
return an edit instruction and the final edited caption along with a list of the
objects that are edited. The initial Prompt-to-Prompt solution is enhanced
to reduce the noise of the original method by binary injecting the masks of
the edited objects from the initial image during the editing process to increase
image consistency.
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2.4. LIME: Localized Image Editing via Attention Regularization in
Diffusion Models. LIME is a solution for reducing the unwanted modifica-
tion in the edited image through cross-attention map regularization proposed
by Enis et al. [25]. The approach relies on the property that diffusion models
can be used for text-based image segmentation tasks by leveraging their inter-
mediate features as introduced by PNVR et al. [19]. With this, the method
extracts the feature from various layers of the IP2P’s U-Net architecture, fol-
lowed by their fusing in three steps. Afterward, having a final attention map,
the Region of Interest (Rol) is computed based on the top 100 pixels in prob-
ability followed by introducing all segments that overlap at least one of these
pixels as well. Having the binary mask M computed, the method regularizes
the attention scores (QKT) within the Rol of the unrelated tokens to the edit
denoted as S (e.g. <start of text>, stop words)) as in Formula (1), where «
is a large value.

(1) R(QKT, M) = Q zjj} o, 1L My ‘ andte S
QK otherwise

2.5. GRES. Introduced by Liu et al. [14], Generalized Referring Ex-
pression Segmentation (GRES) is a new benchmark that addresses the
limitations of the original task by allowing the segmentation of multiple ob-
jects within the same image and returning an empty mask if the referred object
is not present. They also propose a model called ReLA, achieving state-of-
the-art performance in the new GRES benchmark and the original RES one.

3. METHODOLOGY

Prompt-based image editing is the problem of computing the image resulting
from the editing of an original image based on a given instruction. Existent
methods deal with this problem in the general case with no special focus on
the interior design setting, and this paper aims to improve the performance in
such a setting.

This section introduces the proposed methodology for improving the text-
based edit in the interior design setting as well as the edit localization based on
a text-based segmentation mask through cross-attention map regularization,
approaches that will facilitate the answering to the addressed research ques-
tion. Firstly, we propose a pipeline for generating context-specific datasets
with no previous data, focusing on the text and images in two different sec-
tions. Afterward, to show the efficiency of the created dataset, we fine-tune



IMPROVING PROMPT-BASED IMAGE EDITING IN INTERIOR DESIGN SETTING 27

the base InstructPix2Pix model on it. Lastly, we propose a method for im-
proving the edit localization based on ReLLA’s text-based segmentation mask
through cross-attention map regularization.

3.1. Dataset generation. The problem of data scarcity is a recurrent prob-
lem in prompt-based image editing tasks because of the difficulty in collecting
images before and after a specific edit instruction at scale. As stated before,
the currently available proposal for acquiring a large dataset for this task was
the generation of it. Still, all of them rely on an initial description of the
original image. Of course, there is still the option of manually creating such
a dataset, but it involves high costs and it is not scalable for large and high-
performance models. For a context-specific case like interior design, this data
is limited and not diverse enough for a good generalization of the problem.

So, we propose a method for creating such a dataset with no previous data to
respond to research question RQ1 by creating a context-specific dataset in this
fashion. The proposed approach is composed of the following two steps similar
to previous approaches: the textual data generation followed by the creation
of the paired images based on the text. Since the instruction-based image
editing is treated as a supervised learning problem, each dataset instance will
be made of an edit prompt and two images, the original one and the image
modified concerning the given prompt.

3.1.1. Text editing instructions generation. The initial generated text samples
will mimic the structure of the final dataset’s instance, but the images are
replaced with their textual descriptions. As such, each text instance will be
made of three elements: (i) the description of the initial room or object, (ii) the
edit instruction, and (iii) the initial description modified with respect to the
editing instruction.

For addressing the absence of initial descriptions, GPT-4, the large language
model used for experiments, was queried to generate all 3 components, com-
pared to [3] where the last 2 components of the tuple are generated based on
a previously known description. By leveraging the knowledge of the language
model, there is no need to fine-tune it.

Knowing that different types of rooms usually have different objects that
characterize them, room-specific agents can be created via in-context learning.
With the proposed approach, by just presenting to the language model the
format of the desired output (here JSON) and 3 other examples in that format,
it is able to generate a large amount of data in the desired format with a great
variety of responses. Moreover, to reduce the noise, GPT-4 [17] was instructed
to clearly state that the object is missing or exists in the original description
for the add and remove actions respectively. With this approach, 8,831 text
samples were generated and published on HuggingFace [29]. Intuitively, this
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method can be used for any specific context by just providing the language
model with examples from the targeted setting.

Additionally, the presented method has the advantage of enabling the cre-
ation of data in a hierarchical way of difficulty for the editing model: it first
creates paired captions for single objects captions followed by the ones with
a description of rooms with more objects. Compared to [3], the presented
method can be extended and used for any other special case of prompt-based
image editing, without the prior need for data, hence independence on the
existent datasets.

Moreover, for the generation of the text captions and instruction GPT-3 was
also used as an alternative before GPT-4 became publically available. While
both of them produced overwhelming and diverse results, GPT-4 was more
diverse in its outputs by different criteria computed using the site introduced
by Runker [1] as seen in Table 1.

MTLD [15] + Dugast’s U? [8] 1 Guiraud’s Index [7] 1 Yule’s K [9] |

GPT-3.5 28.13 12.83 3.87 356.49
GPT-4 32.72 13.73 4.52 278.80

TABLE 1. Comparison of diversity in the textual data
generated by GPT models.

3.1.2. Generating images from the paired editing instructions. Starting from
the paired editing instructions generated with the previous method, the Prompt-
to-Prompt based on the Stable Diffusion model approach is used for generating
the dataset samples in a supervised way: the image before and after the edit.
However, generating one image for each instruction does not guarantee their
consistency. For addressing this issue, similar to the approach presented in
[3], a large number of image pairs is generated for each pair of captions with
different values of p that controls the similarity between the images, followed
by CLIP-based metric filtering introduced by Gal et al. [10]. Only the top
four pairs of images that are above the image similarity threshold of 0.75 are
kept.

Compared to the values used for InstructPix2Pix, where for every pair of
captions 100 image pairs are generated before filtering, the proposed approach
splits the generation into two parts to reduce the time of generation: for the
images with single objects, 30 image pairs are generated, while for rooms with
multiple objects, 50 pairs are generated. The choice for fewer pairs for single
object images comes from the idea that the fewer the number of objects in the
image, the less diversity in the images of the same pair will be present in the
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Prompt-to-Prompt generation. With this approach, 4,259 train samples and
1,129 test samples were generated. The training and testing datasets can be
accessed on HuggingFace [34, 33]. Furthermore, the generated data, not only
that is visually appealing and diverse, but it also exposes the limitations of
the InstructPix2Pix model in generalizing for the interior-design case and its
poor performance as shown in Figure 1.

Original image InstructPix2Pix Our generation

Remowve the pendant light.

Change the shape to square.

FiGURE 1. Comparison between the generated data and
InstructPix2Pix’s performance on it.

Furthermore, for reducing the noise introduced by the models used for gen-
eration and for increasing the dataset size, samples with an edit instruction
that does not alter the initial image are introduced for augmentation (see
Figure 2). Intuitively, this will also enforce the model to correctly identify
the Region of Interest for the edit and to learn that in some cases the given
prompt can be misleading, a problem that was not addressed in the previous
approaches. This additional dataset can be found at [29], and its effects will
be studied in the following sections. Moreover, these types of prompts with
no effect on the image were also introduced in the initial test set.

3.2. Fine-tuning InstructPix2Pix on generated dataset. Having the
previously generated data, we investigate its benefits when used to fine-tune
InstructPix2Pix in order to answer research question RQ2. However, due to
resource limitations, the training setup was modified to satisfy the computing
capabilities. For this, the training was run in float16 precision, with a batch
of only two images, and the images were resized from an initial dimension
of 512x512 to 256x256. Nonetheless, even with these restrictions, the overall
training was not affected drastically, and the results are promising. Using the
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training data generated with the method presented in Section 3.1, Instruct-
Pix2Pix was fine-tuned on 300 epochs with a learning rate of 1075,

3.3. Enhancing Region of Interest detection using a Referring Ex-
pression Segmentation model. This section presents an alternative ap-
proach to the one introduced by Enis et al. [25] by leveraging the overwhelm-
ing performance of the recent text-based segmentation model, ReLA. This
section aims to respond to research question RQ3 and to explore if such a
method is improving the edit application in a general setting.

= '_4 Remove the l_.J

chair.

Y TR N | 2 N
- D E 3
' . |

FIGURE 2. Data augmentation with samples containing no change
in the output image

Remove the

flower pot
_

The proposed approach differs from the one introduced in LIME, just by
how the segmentation map of the region(s) under edit is computed, here using
ReLA. The usage of ReLLA enhances the edit localization by being state-of-
the-art in this task, and, additionally, it allows context-dependent references
like ”The right blue chair.”.

@
Make the
sofas Llama3-8B The sofas. 4@— InstructPix2Pix |
yellow. e~
L

F1GURE 3. The pipeline for computing the edit through
cross-attention regularization using RelLA’s segmentation mask.

In order to be able to use ReL A in the editing pipeline, we propose the solu-
tion showcased in Figure 3. To use the text-based segmentation model, we first
need to create a reference to the object(s) to be edited out of the initial edit
prompt. This is achieved by creating an LLM agent via in-context learning by
injecting the task description and a couple of examples in the model’s system
prompt as highlighted in Figure 4. Here, we use the 8B version of the most
recent Llama3 [16] model. Afterward, we compute the text-based segmenta-
tion map determined by RelLA and feed it along with the initial image and
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the edit prompt in the modified version of InstructPix2Pix for cross-attention
map regularization. We use the same approach of negatively regularizing the
unrelated tokens to edit (e.g. padding tokens, <start of text>, etc.) which
also offers the model more freedom in the edit application compared to the
positive regularization of the related tokens.

nun

system_message =
You are a bot that needs to take the reference of the text under edit
from an edit prompt or the object that affects it. Here are some
examples
’Replace the top book on the desk.’ would transform into the
following reference ’The top book on the desk.’
’Add a plate on the wooden table.’ would transform into the
following reference ’The wooden desk.’

Please return just the transformed text as the reference and nothing

more.

wn

messages = [
{"role": "system", "content'": system_messagel},
{"role": "user", "content": edit_prompt},

FIGURE 4. The prompt used for extracting the object reference
from edit prompt via in-context learning with Llama3-8B.

4. RESULTS AND DISCUSSION

This section is focused on presenting the experimental results of the pre-
sented approach along with the discussions that emerged from the visuals and
analysis on the metrics.

4.1. Results. This section is focused on presenting the experimental results
of the proposed methodology for improving the edits in the interior-design
context and enhancing the edit localization through cross-attention map reg-
ularization.

4.1.1. Fine-tuning InstructPix2Pix on generated dataset. As shown in Table
2, the proposed approach improves the performance of the model consider-
ably across different metrics computed as the cosine similarity between the
features extracted using CLIP [20] and DINOv2 [18]. The various CLIP met-
rics presented in the table compute different types of similarities consisting of
the similarity between the input and output images (CLIP;y,), the similarity
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between the edited image and its textual description (CLIPyy,t), and the sim-
ilarity between the changes in the captions and the images (CLIPg;), while
DINO only computes the similarity between the initial and edited image. The
model resulting from this experiment is publicly available on HuggingFace [30]
and can be freely used for image editing.

| CLIP;y, 1 CLIPg;, 1 CLIPgy T DINO 1

1P2P 84.25 0.025 26.16 87.67
IP2P-FT | 92.21 0.063 29.17 94.54

TABLE 2. Comparisons between the metrics of the base
InstructPix2Pix model and the fine-tuned one on the test set.

4.1.2. Additional fine-tuning on the dataset with unchanged images. After fine-
tuning the model on the train data, an experiment of fine-tuning the model
on the dataset with unchanged images was conducted. Doing this for more
epochs results in a model that does not apply any modifications to the image,
but fine-tuning for just one epoch does not alter the performance completely.
Unfortunately, in most cases, the model still learns just not to change the
original image at all, ignoring the edit instruction and underperforming in
most of the cases. However, in some cases, even though their number is small,
the output of this model is better than the previous one, this model also being
publicly available [31].

4.1.3. Enhancing Region of Interest detection using a Referring Expression
Segmentation model. The experiments conducted to incorporate ReLLA’s seg-
mentation masks into the editing process via cross-attention map regulariza-
tion did not show positive results up to this point. However, as seen in Figure
5, it enhances the localization of the edit region by forcing the model not to
modify the unrelated background or objects. Nonetheless, the application of
the edit is not done correctly in most cases by showing colors and shapes that
are mostly random and off the edit prompt.

4.2. Discussion. The conducted experiments show improvements in instruction-
based editing for interior design images which can be extrapolated to any
context-specific case. However, there are a lot of observed particularities that
occur during the analysis of the experimental results and this section aims to
present them.

As shown and stated in Table 2, fine-tuning the base InstructPix2Pix model
on the generated data with interior-design samples improves the model’s abil-
ity to work in such an environment as shown in Figure 6. It can be seen that
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the dataset not only offers the ground truth for the output image but also a
lot of knowledge that is assimilated by the model through supervised learning.

Original image InstructPix2Pix Rol +ReLA

Turn the =]
robin into
an ortgami
robin. \
L

The generated origami bird shows blurriness and unnatural textures.

Turn the )
bathtub into P

a wood

bathtub.

Better localization of the edit area, but with unnormal wood texture.

F1GURE 5. Examples of the images edited after integrating ReLLA’s
segmentation mask for cross-attention map regularization.

Even though the new model’s edits are more qualitative, there are still
problems with the editing of unwanted parts like background or objects that
are not referred to in the edit prompt. This can be seen in Figure 6 where,
in the first image, one flower from the table disappears, the table color is
changed from light grey to a slightly darker tone, and the lamp disappears.
Furthermore, in the second image, the table top is changed correctly, but the
color of the floor becomes more cherry.

4.2.1. Dataset generation. To eliminate such cases and better improve the
performance, a more qualitative dataset needs to be created. First of all, the
current dataset is not very diverse in the context and words used which is due
to the way the prompts are generated and its reduced volume. Moreover, gen-
erating the initial captions can also be done by starting from interior design
images available on the Internet and using an image-to-text model that de-
scribes the given image. After this step, the same idea introduced by Brooks
et al. [3] can be applied by fine-tuning an LLM for the generation of cap-
tion pairs. However, this method has a limitation given by the number of
publically available images for the context under discussion. This affects the
scalability of the method for various contexts and the accuracy as the image-
to-text model would also introduce noise to the dataset. For example, for the
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Original image

InstructPix2Pix Our generation

[
f %%

.

Replace the marble top with
tempered glass.

FIGURE 6. The new model’s edits are a lot more qualitative than
the InstructPix2Pix’s ones for interior design.

interior design case, one such dataset is the Interior Design IKEA dataset [26]
which has only 6,000 images.

On the other hand, the introduced noise also comes from the level of image
generation but in two different aspects. Firstly, the diffusion model used, here
Stable Diffusion (SD), does not have a good understanding of interior design
scenes as shown in Figure 7 and also fails to correctly follow the given prompt.
Furthermore, there are also cases when it introduces more objects than pre-
sented in the textual description. Secondly, the noise is also introduced during
the generation with Prompt-to-Prompt followed by CLIP filtering because, in
some cases, the images do not differ only by the resulting actions expressed in
the edit prompt as seen in Figure 8.

Comparisons to related work are limited due to the recent publishing date
of Emu Edit [24] and LIME [25]. However, as stated before, all the solutions
addressed in Section 2 require at least a large volume of initial captions that
are used to build the dataset for supervised training. Compared to these, we
propose and show the effectiveness of a new approach to generate a context-
specific dataset for this task with no previously available information. Hence,
in contrast to previous work in this area, the presented approach increases the
scalability and the amount of data that can be generated by not relying on
any available information.

Furthermore, compared to the approach introduced by Enis et al. [25], us-
ing ReLLA for computing the Region of Interest applies a regularization effect
only if the referred object is present in the input image. However, the LIME
approach gives a more general approach by computing the mask for all-purpose
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A rustic living room with a stone A rustic living room with a stone
fireplace, leather sofas, a wooden coffee  fireplace, leather armchairs, and a pine
table, and a bear skin rug on the floor.  coffee table with a bowl of pinecones as

a centerpiece.

FIGURE 7. Generated images that show the limited knowledge of
Stable Diffusion in interior design.

tasks, even for creating masks with initially non-existent objects as minimally,
but not explicitly expressed in the paper in just one example. Nonetheless,
using ReL A in the Remove and Replace tasks would offer a greater benefit
due to its better performance in text-based segmentation tasks, but with the
overhead of using an additional language model for extracting the region ref-
erence out of the edit prompt. Furthermore, this implies a growth in the time
needed to compute the edit because, in LIME, the segmentation map is com-
puted using the internal features already existent in InstructPix2Pix, while we
propose a method that uses two additional networks.

Remowve the
floor-to-ceiling
windows and
replace them
with a large
artwork.

Change the
glass top to a
wooden top.

FIGURE 8. Examples of generated samples that do not correctly
follow the edit instruction.
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5. CONCLUSIONS AND FUTURE WORK

This paper introduced LangDes, a new approach for improving the perfor-
mance of the instruction-based image editing task in the interior design setting.
Afterward, we proposed a promising approach for improving the future perfor-
mance on the instruction-based image editing task, followed by experimental
results and the associated discussions in Section 4.2.

The conducted experiments in the interior design setting showed overwhelm-
ing results and confirmed positive answers to the research questions RQ1-RQ3
formulated in Section 1. So, we proved that the proposed method for gen-
erating context-specific with no previous data stays valid, and we showed its
efficiency in improving the InstructPix2Pix performance in the interior-design
context. Afterward, we experimented with the integration of the text-based
segmentation model ReLA in the editing pipeline to improve the edit local-
ization. However, as an answer to research question RQ3, the current exper-
imental results only prove the localization improvement, but the application
of the edit is still not under control, with the model returning images with
random textures within the Rol.

One first direction for future work would be to increase the quality and di-
versity of the generated dataset. To increase the latter, the initial textual data
needs to be more diverse. A solution for this would be to combine the output
of multiple LLMs such as Llama2-70B [27], Gemini [2] or Mistral 8x7B [13].
On the other hand, task-room-specific agents can be created using in-context
learning, but with the disadvantage of a large number of possible combinations
that will increase the time required for the conducted experiments. Further-
more, to increase the quality and consistency of the image pairs, different
text-to-image models like Imagen [22], Muse [5] or an interior design fine-
tuned version of Stable Diffusion open-sourced at [32] can be used, as well as
applying a more comprehensive filtering pipeline as the one presented in Emu
Edit [24].

Another interesting topic is the complexity of the edit prompt. Even though
the presented work focuses on prompts with single edits of single objects, a
possible direction for experiments can be targeting more complex instructions
such as the ones involving multiple actions. This can be both seen as extra
evaluation of the model resulted from in presented work, as well as an extension
at the level of data generation for creating such samples.

As a last future work direction, we may refer to emhancing region of in-
terest detection using various RES models, along with investigating the cause
of incorrectly applying the edit despite correctly localizing the targeted area.
To improve the editing of parts of the objects, a combination of GRES and
Multi-Granularity Referring Expression Segmentation (MRES) [28] can be
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used. Compared to, GRES, MRES, introduced by Wang et al. [28], supports
expressions for segmenting part-level regions of the target objects within a
model called UniRES, but with no support for a good performance with mul-
tiple objects at the same time. Having these two models, an additional deci-
sional network for detecting which type of segmentation model should be used
for computing the mask before the edit.
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