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A COMPREHENSIVE EVALUATION OF ROUGH SETS
CLUSTERING IN UNCERTAINTY DRIVEN CONTEXTS

ARNOLD SZEDERJESI-DRAGOMIR

ABSTRACT. This paper presents a comprehensive evaluation of the Agent
BAsed Rough sets Clustering (ABARC) algorithm, an approach using
rough sets theory for clustering in environments characterized by uncer-
tainty. Several experiments utilizing standard datasets are performed in
order to compare ABARC against a range of supervised and unsupervised
learning algorithms. This comparison considers various internal and ex-
ternal performance measures to evaluate the quality of clustering. The
results highlight the ABARC algorithm’s capability to effectively manage
vague data and outliers, showcasing its advantage in handling uncertainty
in data. Furthermore, they also emphasize the importance of choosing
appropriate performance metrics, especially when evaluating clustering al-
gorithms in scenarios with unclear or inconsistent data.

1. INTRODUCTION

Clustering algorithms play an important role in uncovering patterns and
structures from unlabelled data across several scientific and engineering do-
mains [5, 12, 16, 14, 7]. The added value of these algorithms lies in their
ability to group data points based on underlying similarities, thereby facilitat-
ing a deeper understanding of dataset characteristics without prior knowledge
of the group identities. In real-world contexts where uncertainty and ambi-
guity often pervade, the ability to discern coherent groups within a dataset
becomes indispensable. However, traditional clustering techniques are often
inadequate in environments driven by uncertainty, including the presence of
hybrid data (vague data or outliers). This limitation shows the necessity for
innovative approaches that can robustly handle the complexities induced by
the uncertainty and ambiguity of such landscapes.
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The introduction of rough sets theory by Pawlak [28] has facilitated the
development of clustering algorithms capable of handling uncertainty more ef-
fectively. Rough sets have mostly been applied to feature extraction [2, 17, 22,
27, 35, 19, 37, 33, 4], their use in direct cluster modeling being significantly less
common. The approaches from [21, 25, 24, 20] investigate rough sets cluster-
ing, but they are all partitioning methods. ABARC [11], on the other hand, is
a hierarchical clustering algorithm that distinguishes itself by its adeptness at
detecting hybrid data by using rough sets, as well as isolating outliers, thereby
promising enhanced clustering performance in scenarios driven by uncertainty
in data.

The evaluation of clustering algorithms in the context of uncertainty-driven
environments needs to take into account the particularities detected in data.
Internal and external performance metrics serve as critical tools in this process,
providing insights into an algorithm’s ability to generate cohesive and well-
separated clusters while aligning with external validity measures when ground
truth is available.

This paper aims to perform a comprehensive comparison of the ABARC
algorithm against several supervised and unsupervised learning algorithms,
employing a suite of performance metrics to assess each algorithm’s efficacy
across standard datasets. Through this comparative analysis, our aim is to
show the strengths and limitations of the ABARC algorithm and its coun-
terparts, thereby contributing to the ongoing research on optimal clustering
approaches in the context of data uncertainty.

The paper is structured as follows: Section 2 presents an overview of the
clustering algorithm based on rough sets, Section 3 illustrates the comprehen-
sive experiments we made, including evaluation based on external, internal and
rough metrics and Section 4 draws the conclusions of this paper and presents
potential future work.

2. ROUGH SETS CLUSTERING

Rough sets [28] represent an effective methodology for addressing data
uncertainty and vagueness, without the need of membership functions (which
could be hard to build) like in fuzzy set theory. Employing an equivalence
relation R within a dataset U, rough set theory proposes a mechanism to
approximate uncertain subsets X C U via two distinct and precise sets: the
lower and upper approximations. The lower approximation is comprised of
elements that are surely in X and it is defined as R*(X) = {x € U : [z]gr C X},
where [z]r represents the equivalence class of x under R. Conversely, the
upper approximation includes elements that possibly belong to X, defined
as RT(X) = {x € U : [zf]g N X # (}. The boundary region, delineated as
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Bndg(X) = R'(X) — R*(X), consists of objects that cannot be definitively
classified as belonging or not belonging to the subset X. Accordingly, the
rough set of X relative to R is denoted as RS(X) = {RH(X), RT(X)}.

Rough sets clustering [11] uses rough sets theory to effectively group a
dataset into clusters while acknowledging the existing uncertainties and am-
biguities in data.

Definition 1. Given a dataset U (universe of discourse) and an equivalence
relation R on U, the goal of rough sets clustering is to partition U into a
set of clusters {Cy,Ca,...,Cy} such that:

e U= Ciand CinC; =0 fori#j.

e FEach cluster C; is represented by its lower and upper approximations
(R*(Cy), RT(C;)) with respect to R.

e The boundary region for each cluster C; is given by Bndgr(C;) =
RY(Cy) — RY(Cy).

In the context of clustering: (1) objects in the lower approximation of a
cluster definitively belong to that cluster; (2) objects in the upper approxima-
tion might belong to the cluster (3) objects in the boundary region of a cluster
may belong to the boundary regions of other clusters.

In Algorithm 1 we show an overview of the ABARC rough sets clustering
algorithm from [11].

Algorithm 1 Rough Sets Clustering

Require: X (dataset), imax (number of trials), A (similarity limit)
1: Initialize AG (set of agents) with one agent for each instance in X.
2: For each agent in AG, assign it to a unique cluster.

3: for i =1 to imax do

4:  for each agent; in AG do

5: Find a similar agent (saj) using a similarity threshold .
6 if say is found then

7 Move agent;, to the cluster of say.

8 end if

9: end for

10: end for

11: for each cluster representative Ry do

12:  Find similar clusters based on a rough similarity limit.

13:  Update and unify clusters based on similarity.

14: end for

15: Handle outliers by assigning them to the closest cluster.
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The algorithm receives a dataset X, along with a maximum trial limit imaz
and a similarity threshold A, as inputs. In this appproach, each element of
X is represented by an agent and the set of all agents is denoted with AG.
Initially, every agent is allocated to a distinct cluster, leading to a total of n
clusters corresponding to n agents.

Iteratively, up to ¢émax rounds, the algorithm refines the clustering structure
by allowing each agent agent; to seek peers within the similarity boundary set
by A. Upon identifying a similar agent sax, agenty relocates to say’s cluster,
thus similar agents are grouped together.

Based on the representative of each cluster, the algorithm checks the simi-
larity among clusters through these representatives. If any clusters are similar,
they are merged into a unified cluster. This step ensures that clusters that
are close to each other or have significant overlap can be combined to form a
more cohesive and meaningful cluster. It is possible for a representative to be
similar to more than one other cluster representative in which case the corre-
sponding data (rough instances) will be treated as it would belong to several
clusters.

An optional phase addresses outliers - agents that do not seem to fit into
any other cluster - by assigning them to the nearest cluster, thus ensuring that
all data points are included in a cluster.

3. EXPERIMENTAL EVALUATION

In this section we calculate various external (Section 3.1), internal (Section
3.2), as well as rough (Section 3.3) metrics as we compare the ABARC ap-
proach with several other algorithms in the literature. The ABARC algorithm
is compared with other approaches in three scenarios: including all instances,
eliminating only outliers and eliminating both outliers and rough instances
(i.e. eliminating all hybrid data).

The experiments are performed on the following datasets: Iris [8], Seeds [18],
and Wine [9]. These datasets have been chosen primarily for benchmarking
purposes and, secondly, because they present challenges such as the presence
of outliers and instances that are not linearly separable, which makes them
suitable for applying the ABARC algorithm.

3.1. External evaluation metrics.

3.1.1. Metrics.

e Accuracy - in a clustering context, it represents the percentage of
instances that were correctly predicted out of all instances
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e Precision - focuses on how many predicted instances were classified
correctly for a given class:

. true positives
Precision =

true positives + false positives

e Recall - focuses on how many actual instances were predicted cor-
rectly for a given class:

true positives

Recall =

true positives + false negatives

e F'1-Score - incorporates both precision and recall using harmonic
mean (thus punishing extreme values) with even weights, this metric
is also for a given class:

Precision * Recall

Fi =2
! * Precision + Recall

e Macro F1-Score - combines the F1 Score from each class using arith-
metic mean (this can be applied to precision and recall metrics t00):

1
Macro F| = W * ZFlc
ceC

where C' is the set of classes, and c is a class

o Weighted Average F1-Score - same as Macro F1-Score but with class
sizes used as weights (again this can be used for precision and recall
t00):

1
Weighted Average Fy = Il * Z le| x Fy,
ceC

e Micro F1-Score (Accuracy) - to calculate this we take all the samples
together and compute precision and recall, and then the F1 Score. In
cases where the number of predicted instances is equal to the actual
instances, we will have the following equation hold:

Micro Precision = Micro Recall = Micro Fy = Accuracy

e Kappa Score - when talking about Kappa Score we need to introduce
new terms: Agree which is the proportion of correctly predicted
instance over all instances (similar to Accuracy) and Chance Agree
which is computed from the probabilities of predicting a class or
being in a class, formally:

1 .
Agree = ~* ze; |predicted. N actual.|
C
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TABLE 1. Overall supervised metrics for the Iris dataset.

Case Study Class |Instances| Prec |Recall| F1 |[Kappa

Clusters with hybrids | Macro 163 91.19 [ 91.19 [ 91.15 -
Weighted| 163 90.8 | 90.88 | 90.8 -
Micro 163 190.798(90.798(90.798| -

Kappa 163 - - - 86.2
Clusters without outliers| Macro 152 90.64 | 90.74 | 90.64 -
Weighted| 152 90.13 | 90.21 | 90.12 -
Micro 152 |90.132]90.132|90.132| -

Kappa 152 - - - 85.1
Clusters without hybrids| Macro 126 98.35 | 98.35 | 98.35 -
Weighted| 126 98.41 | 98.41 | 98.41 -
Micro 126 |98.413|98.413|98.413| -

Kappa 126 - - - 97.6

where N is the total number of instances, predicted, is the set of all
instances predicted in class ¢, and actual, is the set of all instances
actually being in class c.

|predicted.| |actual.]
N N

Chance Agree = Z
ceC

Agree — Chance Agree

K S =
appa seore 1 — Chance Agree

3.1.2. Results and discussion.

Iris dataset. Analyzing the results from Table 1 we can see that outliers
make no real difference, but when we eliminate rough instances we get much
better results on all metrics.

We have also compared our metrics to some related work. We have used as
a comparison the following results from [36]: KMEA, WKME, EWKM, ESSC,
AFKM, SC, SSC-MP, ERKM; and from [29]: Bayes Network Classifier, J48,
Random Forest, OneR. In Table 2 we can see that the F1-Score for the two
ABARC cases is better than all of the others, but the Kappa Score is better
only after removing hybrids.

We have also compared to algorithms from Scikit learn [38] like Logistic
Regression (LR), Linear Discriminant Analysis (LDA), K-Nearest Neighbours
(KNN), Decision Tree (DT), Gaussian Naive Bayes (GNB), Support Vector
Machines (SVM). From Table 3 we can again conclude that removing hybrids
is essential to have the best values for all the metrics.
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TABLE 2. Comparison with related work on Iris dataset.

Algorithm Precision|Recall|F1-Score| Kappa Score
KMEA [23] 81.2
WKME [13 79.8
EWKM [15 82.6
ESSC 6] 84.8
AFKM [1] 81.6
SC [31] 47.2
SSC-MP [32] 76.7
ERKM [36 90.2
Bayes Network Classifier 89
J48 94
Random Forest 93
OneR 91
ABARC /w hybrids 91.2 91.2 91.2 86.2
ABARC /wo hybrids 98.4 [98.4| 984 97.6

TABLE 3. Comparison with Scikit learn on Iris dataset.

Algorithm Precision|Recall |F'1-Score| Kappa Score
LR 95.4 95.2 95.2 92.9
LDA 98.2 97.9 97.9 96.9
KNN 97.8 97.8 97.7 97.0
DT 95.3 95.1 95.1 92.9
GNB 95.7 95.5 95.5 92.8
SVM 97.8 97.7 97.7 96.9
ABARC /w hybrids | 91.2 91.2 91.2 86.2
ABARC /wo hybrids| 98.4 |[98.4] 98.4 97.6

Seeds dataset. When taking a look in Table 4, the overall metrics show small
difference when outliers are removed, and eliminating rough instances does not
seem to make any difference. A potential reason why hybrid data might have
such a small impact is the reduced number of outliers and rough instances.

We have used the same algorithm from Scikit learn. When taking a look on
Table 5 we can observe that our approach is nowhere near being the best. This
can once more happen because the algorithm’s performance is not affected by
rough instances and outliers.

Wine dataset. Wine is one of the datasets where hybrids make difference.
The idea can be observed when we take a look at the overall metrics in Table
6: outliers improve metrics, but rough instances are the ones that make the
real difference bumping all metrics to above 99%.
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TABLE 4. Overall supervised metrics for the Seeds dataset.

Case Study Class |Instances| Prec |Recall| F1 |[Kappa
Clusters with hybrids Macro 213 91.5291.61 | 91.5 -
Weighted| 213 91.55 | 91.84 | 91.63 -
Micro 213 |91.549(91.549(91.549| -
Kappa 213 - - - 87.3
Clusters without outliers| Macro 192 91.13 | 91.59 | 91.28 -
Weighted| 192 91.15 ] 91.42 | 91.21 -
Micro 192 191.146(91.146|91.146| -
Kappa 192 - - - 86.7
Clusters without hybrids| Macro 178 91.46 | 92.23 | 91.77 -
Weighted| 178 91.57 1 91.79 | 91.62 -
Micro 178  |91.573|91.573|91.573| -
Kappa 178 - - - 87.2
TABLE 5. Comparison with Scikit learn on Seeds dataset.
Algorithm Precision|Recall |F'1-Score| Kappa Score
LR 90.0 90.2 89.5 84.9
LDA 95.9 96.2 96.0 94.2
KNN 91.7 92.0 91.4 87.7
DT 88.3 88.5 88.1 82.7
GNB 89.7 90.1 89.5 84.9
SVM 92.6 92.7 92.5 89.2
ABARC /w hybrids | 91.5 91.6 91.5 87.3
ABARC /wo hybrids| 91.5 92.2 91.8 87.2
TABLE 6. Overall supervised metrics for the Wine dataset.
Case Study Class [Instances| Prec |Recall] F1 [Kappa
Clusters with hybrids Macro 186 93.2 |94.79 | 93.59 -
Weighted| 186 93.55 | 94.3 | 93.51 -
Micro 186  |93.548|93.548|93.548| -
Kappa 186 - - - 90.2
Clusters without outliers| Macro 165 94.23 | 95.31 | 94.32 -
Weighted| 165 94.55 | 95.31 | 94.49 -
Micro 165  94.545(94.545(94.545| -
Kappa 165 - - - 91.8
Clusters without hybrids| Macro 148 99.24 1 99.29 | 99.26 -
Weighted| 148 99.32 | 99.34 | 99.32 -
Micro 148 99.324(99.324(99.324 -
Kappa 148 - - - 99.0

We have done the one of the comparisons from Iris on the Wine dataset
too, illustrated in Table 7. As there is only one metric interpreting the results
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TABLE 7. Comparison with related work on Wine dataset.

Algorithm F1-Score
KMEA [23] 94.6
WKME [13 94.8
EWKM [15 90.4
ESSC 6] 95.0
ATKM [1] 943
SC [31] 86.9
SSC-MP [32] 58.4
ERKM [36 89.9
ABARC /w hybrids 93.6
ABARC /wo hybrids [  99.3

TABLE 8. Comparison with Scikit learn on Wine dataset.

Algorithm Precision | Recall | F1-Score | Kappa Score

LR 95.0 96.1 95.3 93.1

LDA 97.6 97.8 97.6 96.5

KNN 66.4 68.2 65.9 51.5

DT 89.6 89.2 89.2 84.3

GNB 97.5 97.8 97.6 96.5

SVM 60.7 39.5 30.4 9.5
ABARC /w hybrids 93.2 94.8 93.6 90.2
ABARC /wo hybrids | 99.2 99.3 99.3 99.0

is trivial and we can see the same tendency: ABARC with hybrids has good
performance but not good enough to be better than all of the other related
work, but when we remove hybrids the value becomes almost perfect, thus
being the best of all.

We have the comparison with Scikit learn algorithms on the Wine dataset
too. Table 8 shows that the performance of ABARC is comparable to that
of the related work, albeit slightly lower. Nevertheless, the advantage of our
approach is that it can also detect and isolate hybrid data.

3.2. Internal evaluation metrics.

3.2.1. Metrics.

e Purity - a measure of the extent to which clusters contain a single
class: )
Purity = N Z MATccC Gk
keK
where N is the number of instances, K is the set of clusters, and C
is the set of classes, and ac = |[cN k|
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e Entropy - a measure of uncertainty

Entropy = Z ‘Nk:' * (— Z P(ac) * logy P(act))

keK ceC
where
aci  |lenk|
Plas) =70 = g

e V-Measure - is again based on entropy but considers homogeneity
and completeness with different importance. Homogeneity means
that a clustering must assign only those datapoints that are members
of a single class to a single cluster, completeness is symmetrical to
homogeneity: a clustering must assign all of those datapoints that are
members of a single class to a single cluster. Formally we calculate
homogeneity, completeness and V-Measure as:

H(CIK) = ZZ—*IQgL

k€K ceC CGC Gk
Z ZkeK ack log ZkEK Ack
2] c
1 H(C,K)=0
h = { 1-— HE?Q otherwise
Ack
H(K|C) = — xlog =————
;,;( ZkeK Qck
Z DceC ack log > cec Qck
2 C C]
1 H(K,C) =
€= { 1-— Zg'gg otherwise
(1+p8)xhx*c
Vg =t
Bxh+c

3.2.2. Results and discussion. Considering the results from Table 9 we can
observe that on Iris the accuracy and purity drops a bit as we eliminate out-
liers and rough instances, but the entropy and the V-Measure, after dropping
both of them, are significantly better, which makes us assume that outliers
and rough instances do not really affect homogeneity but they affect complete-
ness. On the Seeds dataset we cannot see any real difference when eliminating
them, thus they do not affect our performance. Finally, on Wine we can see
all metrics improve, entropy and V-Measure improve significantly, so on this
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TABLE 9. Unsupervised performance measurements for the
Iris, Seeds and Wine datasets.

Case Study Inst Acc Entropy | Purity | V
Clusters with hybrids 150 | 98.66% | 0.0803 | 0.987 | 0.733
2 Clusters without outliers 139 | 98.56% | 0.0847 | 0.986 | 0.717
= [ Clusters without outliers and rough | 126 | 98.41% | 0.0204 | 0.984 | 0.932
0 Clusters with hybrids 210 [ 92.857% | 0.0839 | 0.929 | 0.721
E Clusters without outliers 190 | 92.105% | 0.0863 0.921 | 0.711
& [ Clusters without outliers and rough | 178 | 91.573% | 0.0829 | 0.916 | 0.719
o Clusters with hybrids 178 197.753% | 0.0569 | 0.978 | 0.8
= Clusters without outliers 157 199.363% | 0.0418 | 0.994 | 0.854
B Clusters without outliers and rough | 148 | 99.324% | 0.0088 | 0.993 | 0.97

dataset eliminating them makes our results almost perfect regardless of the
metric used.
To compare with some related work we used the following results:

e KMEA, WKME, EWKM, ESSC, AFKM, SC, SSC-MP, ERKM [36]
Bayes Network Classifier, J48, Random Forest, OneR [29]

¢ KM, EWKM, AFKM, FCM, SCAD, Entropy-based Variable Feature
Weighted Fuzzy k-Means (EVFWFKM) [30]

UFT-k-means, k-prototypes, Improved k-prototypes, KL-FCM-GM
[34]

These are used in Table 10, and there can be multiple entries for a single
algorithm (ex. EWKM) as they are taken from different results probably
run using different configuration. The first comparison from Table 10 again
suggests that ABARC has the performance, this time on Seeds too. Although
both the compared metrics are the best in our approach, on the dataset Iris
and Seeds the accuracy is actually better with hybrids than without them
(this can happen when hybrid instances are accidentally put in the cluster
specified by the official documentation), but the entropy values are always
better without hybrids. Other algorithms does not seem to be even close to
the values reported by ABARC in any of the cases.

When we compare to the Scikit learn algorithms we have the same results
as for the supervised metrics. They are much better on Seeds dataset, but our
approach especially without hybrids has much better performance on Iris and
Wine dataset from both metrics’ point of view.

3.3. Rough evaluation metrics.

3.3.1. Metrics. We have also evaluated the ABARC algorithm against the
following rough indices from [26]:
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TABLE 10. Unsupervised comparison with related work for the
Iris, Seeds and Wine datasets.

Dataset Algorithm Accuracy | Entropy
KMEA [23] 80.54%
WKME [13 78.47%
EWKM [15 82.09%
ESSC (6] 84.66%
AFRM [1] 8T.27%
SC 31] 80.66%
SSC-MP [32] 71.20%
ERKM [36] 90.36%
Bayes Network Classifier | 92.66%
2 J48 96%
= Random Forest 95.33%
OneR 94%
KM [23 S8.67%
EWKM [15] 89.78%
AFRM [1] 90.67% | 0.299
FCM 3] 82.67% 0.395
SCAD [10] 88.67% 0.395
EVFWFRM [30] 92.67% | 0.294
ABARC /w hybrids 98.66% 0.08
ABARC /wo hybrids 98.41% 0.02
UFT-k-means 89.05%
k-prototypes 86.67%
3 Tmproved k-prototypes | 84.76%
g KL-FCM-GM 57.62%
N ABARC /w hybrids 92.857% | 0.084
ABARC /wo hybrids 91.573% | 0.083
KMEA [23] 01.43%
WKME [13 94.711%
EWKM [15 90.24%
ESSC [6] 95.06%
o AFRM [1] 93.99%
£ SC [31] ST.07%
= SSC-MP [32] 58.65%
ERKM [36] 90.16%
ABARC /w hybrids 97.753% | 0.057
ABARC /wo hybrids 199.324% | 0.009

(1) Average Accuracy, « index - it is the average of the ratio of the
number of objects in lower approximation to that in upper approxi-
mation of each cluster, it captures the average degree of completeness
of knowledge about all clusters: a = ﬁ Y ohek W’%@ where
Ay} is the size of the lower approximation of cluster k, B}, is the size
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TABLE 11. Unsupervised comparison with Scikit learn algo-
rithms for the Iris, Seeds and Wine datasets.

Dataset Algorithm Accuracy | V-Measure

LR 94.67 86.5

LDA 97.33 91.7

KNN 96.67 89.9

@ DT 95.33 86.7
= GNB 95.33 87.2
SVM 96.00 88.6

ABARC /w hybrids 98.66 73.3
ABARC /wo hybrids | 98.41 93.2

LR 90.00 73.6

LDA 96.19 88.1

KNN 91.90 77.3

3 DT 88.10 67.7
o GNB 90.00 73.4
@\ SVM 92.86 78.5
ABARC /w hybrids | 92.857 72.1
ABARC /wo hybrids | 91.573 71.9

LR 95.51 85.1

LDA 98.32 94.2

KNN 69.70 39.8

g DT 90.46 75.9
E GNB 96.59 90.4
SVM 38.19 9.7

ABARC /w hybrids | 97.753 80.0
ABARC /wo hybrids | 99.324 97.0

of the boundary region of cluster k£ and w is the weight of lower
approximation (we used 0.6)

Average Roughness, p index - represents the average degree of in-
completeness of knowledge about all clusters: p =1 — «

Accuracy of Approximation, o index - it captures the exactness of
. D rer WrAL

- ZkeK wkAp+(1—w)*By,

Quality of Approximation, v index - it is the ratio of the total number
of objects in lower approximations of all clusters to the cardinality

of the universe of discourse: v = % > orer Ak

approximate clustering: a*

3.3.2. Results and discussion. We have compared our rough indices results
with the ones reported in the book in Table 12 (only on Iris and Wine datasets).
From the comparison we can say that our approach matches the algorithms
discussed in the related work on the Iris dataset. The first three indices are
slightly lower but the last one is significantly better, probably meaning that
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TABLE 12. Rough indices for the Iris, Seeds and Wine dataset.

Dataset Iris Wine
Algorithm || o Index | p Index | a® Index | 7 Index [ Index|p Index|a® Index|vy Index
RFCMMBP]70.999971 | 0.000029 | 0.999963 | 0.625000 || 0.8387 | 0.1613 | 0.9251 | 0.5000
RFCM 0.999986 | 0.000014 | 0.999988 | 0.800000 || 0.8918 | 0.1082 | 0.9259 | 0.8275
RPCM 0.999983 | 0.000017 | 0.999985 | 0.553333 || 0.8433 | 0.1567 | 0.9306 | 0.6255
RFPCM [/0.999987|0.000013|0.999989| 0.766667 || 0.9012 | 0.0988 | 0.9258 | 0.7234
ABARC 0.999980 | 0.000020 | 0.999981 [0.913333(/0.9989|0.0011| 0.9989 |0.9438

overall our rough score is better but it is slightly worse on one of the clusters.
On the Wine dataset all indices are the best in the ABARC algorithm’s case,
meaning that we have better rough clustering from all points of view.

4. CONCLUSIONS AND FUTURE WORK

In this paper, we have carried out a comprehensive evaluation of the Agent
BAsed Rough sets Clustering (ABARC) algorithm, which is a new approach
for clustering in uncertain environments. Experiments were done using stan-
dard datasets and against multiple supervised and unsupervised methods too.
Besides this evaluation, we also analyze the impact of several internal and
external metrics, especially in the context of unpredictability.

The results suggest that removing hybrids increases the performance of the
ABARC algorithm. Compared to other approaches on Iris and Wine datasets
the algorithm outperforms all the related approaches with respect to almost
any of the considered metrics. This outcome emphasises the importance of
hybrid data detection and hence the need of applying algorithms that are
tailored to uncertainty driven environments.

As a future work we plan to analyze rough instances and outliers even
more in order to potentially gain extra relevant information about the given
datasets as well as work on applying ABARC in other domains, like software
engineering, biology, chemistry or even medicine.
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