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ABSTRACT. Automating artificial intelligence (AI) model training has emerged
as a significant challenge in the field of automation. The complete pipeline
from raw data to model deployment poses the need to define robust pro-
cesses that ensure the efficiency of the services that expose the models.
This paper introduces a generic architecture for automating data prepara-
tion, training of models, selection of models, and deployment of models as
web services for third-party consumption using Microsoft Azure Machine
Learning’s (AzureML) CI/CD tools. We conducted a practical experi-
ment utilizing AzureML pipelines with predefined and custom modules,
demonstrating its readiness for integration into any production applica-
tion. We also successfully integrated this architecture into a real-world
product designed for industrial forecasting. This practical implementation
demonstrates the effectiveness and adaptability of our approach, indicating
its potential to address diverse training needs.

1. INTRODUCTION

Over the past decade, Artificial Intelligence (AI) has evolved from a buz-
zword to a state-of-the-art technology, providing reliable solutions in various
domains such as fraud detection, healthcare, predictive maintenance, energy
management, and retail. Al applications are now being used as stand-alone
solutions in businesses’ core processes. However, as the demand for Al grows
exponentially, traditional processes for training AI models, which were once
characterized as academic experiments, have now become a logistical prob-
lem. There is a need to migrate to reliable processes that can automate all
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the steps, from cleaning a raw dataset to training the model and exposing it
to other services that can consume it in real-world scenarios [12, [14] 26].

Moreover, there has been an emphasis on the necessity of creating user-
friendly interfaces for software developers without an AI background, which
can facilitate the maintenance of the Al processes encapsulated in modules,
following the principles of gray-box. These requirements have already been
addressed in the domain of software engineering, particularly in web program-
ming, using the Continuous Integration/Continuous Deployment (CI/CD) mech-
anism and web services. In this paper, we present the latest advancements in
automating Al model training using AzureML’s CI/CD tools. Our approach
allows for the automation of data preprocessing, training various AI models
and selecting the best performing one, deploying the model as a web service
for third-party consumption, while ensuring high availability and scalability
of the service.

Our proposed solution was implemented and validated through an academic-
industrial partnership aimed at developing a forecasting platform for industrial
indicators. Subsequently, we present a comprehensive review of the logistics
and challenges associated with AT model training (Section , followed by an
overview of state-of-the-art techniques and successful applications of automat-
ing the AI model training process in various industries (Section . In Section
the final section of this paper, we describe our proposed generic architecture
to automate the model training and deployment process using AzureML.

2. PROBLEM DEFINITION

Developing a machine learning based solution in an industrial environment
consists of two steps: building the model and deploying it into production.
While the first part might be more interesting, it is the second part that takes
the longest - all the tasks that come after a model is built and optimized.
According to Gartner [I], one of the top five factors due to which 85% of Big
Data projects fail is the complexity to deploy them.

Algorithmia’s “2021 State of Enterprise ML” [3] reports that 64% of all
organizations need at least one month to deploy a machine learning model
and that the data scientists from 38% of organizations spend more than 50%
of time deploying ML models to production.

According to [4], the development of a machine learning based solution in
an industrial environment can be split into four stages. Each of these stages
can be split into smaller steps, and [20] presents various issues and concerns
associated to each step, as explained below.

The first stage concerns data management - preparing the data. Data is
collected, gathered and understood. Problems can appear especially in large
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production environments, where, using the principle of ”single responsibility”
[16], applications are usually built as multiple services communicating to each
other, and this can easily lead to data being stored in different locations and
forms by different services. After collection, data has to be cleaned and, ac-
cording to [13], data cleanliness is the main reason causing expert to doubt the
quality of their work. Insufficient, biased, noisy, irrelevant or imbalanced data
can lead to either the under- or overfitting of the model. Moreover, if multi-
ple data sources have to be integrated into a single one, they might differ in
schema, convention or the procedure of storing and accessing the data. Once
the data is preprocessed, it might be necessary to be augmented because in
real life, more often than not, data is unlabeled and, since supervised learning
techniques require labeled data for training, the process of assigning labels to
large volumes of data can be a tedious task. And, finally, the labeled data has
to be analysed in order to discover biases or unexpected distribution shifts.
One area that is especially challenging in this step is visualization for data
profiling, since there are very few tools available for efficiently executing this
task.

The following stage is about model learning. Firstly, the best-fitted model
for the problem at hand needs to be chosen. As shown in [28], complexity
is one of the most important factors when choosing a model to be used in
an environment with resource constraints. In practice, simpler models, such
as Decision Trees, Random Forests, Principal Component Analysis etc., are
chosen instead of deep learning or reinforcement learning techniques because
they require less resources and also lead to an decreased development and de-
ployment time. Moreover, depending on the field of application, being able
to interpret the output of a machine learning model can outbalance even its
performance. Then, the model has to be trained. This step usually requires in-
creased computational resources, which leads to increased costs. For instance,
in [25], it is shown that the training of the BERT model [7] costs at least $50
K, which can be impossible to afford for many companies. Even more, chal-
lenges can arise while selecting hyper-parameters in order to find the optimal
setting for the model. The size of the hyper-parameter optimization task can
grow exponentially in the worst case, leading to tough computational chal-
lenges. Mainly when talking about deep learning techniques, this process can
be extremely expensive and resource-heavy.

Once the model is trained, it must be verified. This stage involves defin-
ing requirements for the model, which should not solely prioritize increased
model performance but also consider business-driven metrics for evaluating
and monitoring the model in a production environment. Verification of all
requirements is necessary, including adherence to business-defined regulatory
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frameworks, in addition to mathematical correctness or error bounds. Testing
the model in a real-life setting is ideal for ensuring quality, but this can pose
challenges regarding safety, security, and scaling.

And, finally, the last stage in the development of an ML-based solution in
industrial environments is the deployment of the model. The model has to
be implemented so that it can be consumed and an infrastructure for running
the model needs to be built. Due to the fact that machine learning models
can explicitly depend on external data, a lot of engineering anti-patterns, such
as correction cascades, are widespread in software that uses ML [24]. Once
the system is deployed to production, its maintenance intervenes. The system
has to be monitored, but this process is still in the early stages within the
ML community, and monitoring the overall performance of a machine learn-
ing model is still an open problem. Yet, the biggest challenge emerges when
the existing models needs to be adapted to new data and the new model arti-
fact delivered to production. While software engineering solves this problem
using continuous delivery, things are more complicated with machine learning
problems because, unlike regular software products that only have changes in
code, ML solutions can be changed on three aspects: data, model, and code.

Therefore, we can state that the process of developing machine learning
based solutions in production environments requires not only skills and time,
but also new and emerging technologies that can ease the process.

3. ADVANCES IN AUTOMATED Al TRAINING

Recently, Al has emerged as a cutting-edge technology with numerous use
cases across diverse industries. Al models have been employed either as novel
solutions to problems, as assisting systems, or as complete replacements for
human intervention. However, this rise in demand has revealed certain chal-
lenges, such as the necessity for dependable model training, deployment, and
real-time production consumption mechanisms. Large cloud service providers
have promptly identified this demand and addressed it by offering a compre-
hensive suite of tools that facilitate large-scale AI model training and deploy-
ment. Furthermore, modern CI/CD mechanisms [15] have been integrated to
ensure scalable solutions that meet the needs of high availability, performance,
and logging.

AzureML [18], a cloud-based machine learning platform developed by Mi-
crosoft, provides a comprehensive suite of tools necessary for the implementa-
tion of artificial intelligence models for various use cases. With its ability to
integrate with different AI model architectures, it has been utilized by several
large companies as a trusted ecosystem for the entire pipeline from train-
ing to deployment. For instance, American Express uses AzureML to develop
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apps for fraud detection, Mediktor employs it for healthcare solutions to check
symptoms, E-ON applies it to manage energy in solar panel farms and predict
energy solutions, Belfius uses it to help detect fraud and money laundering,
Cognizant and Claro personalize and improve users’ learning experience with
AzureML and Epiroc advances manufacturing innovation with its help [19].

On the other side, AzureML gains popularity in the scientific literature as
well. [22] analyzes eight two-class and three multi-class machine learning al-
gorithms for network intrusion detection using AzureML as a solution to the
limitation of traditional models, which focus rather on the improvement of
the attack detection rate and the reduction of false alarms rather than on
time efficiency. The proposed algorithms are analyzed and evaluated not only
on their performance related to the task, but also in terms of training and
prediction time, concluding that the use of AzureML leads to saving compu-
tational resources and, thus, reducing excessive costs. Moreover, the study
highlights the fact the AzureML is useful for large datasets handling, as it can
successfully serve as an expedient Integrated Development Environment.

In [23], a data-driven machine learning workflow is proposed for forecast-
ing the outcome of Business to Business (B2B) sales. The workflow was im-
plemented and deployed to a B2B consulting firm’s sales pipeline using the
AzureML platform. This cloud-based solution was chosen because it can be
easily integrated into existing Customer Relationship Management (CRM)
systems allowing for more scalability than traditional solutions. What is more,
AzureML supports the creation of models’ endpoints on Azure Kubernetes Ser-
vice, which ensures high scalability and low latency for request-response ser-
vice, therefore being suitable for production-level deployments. The authors
conclude that the AzureML-based workflow is also highly sustainable due to
relying on cloud computing power, rather than on on-premise resources.

As a solution for the task of designing the complex systems that an electrical
machine consists of, [21I] employ AzureML as a means of optimization and best
candidate selection. That is, the platform was used to compare two searching
algorithms, namely Boosted Decision Tree and Multiclass Neural Network, in
order to predict the best configuration of an electric motor according to the
maximum efficiency. The advantages presented by the usage of the platform
as compared to the tools used on the developers’ local computers consist in the
10-times decrease in work time and the simplification of the project creation,
taking 15 minutes instead of 3 days.

In [27], one of the main capabilities of the AzureML platform is presented
in-depth: automated machine learning. In order to help developers with little
ML-related knowledge to build solutions that employ ML models, AzureML
provides the possibility of using automated ML, such that developers do not
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need to fully understand the processes of selecting the learning algorithm or
tuning the hyper parameters. Being given a dataset and only a few configu-
ration parameters, AzureML can provide a high-quality, already trained, ML
model that can be used for predictions, without further modifications.

The paper [8] once again demonstrates the advantages of the automated ma-
chine learning capability of the AzureML platform. Being applied in medical
environment, specifically, for predicting antimicrobial resistance and selecting
appropriate treatment, the benefit of automated ML presents itself. This pa-
per presents a procedure that is easy applicable and, most importantly, can
be explained and even used by non-technical experts, leading to the conclu-
sion that AzureML can be used as a decision tool for physicians, the deduced
models proving good performance.

In this paper, we describe our process of training a scalable number of Al
models for a generic forecasting platform. Alike explained in [22], with our
approach, we also intend to reduce the computational costs and use a solution
that easily handles large datasets. Since we need high scalability and low
latency and, most importantly, an architecture that is suitable for production-
level deployments, our choice is based on the same reasons as presented in
[23]. Similar to the work presented in [21), 27, [§], we need to train multiple AI
models and choose the one that yields the best results. And, finally, the most
notable characteristic of the AzureML platform that motivates the choice of
AzureML for all of the presented solutions, including our own, is the possibility
of being used even by non ML-specialized developers. For all of these reasons,
our proposed procedure is inspired by these successful stories of AzureML’s
deployment, combining and adjusting the parts that suit our needs.

4. AUTOMATING MODEL TRAINING PROCESS

The present section provides an overview of an experiment that involves
utilizing the most advanced state-of-the-art guidelines to define and construct
a sturdy pipeline comprising all necessary steps required for training a model,
using one or more datasets, and deploying it onto an infrastructure to enable
real-time consumption by clients. Our objective is to streamline the conven-
tional process of training Al models, enabling individuals without specialized
expertise to train and deploy models through an automated procedure to the
greatest extent possible.

The following sections will elaborate on an anonymous methodology that
our university team employed while collaborating with a company operating
in the IT industry that sought assistance in the field of artificial intelligence.
Given that our deliverable was intended for utilization in a live production
environment, our aim was to incorporate, right from the beginning, techniques
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used within the software development industry, which enable principles such
as scalability, versioning, monitoring, and high availability. By implementing
such techniques, we intended to ensure the functionality and effectiveness of
our deliverable in a demanding production environment.

Furthermore, within the scope of our collaboration, we agreed to deliver
a preliminary product consisting of a series of trained neural networks, and
in parallel, we developed a protocol for knowledge transfer that enabled the
company to take ownership of the pipeline process that we had designed.
As the company’s team of developers lacked expertise in the field of artificial
intelligence, we developed a grey-box mechanism that allowed them to not only
implement future model training but also edit and enhance modules defined
within the pipeline. To accomplish this, we proposed a generic process with
easily generalized steps that could be assembled into a framework with user-
friendly features. We initiated this approach from the very beginning of the
project to ensure that the process could be readily integrated into the existing
framework, and easily manipulated like a puzzle.

After brainstorming with the architect of the company, we reached an agree-
ment on a solution that was compatible with their current technology stack.
This solution entailed using Microsoft AzureML as a framework to define mod-
ules, which were coded in Python, to facilitate data storage, data cleaning and
augmentation, model training, and model deployment. Through this solution,
we aimed to create a cohesive and efficient pipeline for the company, which
would facilitate the utilization of the current technology stack, while also en-
hancing the process of developing and implementing Al models.

4.1. Pipelines architecture. During the architecture brainstorming pro-
cess, one of the most important considerations was the business requirement
of receiving various datasets from clients and subsequently triggering the
pipeline. These datasets were sourced from diverse warehouses and in dif-
ferent formats, including SQL databases, NoSQL databases, and files. Conse-
quently, a layer was required to abstract the source of the training data and to
allow for pipeline interaction, providing an interface that exposed simple data
downloading operations, but also the uploading of the results. This approach
enabled us to provide a seamless and flexible pipeline that could process a
wide range of data sources, while also facilitating the integration of multiple
data sources into the pipeline. In this particular case we can consider that
these modules will receive the dataset as input, and output it with the data
processing operations applied.

Figure [1] represents an overview of the proposed pipeline that represents a
state-of-the-art mix between software engineering principles in CI/CD deploy-
ments and procedures of Al model training. After defining the data interface,
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FIGURE 1. Generalized architecture of a model training pipeline

we proceeded to develop a series of modules that would code the state-of-the-
art operations required in the process of training an Al model. Each module
was defined through an interface, and each model had an input and output, en-
abling seamless assembly within the desired pipeline. To initiate the pipeline,
we first defined modules for the most well-known operations of data process-
ing, beginning with data cleaning (i.e., removing empty values, deduplication,
and filling incomplete data), data augmentation (i.e., one-hot encoding of cat-
egorical columns or data normalization), and column selection (i.e., selecting
only specific columns if needed). Through this process, we aimed to establish
a flexible and scalable pipeline capable of performing various data processing
operations to facilitate the effective and efficient training of AT models.

After the data cleaning process, the next step in our pipeline involved model
training. This stage was comprised of an umbrella module that encapsulated
various sub-models, each representing a different type of model such as neural
networks, logistic regressions, decision trees, and many others. The module
initiated the training of all these models and subsequently chose the model
with the highest metric, which was determined based on its accuracy. The
output of this pipeline module was a flexible binary file that could be deployed
in the subsequent stage of model deployment.

To expose the trained binary model to other components of the company’s
software stack, we implemented a mechanism that allowed for the input of
new data and retrieval of inferred results. Following best practices in web
development, we decided to utilize microservices due to their capabilities in
high availability, versioning, and scalability.
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Following the architecture described, we propose a hands-on application
of Microsoft AzureML pipelines and its features following the state-of-the-art
CI/CD principles that will enable the desired automatization of the Al tasks
[9, 11, 5].

4.2. AzureML Pipelines. The Microsoft AzureML platform represents a
significant advancement in cloud-based technology, providing users with a
range of functionalities for data processing, model training and versioning,
and large-scale deployment. Given our architectural requirements and project
needs, AzureML proved to be a highly suitable solution for our work.

AzureML'’s pipeline designer functionality is a low-code/no-code solution for
developing machine learning pipelines both for model training and prediction.
The visual components enable the configuration of the pipelines, which can
be performed with limited knowledge of the underlying transformations and
ML algorithms. Also, its pre-built infrastructure with curated environments
allows us to run these pipelines with minimal maintenance overhead, while its
versatile suite of features enabled us to develop the necessary modules for our
project. The visual pipeline designer and the managed infrastructure with
curated environments in the AzureML platform provide an innovative and
efficient solution for organizations seeking to streamline their Al workflow and
improve the efficiency of their operations.

Microsoft AzureML provides another crucial interface for managing the vari-
ous datasets utilized by clients, through the implementation of Azure Datasets.
This functionality allows for the loading of datasets in tabular format from
diverse sources, including both internal and external data repositories. More-
over, an Azure Dataset can be versioned, and its creation can trigger the
execution of associated pipelines. To illustrate the practical application of
these concepts, Figure [2| presents a diagram of a simulated AzureML pipeline.
While we are unable to provide detailed insights into the proprietary work
conducted with external collaborators, we can attest that the principles guid-
ing the construction of this pipeline align with the ones from the original
experiments.

The demo pipeline depicted in Figure [2] begins with an Azure Dataset that
serves as the primary input for subsequent data processing steps. Specifically,
the pipeline executes a sequence of data processing modules, including column
selection, missing data removal, and data splitting. The data splitting module
divides the input dataset into separate training and testing sets, which are
subsequently fed into a training module for model development. Each module
contains customizable properties that can be adjusted according to specific
user needs. For instance, the percentage of data allocated to the training and
testing sets in the data splitting module can be configured as needed.
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Following the initial data processing steps, the next group of modules in the
pipeline pertains to the training of multiple AI models, specifically regression
models from the family of decision trees. Each model is trained using the
designated training set via the Train Model module, and subsequently tested
using the testing set through the Score Model module. At the conclusion of
this phase, the Fwvaluate Model module is employed to compare and assess
the performance of each trained model, with the ultimate goal of identifying
the optimal model. An established threshold can then be used to determine
whether the best-performing model meets the requirements of the business
case. If the model surpasses the predefined threshold, it may be deployed
for use in a production environment. Thus, through the use of these modules,
AzureML enables the efficient development, testing, and evaluation of multiple
AT models, with the ultimate aim of identifying the best solution for a given
task.
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The flexibility and extensibility of AzureML is further exemplified through
its open library of built-in components, maintained by a vibrant and sup-
portive community. For many use cases, the built-in components satisfy the
necessary requirements for developing machine learning models. However, in
cases where specific and proprietary steps are required, developers may lever-
age the Python programming language and the azureml library to implement
custom-built components. In the context of our collaboration with external
clients, we designed and developed a series of neural networks (specifically,
LSTM [10] and GRU models [6]) that were customized and optimized to suit
the needs of our collaborators. These models were then deployed as custom
components within the AzureML pipelines we developed. While the modules
and components we implemented are tailored to our specific use case, they
still follow the overarching principle of letting the models compete to deter-
mine a winner, based on their respective levels of accuracy. By providing the
ability to use both pre-defined components and implement custom-built ones,
AzureML affords significant gains in both performance and maintainability for
AT development, even for non-specialized developers.

4.3. Automating models training and deployment. To achieve a robust
ecosystem for model training and deployment, it is essential to have a well-
structured and automated pipeline that can respond to a series of events,
validate models against a predefined threshold, and initialize model deploy-
ment as a new version only when the threshold is exceeded. To ensure a
smooth and efficient process, the proposed pipeline must adhere to the princi-
ples of CI/CD, which provide a set of protocols for training machine learning
models in real-time and deploying them with high availability and scalability
using the infrastructure provided by AzureML. By following the principles of
CI/CD, the pipeline can be structured to streamline the model development
process, reduce overhead costs, and maximize the return on investment for the
AT development process. In general, the CI / CD principles are essential to
ensure that the model training and deployment pipeline is robust and scalable,
facilitating the rapid deployment of models with minimal interruption to the
overall workflow.

Figure[3|depicts the proposed automated mechanism of model training using
CI/CD in the Microsoft AzureML ecosystem. The CI/CD system is triggered
whenever a change is made to the Azure Dataset associated with the pipeline,
indicating the availability of a new dataset for training. The system then pulls
the latest version of the dataset and initiates the pipeline, as described in the
previous section. Notably, the components in the pipeline will be parallelized
if they are on the same level in the hierarchy, allowing all model training to
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FIGURE 3. CI/CD proposed for the automatized model train-
ing pipeline.

be executed simultaneously, thus saving time and resources and, therefore,
leading to cost savings.

In the post-training phase of the proposed CI/CD pipeline, the best model’s
accuracy will be compared to the threshold, which, if not reached, will trigger
a notification to the administrators to perform additional fine-tuning on the
training set or modify the components (e.g., by adding more cleaning meth-
ods). On the other hand, if the threshold is exceeded, the best model will
be packaged as a binary model encapsulated into a Dockerized web microser-
vice [I7]. This microservice will be deployed on the AzureML infrastructure
as a service, which will expose the model through an endpoint. This process
ensures that the model is readily available to be consumed by other services.

Train Model @ Web Service Input
train_model
J Wel ite input data
Trail model
Traineg¢'model Dat
[ Score Model
score model

Scored|dataset
Web service output data

‘ @ Web Service Output ]

FIGURE 4. AzureML pipeline adjustment to package model as
a webservice.

In the context of AzureML, the mechanism of packaging a trained model
can be achieved by using two key components, namely the Web Service Input
module and the Web Service Output module, as depicted in Figure [d] These
components enable AzureML to recognize that the output of the Train Model
section is intended to be encapsulated in a web service. The Web Service
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Input component is responsible for receiving a set of input parameters, which
are then passed on to the component responsible for handling the input and
feeding it to the model for inference. The model output is then passed to the
Web Service Qutput component, which in turn returns the result to the service
that initiated the request.

Upon the completion of the CI/CD pipeline, the resulting web service can
be located in the AzureML Endpoints section, which provides all the necessary
details to interact with the model. In addition to supporting the deployment of
microservices, AzureML incorporates a range of features that are particularly
useful during the post-deployment phase, ensuring the high availability and
performance of the model. We consider two of these built-in features to be
extremely helpful: the fault tolerance - AzureML guarantees that at least one
instance of the web service will be operational at all times - and the automated
scaling - in situations where there is a high demand, the web service can be
scaled to multiple instances managed through a load-balancer.

The underlying infrastructure used for model training, validation, and de-
ployment can be configured to operate on either a CPU or a GPU. Typically,
GPUs are essential during the training phase. While GPU virtual machines
are considerably more expensive than those equipped with a CPU, weighing
the time required for model training against the hourly cost may result in a
cost-effective solution involving a GPU instance.

The proposed solution of using an AzureML pipeline for model training
and deployment is an automated mechanism that starts with the upload of a
new dataset version to the associated Azure Dataset and continues until the
last step of model deployment. This approach provides the benefits of an au-
tonomous and intuitive maintenance process, as every step of the pipeline is
executed automatically based on the defined logic. The pipeline and its deploy-
ment mechanism are suitable for web applications used in live environments,
fulfilling requirements such as availability, ease of maintenance and debugging,
and fast execution. The monitoring system also enables quick identification
and resolution of any issues. Thanks to all of these, the proposed solution of-
fers a comprehensive and reliable solution for automating the model training
and deployment process.

4.4. Consuming trained models. This section describes the deployment of
a model in AzureML as a microservice and the standardization of web ser-
vices or APIs using Swagger [2]. After a model is deployed, it can be accessed
through HTTP requests, and all relevant information regarding the web ser-
vice, such as the REST endpoint, authentication type, and monitoring logs,
can be found in the AzureML Endpoints section. Additionally, the web service
created via AzureML Pipelines includes its own documentation that provides
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details on existing web service endpoints, their expected input structure, and
the expected output structure. Swagger is a popular standard for normalizing
web services or APIs, which is implemented in AzureML to enable language-
agnostic solutions. Therefore, any programming language that has an HTTP
framework can make requests to the model and expect output following the
structure described by its Swagger.

5. CONCLUSIONS

This paper provides an overview of the latest advancements in automating
the training of AI models and presents a scalable CI/CD architecture for in-
dustrial forecasting utilizing AzureML. Our aim is to develop a user-friendly
solution that is easily maintained by individuals with minimal experience in Al
To this end, we conducted a practical experiment utilizing AzureML pipelines
with both pre-defined and custom modules, demonstrating its readiness for
integration into any production application. While presenting a quantitative
validation of our proposed solution may not be feasible, we deem the success-
ful integration of the architecture into the products of our collaborators, along
with their teams utilizing and maintaining the proposed automated pipelines
for various training purposes, as a valuable qualitative validation. This prac-
tical implementation demonstrates the effectiveness and adaptability of our
approach, indicating its potential to address various training needs.

Moving forward, we plan to enhance our solution by creating a separate
pipeline architecture dedicated to deploying external custom modules. This
will allow contractors with Al expertise to easily maintain and improve pipelines.
When a new module is created, it will be automatically deployed via the ded-
icated CI/CD pipeline for custom modules and added to the list of pipelines
for training models enabling the module for further use.

6. ACKNOWLEDGEMENT

This research was partially supported by DataSEER project, financed through
POC 2014-2020, Action 1.2.1, by European Commission and National Gov-
ernment of Romania (Project ID: 121004).

The authors express their gratitude to the industrial partner, OPTIMA
GROUP SRL, for their collaboration and valuable information exchange.

REFERENCES

[1] Gartner. https://www.gartner.com/en. Accessed: June 16, 2023.
[2] Swagger: The world’s most popular framework for apis. https://swagger.io, 2022.
Accessed: Feb. 7, 2022.


https://www.gartner.com/en
https://swagger.io

3]

[4]

[5]

FACILITATING MODEL TRAINING PROCEDURES 67

ALGORITHMIA. 2021 state pf enterprise ml. https://info.algorithmia.com/hubfs/
2020/Reports/2021-Trends-in-ML/Algorithmia_2021_enterprise_ML_trends.pdf.
Accessed: June 9, 2023.

AsHMORE, R., CaLINEScU, R., AND PATERSON, C. Assuring the machine learning
lifecycle: Desiderata, methods, and challenges. ACM Computing Surveys (CSUR) 54, 5
(2021), 1-39.

BOER, A., KOOLEN, M., VAN DEN BERG, J., AND VAN DER WERF, J. Continuous
delivery pipelines: Best practices in safe. In 2018 IEEE 15th International Conference
on e-Business Engineering (ICEBE) (2018), IEEE, pp. 217-224.

CHUNG, J., GULCEHRE, C., CHO, K., AND BENGIO, Y. Empirical evaluation of gated re-
current neural networks on sequence modeling. arXiv preprint arXiv:1412.8555 (2014).
DEvVLIN, J., CHANG, M.-W., LEE, K., AND TOoUTANOVA, K. Bert: Pre-training of deep
bidirectional transformers for language understanding. arXiv preprint arXiv:1810.04805
(2018).

FERETZAKIS, G., SAKAGIANNI, A., LoupkeLIs, E., KALLES, D., SKARMOUTSOU, N.,
MaRrTSOUKOU, M., CHRISTOPOULOS, C., LADA, M., PETROPOULOU, S., VELENTZA,
A., ET AL. Machine learning for antibiotic resistance prediction: A prototype using
off-the-shelf techniques and entry-level data to guide empiric antimicrobial therapy.
Healthcare informatics research 27, 3 (2021), 214-221.

Fi1scHER, D., Jung, M., KASPARICK, M., AND MoMmM, C. Continuous integration and
deployment for software of things using jenkins and docker: A case study. In 2019 IEEE
International Conference on Software Architecture Companion (ICSA-C) (2019), IEEE,
pp. 9-16.

HOCHREITER, S., AND SCHMIDHUBER, J. Long short-term memory. Neural computation
9, 8 (1997), 1735-1780.

HuanG, W. Best practices for continuous integration and delivery. In 2016 11th Interna-
tional Conference on Computer Science & Education (ICCSE) (2016), IEEE, pp. 422—
426.

HutrTER, F., KOTTHOFF, L., AND VANSCHOREN, J. Automated machine learning:
Methods, systems, challenges. arXiv preprint arXiv:1908.02259 (2019).

KM, M., ZIMMERMANN, T., DELINE, R., AND BEGEL, A. Data scientists in software
teams: State of the art and challenges. IEEE Transactions on Software Engineering 44,
11 (2017), 1024-1038.

L1, L., JAMiEsON, K., DESALvO, G., ROSTAMIZADEH, A., AND TALWALKAR, A. Au-
tomating neural architecture search using bayesian optimization and hyperband. In
International Conference on Learning Representations (2018).

L1, W., CHEN, J., AND HuaNG, W. A survey on continuous integration, delivery and
deployment tools. Journal of Systems and Software 147 (2018), 1-15.

MARTIN, R. C. The single responsibility principle. The principles, patterns, and prac-
tices of Agile Software Development (2002), 149-154.

MERKEL, D. Docker: lightweight linux containers for consistent development and de-
ployment. Linuz journal 2014, 239 (2014), 2.

MICROSOFT. Azure machine learning. https://azure.microsoft.com/en-us/services
/machine-learning/, 2021. Accessed: February 7, 2023.

MICROSOFT. Microsoft customer stories. Microsoft Azure Blog (January 2022).
PALEYES, A., URMA, R.-G., AND LAWRENCE, N. D. Challenges in deploying machine
learning: a survey of case studies. ACM Computing Surveys 55, 6 (2022), 1-29.


https://info.algorithmia.com/hubfs/
2020/Reports/2021-Trends-in-ML/Algorithmia_2021_enterprise_ML_trends.pdf
https://azure.microsoft.com/en-us/services
/machine-learning/

68

B.E.M. MURSA ET AL.

[21] PLIUHIN, V., PAN, M., YESINA, V., AND SUKHONOS, M. Using azure maching learning

cloud technology for electric machines optimization. In 2018 International Scientific-
Practical Conference Problems of Infocommunications. Science and Technology (PIC
SE&T) (2018), IEEE, pp. 55-58.

[22] RAaJAGOPAL, S., HAREESHA, K. S., AND KUNDAPUR, P. P. Performance analysis of

binary and multiclass models using azure machine learning. International Journal of
Electrical & Computer Engineering (2088-8708) 10, 1 (2020).

[23] REZAZADEH, A. A generalized flow for b2b sales predictive modeling: An azure machine-

learning approach. Forecasting 2, 3 (2020), 267—283.

[24] ScuLLEY, D., Hort, G., GoLoVvIN, D., Davypov, E., PHiLLIPS, T., EBNER, D.,

CHAUDHARY, V., YOUNG, M., CrESPO, J.-F., AND DENNISON, D. Hidden technical

debt in machine learning systems. Advances in neural information processing systems
28 (2015).

[25] SHARIR, O., PELEG, B., AND SHOHAM, Y. The cost of training nlp models: A concise

overview. arXiv preprint arXiv:2004.08900 (2020).

[26] TAN, M., AND LE, Q. V. Efficientnet: Rethinking model scaling for convolutional neural

networks. In International Conference on Machine Learning (2020), PMLR, pp. 6105—
6114.

[27] UMAMAHESAN, A., AND BaBu, D. M. I. From zero to ai hero with automated ma-

chine learning. In Proceedings of the 26th ACM SIGKDD International Conference on
Knowledge Discovery & Data Mining (2020), pp. 3495-3495.

[28] WaaGsTAFF, K. L., DORAN, G., Davies, A., ANWAR, S., CHAKRABORTY, S.,

CAMERON, M., DAUBAR, 1., AND PHILLIPS, C. Enabling onboard detection of events of
scientific interest for the europa clipper spacecraft. In Proceedings of the 25th acm sigkdd
international conference on knowledge discovery & data mining (2019), pp. 2191-2201.

FAacuLTY OF MATHEMATICS AND COMPUTER SCIENCE BABES-BOLYAI UNIVERSITY, CLUJ

NAPocA, ROMANIA

Email address: bogdan.mursa@ubbcluj.ro
Email address: matyas.kuti @ubbcluj.ro
Email address: cristiana.moroz@ubbcluj.ro
Email address: florentin.bota@ubbcluj.ro



