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THIRD CASE STUDY FOR THE DYNAMIC MULTILEVEL
COMPONENT SELECTION

ANDREEA VESCAN

ABSTRACT. The architecture of a system changes after the deployment
phase due to new requirements from the stakeholders. The software archi-
tect must make decisions about the selection of the right software compo-
nents out of a range of choices to satisfy a set of requirements. This paper
deals with the component selection problem with a multilevel system view
in a dynamic environment.

To validate our approach we have used the case study method. Three
different case studies were performed but only one is presented in the cur-
rent paper. The research design was conducted using a research question,
propositions and for interpreting the study’s findings we have used the
Wilcoxon signed ranks statistical test. The tests performed show the po-
tential of evolutionary algorithms for the dynamic multilevel component
selection problem.

1. INTRODUCTION

The problems of identification and selection the right software components
out of a range of choices to satisfy a set of requirements have received consid-
erable attention in the field of component-based software engineering during
the last two decades [9, 10].

Identification of a software architecture for a given system may be achieved
in two steps: (1) Component Identification and (2) Component Selection.
Component Identification has the scope to partition functionalities of a given
system into non-intersecting logical components to provide the starting points
for designing the architecture. The aim of Component Selection methods is
to find suitable components from a repository to satisfy a set of requirements
under various constraints/criteria (i.e. cost, number of used components, etc.).
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16 ANDREEA VESCAN

This paper has focused on the component selection process, the goal being to
provide the suitable existing components matching software requirements.

The contribution of this paper is the use of the case study method
and the research design from the book of Yin [5] to validate our research
proposal for the Dynamic Multilevel Component Selection Problem
[2]. A research question and propositions are used to conduct research design.
For interpreting the study’s findings we used the Wilcoxon signed ranks sta-
tistical test. We have conducted three different experiments. The first one
was reported in [1], and the second one in [2]. The current paper reports
the third experiment. For each case study we have specified the compo-
nent selection problem. After that, the experimental studies were followed
for each considered case study: the two perspectives, changing requirements
and changing component repository. Following the replication approach to
multiple-case studies [5], each individual case study was finalized by an in-
dividual case report that will be next considered to be part of a summary
report, i.e. a cross-case conclusion. Thus, in our case the results obtained
are reported and conclusions about the potential of evolutionary algorithms
for the dynamic multiobjective multilevel component selection problem are
drawn.

The paper is organized as follows: Section 2 contains configuration and re-
configuration description problems, the description of the optimization pro-
cess, and the proposed evolutionary-based algorithm approach. Section 3
presents the reasons for using case study method and the research design,
the criteria used to interpret the findings of the results. The evaluation is
presented in Section 4. In Section 5 we apply the approach to one example to
validate the proposed approach. Some experiments are performed consider-
ing two dynamics: requirements changes over time and component repository
varies over time. Section 6 introduces the current state of art regarding the
component selection problem and analysis the differences compared with our
present approach. We conclude our paper in Section 7.

2. DyNAMIC MULTILEVEL COMPONENT SELECTION PROBLEM

2.1. Component Systems, Configurations and Reconfigurations. A
component [23] is an independent software package that provides functionality
via defined interfaces. The interface may be an export interface through which
a component provides functionality to other components or an import interface
through which a component gains services from other components.

A configuration [24] of a component system is described as the structural
relationship between components, indicated by the layout of components and
connectors. Reconfiguration means modifying the structure of a component
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system in terms of additions, deletion, and replacement of components and/or
connectors. While the reconfiguration transforms the structural view of a
component system, it changes the system’s functionality and service specifica-
tions. From another aspect, a reconfiguration may consist of several individual
updates or changes to components and/or connectors.

There are two type of components: simple component - is specified by the
inports (the set of input variables/parameters), outports (the set of output
variables/parameters) and a function (the computation function of the com-
ponent) and compound component - is a group of connected components in
which the output of a component is used as input by another component from
the group. For details about the component model please refer to [25].

2.2. Dynamic Multilevel Component Selection Problem Formula-
tion. An informal specification of the configuration problem is described in
the following. It is needed to construct a final system specified by input data
and output data. We can see the final system as a compound component and
thus the input data becomes the required interfaces of the component and the
output data becomes the provided interfaces, and in this context we have the
required interfaces as provided and we need to provide the internal structure
of the final compound component by offering the provided interfaces.

A formal definition of the configuration problem [25] (seen as a compound
component) is as follows. Consider SR the set of final system requirements
(the provided functionalities of the final compound component) as SR =
{r1,r2,...,rn} and SC the set of components (the repository) available for
selection as SC = {ci,¢2,...,cn}. Each component ¢; can satisfy a subset
of the requirements from SR (the provided functionalities) denoted SP,, =
{pi, s Diys ---» Di,, } and has a set of requirements denoted SR, = {74, Tiy, ..., T, }-
The goal is to find a set of components Sol in such a way that every require-
ment r; (j = 1,n) from the set SR can be assigned a component ¢; from Sol
where r; is in SP,, (i = 1,m), while minimizing the number of used com-
ponents and the total cost of assembly. All the requirements of the selected
components must be satisfied by the components in the solution. If a selected
component is a compound component, the internal structure is also provided.
All the levels of the system are constructed.

The reconfiguration problem [24] is defined similarly to the configuration
problem but considering the dynamical changes of either requirements or com-
ponent. Regarding the reconfiguration problem [15], the dynamics of the com-
ponent selection problem can be viewed in two ways: the system requirements
or the repository containing the components varies over time.
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2.3. Dynamic Multilevel Component Selection Optimisation Pro-
cess. Our approach starts by considering a set of components (the reposi-
tory) available for selection and the specification of a final system (input and
output). The optimisation process begins with the Dynamic Multilevel Com-
ponent Selection Problem Formulation (see Figure 1 for details). The result
of this step is the transformation of the final system specification as the set of
required interfaces (and the set of provided interfaces).
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F1GURE 1. Dynamic Multilevel Component Selection Optimi-
sation Process.

In the second step, the construction of the multilevel configurations is done
by applying the evolutionary optimisation algorithm (fourth step, in Figure
1) for each time steps (from the Dynamic Changing Requirements or Dy-
namic Changing Components step). The evolutionary optimisation algorithm
is applied for each time steps (i.e. if there are still changing requirements or
components) and for each compound component from each level. The solu-
tion with best fitness value is selected at each level. The fifth step presents
the results. The problem is formulated as a multiple objective optimization
problem having 5 objectives: the number of used components, the number of
new requirements, the number of provided interfaces, the number of the initial
requirements that are not in solution, and the cost of a component (group of
components). All objectives are to be minimized.

Remark. Detailed information about the optimisation process can be
found in paper [1]. Since the current paper focuses on the research design
and case study method we give only the reference for the proposed approach
[1] and second case study paper [2] such that the reader can find the informa-
tion.



DYNAMIC MULTILEVEL COMPONENT SELECTION 19

3. CASE STUDY METHOD AND RESEARCH DESIGN

The book of Yin [5] provided us with a strategy of identifying the method for
our research project, showing when to choose the case study method and how
to do research design. Defining the Research Questions is the most important
step to consider in a research study. In general, case studies are the preferred
strategy when “how” or “why” questions are being posed.

Our Research Question: How and Why do Search-based Algorithms (in our
case a Genetic Algorithm and a Random Search Algorithm) provide different
results for the Dynamic Multilevel Component Selection Problem?

Another component of the research design are the Propositions that direct
attention to something that should be examined within the scope of study.
These propositions begin to tell you where to look for relevant evidence.

Our Proposition: The Search-based Algorithms (in our case a Genetic Al-
gorithm and a Random Search Algorithm) provide different results for the
Dynamic Multilevel Component Selection Problem because in the case of Ge-
netic Algorithm the fitness of a solution is reevaluated.

Criteria for interpreting a study’s findings represents the third component
of the research design of a case study according to [5]. Statistical analysis offer
some explicit criteria for such interpretation.

Our Criteria for interpreting the study is based on the Wilcoxon signed
ranks statistical test that aims to detect significant differences between two
sample means, that is, the behavior of the two algorithms. For more informa-
tion regarding the Wilcoxon statistical test see Section 4.

After covering these components of research designs, the construction of
a theory related to our topic of study will follow. Our Theory development:
The case study will show why the Genetic Algorithm performs better than the
Random Search Algorithm.

An issue related to case studies is referring to the generalization from a
case study to theory. According to [5] statistical generalization is the common
way when doing surveys, but in doing case studies the analytic generalization
should be used. Multiple cases resemble multiple experiments and under these
circumstances the mode of generalization is analytic. If two or more cases
are shown to support the same theory, replication [5] may be claimed. The
replication logic is analogous to that used in multiple experiments. Some of
the replications might attempt to duplicate the exact conditions of the original
experiment. Other replications might alter one or two experimental conditions
considered unimportant to the original findings, to see whether the findings
could still be duplicated. Only with such replications would the original finding
be considered robust.
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Our Replication strategy: The time steps for the dynamic changing require-
ments (Level 1) and for the dynamic changing components (Level 1, 2, and
3) were modified for Case study 2 [1] and for Case Study 3 [2]. Additional
information relating to the replication strategy is presented in paper [2].

Thus, we have selected the case study method and conducted three case
studies, the first one is a real case study for constructing a Reservation System
(reported in [1]) and the last two of them are constructed using artificial data
(the second experiment is reported in [2] and the current paper reports the
third experiment). Each individual case study was finalized by an individual
case report that will be next considered to be part of a summary report, i.e. a
cross-case conclusion. Thus, in our case the results obtained are reported and
conclusions about the potential of evolutionary algorithms for the dynamic
multiobjective multilevel component selection problem are drawn.

4. INTERPRETING THE STUDY

When comparing [8] two algorithms, the best fitness values obtained by
the searches concerned are an obvious indicator to how well the optimisation
process performed. Inferential statistics may be applied to discern whether
one set of experiments are significantly different in some aspect from another.
Usually we wish to be in a position to make a claim that we have evidence
that suggests that Algorithm A (Genetic Algorithm) is better than Algorithm
B (Random Search). The Wilcoxon signed ranks test [6] is used for answering
the following question: do two samples represent two different populations?
It is a nonparametric procedure employed in hypothesis testing situations,
involving a design with two samples. It is a pairwise test that aims to detect
significant differences between two sample medians, that is, the behavior of
two algorithms. The best fitness value (from the entire population) was used
for comparing the two algorithms.

The Wilcoxon signed ranks test has two hypothesis:

(1) Null hypothesis Hyp: The median difference is zero versus.
(2) Research hypothesis Hi: The median difference is not zero, o = 0.05.

Steps of the Wilcoxon signed ranks test: Compute W_ and W, Check if
W_ 4+ W4 = n(n+1)/2, Select the test statistic (for the two tailed test the
test statistic is the smaller of W_ and W, ), We must determine whether the
observed test statistic W; supports the Hy or Hy, i.e. we determine a critical
value of W, such that if the observed value of W; is less or equal to critical
value W,, we reject Hy in favor to Hi.

Due to stochastic nature of optimisation algorithms, searches must be re-
peated several times in order to mitigate against the effect of random varia-
tion. How many runs do we need when we analyze and compare algorithms?
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In many fields of science (i.e. medicine and behaviour science) a common rule
of thumb [7] is to use at least N = 30 observations. We have also used in our
evaluation 30 executions for each algorithm.

Remark. One of the main reasons why we have used Wilcoxon signed rank
test is that the area of the study (i.e. comparing the best solutions obtained
by the two algorithms) is better represented by the median, thus we compared
the best chromosomes obtained by the two methods and not the mean of all
the chromosomes for each execution. Another reason of using non-parametric
test could be a very small sample size, but if the median better represents the
centre of the distribution, the indication is to consider the nonparametric test
even when we have a larger sample.

5. EXPERIMENTAL RESULTS

In this section, the proposed approach is evaluated and the results are re-
ported. According to the book of Yin [5] and as stated in Section 3 we have
conducted three different experiments. The first one was reported in [1], and
the second one in [2]. The current paper reports the third experiment.

5.1. Third case study. Component Selection Problem formulation.
The third case study uses a set of 90 available components. The final sys-
tem has one input data and two output data, the goal is to find a subset
of the given components such that all the requirements are satisfied con-
sidering the optimisation criteria specified above. The set of requirements
SR = {r1, ra} (view as provided interfaces {p1,p2}) and the set of compo-
nents SC = {cy, c1, ¢2, 3, ¢4, C5, C, .., Coo } are given. The final system has as
input data (transformed in required interfaces) the set {rs}.

Remark. Due to lack of space the component repository is not described
in this paper but may be found at [16].

5.1.1. Ezperimental studies - Case 1: Dynamically changing requirements. As
in the case of the first case study, we consider two types of dynamics and, con-
sequently two experiments corresponding to each of them: the requirements
of the problem change over time, and the components available at a certain
time step change.

The algorithm was run 30 times and the number of nondominated solutions
and the number of distinct nondominated solutions were recorded for all situa-
tions. Also, the cost and the number of distinct used components in a solution
were logged. Also, the best, worse and average fitness values were recorded
for all situations.



22 ANDREEA VESCAN

TABLE 1. Wilcoxon statistical test for Case Study 1 - changing
requirements experiment.

’ L-T H W_ ‘ W+ ‘ Wtest ‘ N ‘ Wcriti(i H() ‘ H1 ‘ p—Value
L1-TO | -46 254 46 24 81 X v 0.00298
L1-T1 || -1 464 1 30 137 X v 0.00000
L1-T2 | -46 389 46 29 126 X v 0.00020
L2-TO || -172 38 38 20 52 X v 0.01242
L3-TO0 |/ -269.5 | 55.5 |55.5 |25 89 X v 0.00560

Three different time steps are built using artificially generated data and the
dynamics at each of these steps are: T0=The initial requirements, T1=Add
one new requirement, T2=Add one new requirement.

Performed experiments.

The role of the performed test was to see if the number of iterations and the
population size play a role in finding the Pareto solutions. The conclusions
about the findings of this type of experiments are given in Section 5.1.3.

Multilevel configurations. The compound components from level 1 are
constructed by applying the same algorithm but with different requirements
and input data. For the Second Level of the system the set of required inter-
faces is {r11, r15} and the set of provided interfaces is {p2}. For the Third
Level of the system the set of required interfaces is {ri5} and the set of pro-
vided interfaces is {p17, p1s}. The conclusions about the findings of this type
of experiments are given in Section 5.1.3.

Remark. We have not presented the charts regarding the influence of
population size or iteration number in finding the Pareto solutions, because we
have concentrated our findings in comparing the algorithms using the Wilcoxon
statistical test.

Wilcoxon statistical test.

In Section 4 we have described in details the Wilcoxon statistical test that
we have used to compare our Genetic Algorithm with the Random Search
Algorithm. In Table 1 the test results for the Case Study 1 - Dynamically
Changing Requirements are shown.

The Wilcoxon statistical test (see Table 1) shows that we have statistically
significant evidence at o = 0.05 to show that the median is positive, i.e. the
Hp Null-Hypothesis is rejected in favor of Hy for all levels and for all time
steps.

5.1.2. Ezperimental studies - Case 2: Dynamically changing components. As
in the first case study, the repository containing components changes over time.
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This modification of the available components may be seen as an update of
the COTS market, new components being available or other being withdrawn
from the market.

Four different time steps are built using artificially generated data and the
dynamics at each of these steps are: TO= The initial components, T1= Add
two new components, T2= Remove one component and add one new compo-
nent, T3= Remove one component.

Performed experiments.

The aim of the performed tests is the same as in the first case study: to
see if the number of iterations and the population size play a role in find-
ing the Pareto solutions. The conclusions about the findings of this type of
experiments are given in Section 5.1.3.

Multilevel configurations. The compound components are next con-
structed by applying the same algorithm but with different requirements and
input data. For the second level of the system the set of required interfaces
is {r11, 15} and the set of provided interfaces is {p2}. For the second level
we have two time steps: T1= No modifications of the component repository,
T2= Adding two new components.

For the third level of the system the set of required interfaces is {ri5} and
the set of provided interfaces is {p17, p1s}. The conclusions about the find-
ings of this type of experiments are given in Section 5.1.3. For the third level
we have three time steps: T1= No modifications of the component reposi-
tory , T2= Adding two new components and removing two old components,
T3=Removing three old components and adding one new component.

Remark. We have not presented the charts regarding the influence of
population size or iteration number in finding the Pareto solutions, because we
have concentrated our findings in comparing the algorithm using the Wilcoxon
statistical test.

Wilcoxon statistical test.

In Section 4 we have described in details the Wilcoxon statistical test that
we have use to compare our Genetic Algorithm with the Random Search Al-
gorithm. In Table 2 we have the test results for the Case Study 2 - Dynamic
Changing Components.

The Wilcoxon statistical test (see Table 2) shows that we have statistically
significant evidence at a = 0.05 to show that the median is positive, i.e. the
Hy Null-Hypothesis is rejected in favor of Hy for all levels and for all time
steps.

5.1.3. Case Report 3. The role of the conducted experiments had two direc-
tions: the first one was to see if the number of iterations and the population
size play a role in finding the Pareto solutions. The second direction was
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TABLE 2. Wilcoxon statistical test for Case Study 2 - changing
components experiment.

’ L-T H W_ ‘ W+ ‘ Wtest ‘ N ‘ Wcriti(i H() ‘ H1 ‘ p—Value
L1-TO || -110 325 110 29 126 X v 0.02034
L1-T1 | -53 298 53 26 98 X v 0.00188
L1-T2 || -65 286 65 26 98 X v 0.01468
L1-T3 | -56 350 56 28 116 X v 0.00800
L2-TO || -152.5 | 39 39 19 46 X v 0.02088
L2-T1 || -197 56 56 22 65 X v 0.02202
L3-T0 || O 465 |0 30 137 X v 0.00000
L3-T1 || 0 78 0 12 13 X v 0.00222
L3-T2 || 0 120 120 | 30 137 X v 0.00064

to find out how and why do Search-based Algorithms (in our case a Genetic
Algorithm and a Random Search Algorithm) provide different results for the
Dynamic Multilevel Component Selection Problem.

According to the experiment presented in Section 5, subsection 5.1.1 and
5.1.2, outline of the results (regarding the influence of iterations number and
population size in finding the Pareto solutions) are the same as in the first
case study.

According to the Wilcoxon statistical test values presented in Section 5,
subsection 5.1.1 and 5.1.2, the outline of the results (regarding the different
results obtained by the Genetic Algorithm and by the Random Search Algo-
rithm) is as follows:

e We have statistically significant evidence at o = 0.05, to show that
the median difference is positive, i.e. the Null-Hypothesis is rejected,
in favor to Hi.

5.2. Summary Report. As stated in Section 3 to generalize from a case
study to theory, the analytic generalization should be used. If two or more
cases are shown to support the same theory, replication [5] may be claimed.
Our replication strategy used time steps for the the dynamic changing require-
ments (Level 1) and for the dynamic changing components (Level 1, 2, and
3).

The time steps were modified according to Table 3: the number of time
steps were modified for each case study, and also the number or require-
ments/components modified for each time step.

In first case study we have used 4 time steps for the changing requirements
experiment and 3 for the second case study, respectively 5 time steps for
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TABLE 3. Replication strategy - time steps for each conducted

case study

Case study 1 [1]

Case study 2 [2]

Case study 3 (cur-
rent paper)

Changing requirements

T4= +2C and -1C

T4=

T1=init req. T1=init req. T1=init req.
T2= +1R T2=+1R T2=+1R
T3= -1R and +1R T3=+1R T3=+1R
T4= +1R T4= T4=-1R
Th5= TH= T5=+1R

] Changing components
Level 1 Level 1 Level 1
T1=init comp. T1=init comp. T1=init comp.
T2= +2C T2=42C T2=+42C
T3=-1C T3=-1C and +1C T3=
T4=-1C and +1C T4=-1C T4=
Th= +3C TH= To5=
Level 2 Level 2 Level 2
T1=init comp. T1=init comp. T1=init comp.
T2= +2C T2=42C T2=43C and -3C
T3= +3C and -1C T3= T3= 42C
T4= T4= T4= +1C and -1C
Level 3 Level 3 Level 3
T1=init comp. T1=init comp. T1=init comp.
T2= 42C T2=+2C and -2C T2=42C and -2C
T3=-2C T3=-3C and +1 C T3= 41C and -1C

T4= +1C and -2C

the third case study.

Each case’s conclusions are next considered for the summary report.

25

Regarding the changing components experiment we
have used different time steps for all three levels of the case studies: 3 to
5 time steps for the first case study, 2 to 4 time steps for the second case
study, and 2 to 4 time steps for the third case study. Also, the number of
requirements/components to be changed were considered for variation: either
adding or removing 1 to 3 elements. Thus, our replications altered one or two
experimental conditions considered unimportant to the original findings, to
see whether the findings could still be duplicated. With such replications [5]
the original finding should be considered robust.
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For each individual case, the report ([1, 2] and current paper, Section 5.1)
indicated that the proposition from Section 5 was demonstrated, i.e. “The
Search-based Algorithms (in our case a Genetic Algorithm and a Random
Search Algorithm) provided different results for the Dynamic Multilevel Com-
ponent Selection Problem because in the case of Genetic Algorithm the fitness
of a solution is reevaluated.”

Regarding the research question from Section 5, i.e. “How and Why do
Search-based Algorithms (in our case a Genetic Algorithm and a Random
Search Algorithm) provide different results for the Dynamic Multilevel Com-
ponent Selection Problem?”, the conclusions sustained by the conducted case
studies is that the Genetic Algorithm provides better results than the Random
Search Algorithm for the Dynamic Multilevel Component Selection Problem
and that we have statistically significant evidence at o = 0.05.

6. RELATED WORK ANALYSIS AND DISCUSSION

This section presents the current state of art regarding the component selec-
tion problem and analyzes the differences compared with our present approach.
Component selection methods are traditionally done in an architecture-centric
manner. One approach was proposed [20], where the authors present a method
for simultaneously defining software architecture and selecting off-the-shelf
components.

Another type of component selection approach is built around the rela-
tionship between requirements and components available for use. Paper [19]
proposes a comparison between a Greedy algorithm and a Genetic Algorithm.
The discussed problem considers a realistic case in which cost of components
may be different. In relation to existing component selection methods, our ap-
proach aims to achieve goals similar to [18, 17]. The [18] approach considers
selecting the component with the maximal number of provided operations.
The algorithm in [17] considers all the components to be previous sorted ac-
cording to their weight value. Then all components with the highest weight
are included in the solution until the budget bound has been reached.

All the above approaches did not considered the multilevel structure of a
component-based system. They all constructed the final solution as a one
level system. Our previous research has studied the problem of multilevel
component selection considering multilevel configuration [25]. The proposed
evolutionary multiobjective approach provided a way of finding the “best”
solution out of a set of solutions.

Various genetic algorithms representations were proposed in [26, 27]. The
authors proposed an optimization model of software components selection for
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CBSS development. The proposed methodology involves some subjective judg-
ments from software development team, such as determination of the score of
interactions and the function ratings. We argue that our model differs by
the fact that components interactions are computed automatically based on
required and provided component interface specification. Also, regarding the
function ratings (that describe the degrees of functional contributions of the
software components towards the software modules), our approach discovers
automatically the constituent components for each module of the final system.

In [12] a hybrid approach for multi-attribute QoS optimization of component-
based software systems has been proposed. The approach is able to exploit
the approximated analytical Pareto front providing a larger number of solu-
tions with a more accurate estimate of performance and availability metrics.
In relation to this existing approach, ours aims to achieve similar goals, being
capable of obtaining multiple solutions in a single run and it can be scaled to
any number of components and requirements.

Another perspective refers to updating/adding/removing one/many require-
ments (components) from an already constructed system [24]. Our previous
research regarding this perspective was proposed in [15]. How to deal effi-
ciently with the design of systems that are able to evolve overtime and adapt
to rapid changes of their requirements was investigated in [14]. They pro-
posed some metrics definitions that are able to quantify and evaluate such
software adaptability at the architectural level. Qur current approach consid-
ers dynamic modifications of the requirements of the final system, investigating
different ways of modifying the requirements, by adding new requirements or
deleting existing ones.

A similar approach considering evolution of software architecture was pro-
posed by [4]. It suggests the best actions to be taken according to a set of new
requirements. They associate to the evolution of a new requirement a set of
plans to be applied. The model select the best available evolution plan such
that it minimizes the evolution cost under reliability and performance con-
straints. In relation to this approach, our current approach also discovers the
optimal solution minimizing the final cost when new requirements are needed,
and it also considers the case that the component repository changes over time
(that was not included in the [4] study.)

In the course of experiments during the evaluation, a number of limitations
of the dynamic multilevel component selection algorithm became apparent.
First, it does not take into consideration many factors, which are effective
in component selection, such as performance and reliability. However, it is
possible to extend the algorithm to consider other factors. The quality factors
(other than cost), mapped to some existing component-based metrics may be
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included in the fitness function of the genetic algorithm. Or the values of the
metrics may assess the final obtained solutions, offering the architect a range of
solutions with various measurements of a quality attribute or for many quality
attributes.

The second limitation refers to the NP-complete problem of the component
selection problem, therefore, like other existing methods, the proposed algo-
rithm cannot guarantee to achieve an optimal solution (using the Pareto dom-
inance principle it might be difficult to always find solutions which are better
than the ones already found). However, we have introduced a supplementary
condition for comparing two solutions which are nondominated among them
(will prefer the one for which the aggregation of all of the objectives values
lower).

7. CONCLUSION

The contribution of this paper is the use of the case study method and the
research design from the book of Yin [5] to validate our research proposal for
the Dynamic Multilevel Component Selection Problem [2].

We have conducted three different experiments. The first one was reported
in [1], and the second one in [2]. The current paper reports the third exper-
iment. Following the replication approach to multiple-case studies [5], each
individual case study was finalized by an individual case report that will be
next considered to be part of a summary report, i.e. a cross-case conclusions.
Thus, in our case the results obtained are reported and conclusions about the
potential of evolutionary algorithms for the dynamic multiobjective multilevel
component selection problem are drawn.

The Wilcoxon statistical test was used to compare our Genetic Algorithm
approach with a Random Search Algorithm: we have statistically significant
evidence at a = 0.05 to show that the median is positive, i.e. we obtain
better results with our approach. The tests performed show the potential of
evolutionary algorithms for this particular problem and for other similar ones.

Work-in-progress is devoted to improve the proposed approach in various
ways. First, we are integrating the approach with the approach from [13]: to
use fuzzy clustering to group similar components in order to select the best
candidate.

Ongoing work focuses on the integration of metrics to asses the quality of
the obtained solutions. We plan to integrate the evaluation of the final level
configurations (an approach that is published in [3]) in the current approach by
computing metrics values and assess and select the best solution architecture.
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