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METRIC DENOTATIONAL SEMANTICS FOR REMOTE
PROCESS DESTRUCTION AND CLONING

ENEIA NICOLAE TODORAN

ABSTRACT. We present a denotational semantics designed with continu-
ations for a concurrent language providing a mechanism for synchronous
communication, together with constructions for process creation, remote
process destruction and cloning. We accomplish the semantic investigation
in the mathematical framework of complete metric spaces.

1. INTRODUCTION

We study the semantics of a concurrent language L%y, providing a mecha-
nism for synchronous communication, together with constructions for process
creation, remote process destruction and cloning. We design a denotational
semantics for £y, by using the continuation semantics for concurrency (CSC)
technique [16]. Following [4], we accomplish the semantic investigation in the
mathematical framework of complete metric spaces.

The central characteristic of the CSC technique is the modeling of continua-
tions as application-specific structures of computations, where by computation
we understand a partially evaluated denotation (meaning function). The CSC
technique was introduced and developed in a series of works [16, 7, 8]. A com-
parison between CSC and the classic direct approach to concurrency semantics
[4] is provided in [16, 7].

To illustrate how synchronous interactions can be modeled with CSC, in
Section 3 we start with a language Ly, that is very simple but provides
a synchronization mechanism between concurrent components. In Section 3
we provide a denotational semantics designed with CSC for Lyy,. Lgyn is a
uniform language in the sense that its elementary statements are uninterpreted
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symbols taken from a given alphabet. Eé’;n is a non-uniform language: in
general, in L%y, the behavior of an elementary statement depends upon the
current state of a program. The terminology uniform vs non-uniform language
is also used, e.g., in [4, 18].

The language Eé’;n is studied in Section 4. Eé’fm provides CSP-like synchro-
nous communication [10]. L%, also provides constructions for process cre-
ation, process destruction and process cloning. In £%y,, a process can not only
commit suicide or clone itself, but it can also kill or clone any other process in
the system. Process creation is a well known control concept encountered both
at operation system level and in concurrent programming. Process destruc-
tion and process cloning are operations that can be encountered at operating
system level, in some coordination languages [11], or in distributed object ori-
ented and multi agent systems such as Obliq [5] and IBM Java Aglets [12, 19].
The former operation kills a parallel running process and is similar to the
"kill -9” system call in Unix. The latter operation creates an identical copy
of a (parallel) running process.

For the development of our ideas we have chosen the mathematical frame-
work of metric semantics [4], where the main mathematical tool is Banach’s
fixed point theorem. We need the theory developed in [2] for solving reflex-
ive domain equations as continuations in the CSC approach are elements of a
complete space which is the solution of a domain equation where the domain
variable occurs in the left-hand side of a function space construction.

1.1. Contribution. We present a denotational (mathematical) semantics for
a concurrent language L%y, incorporating advanced control mechanisms for
remote process creation, destruction and cloning. The denotational semantics
is designed with metric spaces [4] and continuation semantics for concurrency
(CSC) [16], a technique providing sufficient flexibility for handling the ad-
vanced control concepts incorporated in LLy,. Various semantic models for
languages with process creation are presented, e.g., in [1, 3, 4, 15]. However,
as far as we know, this is the first paper presenting a denotational (mathe-
matical) semantics for remote process destruction and cloning.

2. PRELIMINARIES

The notation (z €)X introduces the set X with typical element x ranging
over X. For X a set we denote by P(X) the collection of all subsets of X
which have property 7. For example, Pfinite(X) is the set of all finite subsets
of X. If f: X — X and f(z) = x we call z a fized point of f. When this fixed
point is unique (see 2.1) we write = fiz(f). The notions of partial order
and total or simple order are assumed to be known. We recall that, given a
partially ordered set (X, <x), an element x € X is said to be mazimal if there
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are no elements strictly greater than x in X, that is if x <x y then y <x x in
which case x = y.

Let (x €)X,(y €)Y, (2 €)Z, fe X Y andge X - Y — Z. The
functions (f |z +—y): X =Y and (g | z,y— 2) : X = Y — Z are defined
as follows:

if /==

Flem i@ ={ Yo & 5o

(Glzy—2)=(glz— (9(z) |y 2))
(f | © — y) is a variant of the function f which behaves like f almost
everywhere, except for point x where (f | x — y) yields y. Instead of
((flzr=yn) - [@n = yp) we write (f [z1—=y1 [ [ 20 = yn).

Following [4] the study presented in this paper takes place in the mathemati-
cal framework of 1-bounded complete metric spaces. We assume known the no-
tions of metric and ultrametric space, isometry (distance preserving bijection
between metric spaces; we denote it by '>’) and completeness of metric spaces.
If (X,dx), (Y,dy) are metric spaces we recall that a function f : X — Y
is a contraction if 3¢ € R, 0 < ¢ < 1: Vzy,2p € X: dy(f(z1), f(z2)) <
c-dx(x1,22). Also, f is called non-expansive if dy (f(x1), f(22)) < dx (1, 22).
We denote the set of all ¢-contracting (nonexpansive) functions from X to Y’

by X -5Y (X —5Y).

Theorem 2.1. (Banach) Let (X,dx) be a non-empty complete metric space.
FEach contracting function f : X — X has a unique fized point.

For any set (a,b €)A the so-called discrete metric d4 is defined as follows:
da(a,b) = if a=">bthen 0 else 1. (A,d4) is a complete ultrametric space.

Definition 2.1. Let (X,dx), (Y,dy) be (ultra) metric spaces. On (x €)X,
(f €)X = Y (the function space), ((x,y) €)X x Y (the cartesian product),
(u,v €)X UY (the disjoint union) and on (U,V €)P(X) (the power set of X )
we can define the following metrics:
(a) d%~X X x X — [0, 1], d%.X(l’l,l’g) = % : dx(xl,xg)
(b) dx—y : (X=Y) x (X—=Y)—[0,1]
dx -y (f1, f2) = supzexdy (fi1(), f2(z))
(C) dxxy : (X X Y) X (X X Y)—)[O, 1]
dxxy (1, 91), (22,92)) = maz{dx (z1,22), dy (y1,y2)}
(d) dxuy : (X UY) x (XUY)—]0,1]:
dxyy (u,v) =
if u,v € X then dx(u,v) else if u,v €Y then dy(u,v) else 1
(e) dp : P(X) x P(X)—10,1] is the Hausdorff distance defined by:
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du(U,V) = maz{supucud(u, V), supyevd(v,U)}
where d(u, W) = in fuewd(u,w) (by convention supd = 0, inf = 1).

Given a metric space (X,dx) a subset A of X is called compact whenever
each sequence in A has a convergent subsequence with limit in A. We will use
the abbreviations Peo(-) (Pneo(-)) to denote the power set of compact (non-
empty and compact) subsets of ’-’.

Remark 2.1. Let (X,dx), (Y, dy),d%,x,dxﬁy,d)(xy, dxuy and dg be as in
definition 2.1. In case dx,dy are ultrametrics, so are di x,dx_y, dxxy,
2
dxuy and dg. If in addition (X,dx),(Y,dy) are complete then (X,d1 ),
2

(X = Yidxoy), (X —5Y,dxoy), (XXY,dxxy), (XUY, dxuy), (Peo(X), drr)
and (Pneo(X),dm) are also complete metric spaces. In the sequel we will often
suppress the metrics part in domain definitions. In particular we will write
- X instead of (X,d%,X).

2.1. Structure of Continuations. In the CSC approach a continuation is an
application-specific structure of computations. Intuitively, a CSC-based model
is a semantic formalization of a process scheduler which repeatedly selects and
activates computations contained in a continuation [16]. Let (x €)X be a
complete metric space. Following [16, 7, 8] we define the domain of CSC
with the aid of a set (o €)Id of (process) identifiers and we use the following
notation:

1X"E Pinise(Id) x (Id — X)
We let 7 range over Prinite(Id). Let (m,¢) € {{X[}, where ¢ ranges over
Id — X. We define id : {{X[} = Prinite(Id), id(m, ) = m. We use the follow-
ing abbreviations: (r,¢)(a) "2 ¢(a), (r,¢) \ 7' "L (x\ 7', ¢), (r,9) | a — z)
e (mU{a}, (¢ | a— x)). The operations id, (-)(a), (-)\ 7 and (- | @ — x)
are further explained in [7, §].

We treat (m,¢) as a 'function’ with finite graph {(«, ¢(«)) | @ € 7}, thus
ignoring the behaviour of ¢ for any a ¢ 7 (7 is the ’"domain’ of the function’).
Essentially, a structure (7, ¢) is a finite partially ordered bag (or multiset)! of
computations.

We also use the following notation:

[X]™' N x (Nt = X)
We let ¢ range over (¢ €)N and ¢ range over (p €)N — X. N is the set of
natural numbers, and N* = N\ {0} (the set of positive natural numbers).

1A partially ordered multiset is a more refined structure; see, e.g., chapter 16 of [4].
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We use a structure (¢,¢) € [X] to model a stack of elements of the type
X. We define [J(.y : [X], empty(:) : [X] — Bool, (-:-) : X x [X] = [X],
hd() : [X] = (X U{1}) and tlI(-) : [X] = ([X]U{1}) as follows

[z = (0, \e.z)
empty(1, ¢) = (- = 0)
z:(t,p)=(+1(e|t+1—2x))

(1 i u=0
hd(b’(p)_{go(b) if ¢>0

BE if 1=0
tl(L’so)_{(L—l,gp) if ¢t>0

Remarks 2.1.

(a) If we endow Id, Prinite(Id) and N with discrete ultrametrics, then
{X[} and [X] are also a complete ultrametric space. {X[} and [X]
are composed spaces built up using the composite metrics of definition
2.1.

(b) We use the set (o €)Id (of process identifiers) together with a func-
tion v : Prinite(Id)—1d, defined such that v(A) ¢ A, for every
A € Ptinite(Id). A possible example of such a set Id and function v
is Id = N and v(A) = max(A) + 1, with v(0) = 0.

(¢) Throughout this paper the symbol T denotes an undefined value.

(d) [z is an empty stack, for any x € X.

3. A SIMPLE UNIFORM LANGUAGE WITH SYNCHRONIZATION

In this section we apply the CSC technique in the definition of a denota-
tional semantics for a simple concurrent language Ly, with synchronization.
Lsyn is essentially based on Milner’s CCS [14]. The language Ly, provides
atomic actions, recursion, action prefixing (in the form a;s), nondeterministic
choice (s1+s2) and parallel composition (s1]/s2). We assume given two sets
(c €)Sync and (¢ €)Sync = {¢ | ¢ € Sync} of synchronization actions, and a
set (b €)IAct of internal actions. We define (a €)Act = I Act U Sync U Sync,
and let 7 be a special symbol, 7 ¢ Act. We also assume given a set (z €)PVar
of procedure variables. Synchronization in L, is achieved by the execution
of a pair ¢, c. First, the ¢-step is executed. It is followed immediately by the
corresponding c-step. There are no actions interspersed between ¢ and c. The
order is important here: the ¢-step is always executed first. A ¢-step is an
abstract model of a send operation, while a c-step is an abstract model of a
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receive operation. The approach to recursion in Ly, is based on declarations
and guarded statements [4].

Definition 3.1. (Syntaz of Lgyn)
(a) (Statements) s(e€ Stat):=a|a;s|x|s+s|s|s
(b) (Guarded statements) g(€ GStat) :=a | a;s | g+g | gllg
(¢) (Declarations) (D €)Decl = PVar—GStat; following [4] we as-
sume a fized declaration D!
(d) (Programs) (p €)Prog = Decl x Stat

The denotational semantics function D is of the type (D €)Semp = Stat—D,
where D is defined by the following system of domain equation (isometry be-
tween complete metric spaces):

D = (Id x Kont) —T — P
(y €)T = {1} U Sync
(x €)Kont — ﬂ%-D[}

(p €)P = Preo((IAct U {7})™)

The construction {1 - D} was explained in Section 2.1. In the ’equations’
above, the sets Id, {1.} U Sync and I Act U {7} are endowed with the discrete
metric (which is an ultrametric). The elements ~y of the set (y €)({1.} U Sync)
contain synchronization information.

The space ([Act U {7})™ contains all finite (possibly empty) and infinite
sequences over (IAct U{7}). (IActU{7})™ is an instance of the following:

Definition 3.2. Let (z €)X be a nonempty complete space. The space X
is defined by the equation X = {e} U (X X % - X*). € models the empty
sequence. The elements of X are finite or infinite sequences over X. In-
stead of (x1,(x2,...,(xn,€)...)), and (x1,(x2,...)) we write x1x2...Ty, and
T1T9. .., respectively. We use the symbol ”-” as a concatenation operator over
sequences. In particular we write z-q = (x,q), for any x € X and q € X*°; we
also write - p={x-q| q € p} for any x € X and p € Ppeo(X>®).

Definition 3.3. We let q range over Q = (IAct U {7})™. We define +,® :
P xP — P as follows:

pr+p2={qlgeEpiUpr,q#TIU{T|TE (P1Np2)}
p1®p2={qlgEpiUpz,q#efU{e|e€ (prNp2)}
For any v € ({1} U Sync) we also define & :P xP — P by:

p1 @ p2 = if vy =1, then p; + py else p1 © po
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Definition 3.4. (Denotational semantics for Lgyn) Let C : Kont — P and
Cg : Kont — (Sync x Id) — P be given by:

Ci(k) = if (id(k)

= @) then {6} else +a€id(ﬁ) H(O‘)(a’ K \ {a})(TF)

Cp (k) (@, @) = if (id(k) \ {a@} = 0) then {e}

else Dac(ian)\fay) Fla)(a, k\ {a},?)

We define the denotational semantics function D : Stat — D as follows:

D(b)(ov’ r)(7)

D(z)(a, k)(7)
D(s1 + s2)(a, 5)(7)
D(s1 || s2)(a, 5)(7)

if v =1, then 7:b-C1 (k) else {e}

if v =1, then 7:b-C(k | a — D(s)) else {€}

if v =1, then 7-Cq(k)(¢, o) else {e}

if v =1, then 7-Cq(k | o — D(s))(¢, a) else {e}

if v =1, then {7}

else if v =¢ then 7-C4(k) else {€}

if v =1, then {7}

else if v =¢ then 7-C4(k | a— D(s)) else {e}
D(D(x))(e, £)(y)

D(s1)(a, 1)(7) & D(ss)(ax,k)(7)

D(s1)(a, (1| az = D(s2)))(7) &

D(s2)(az, (k| o1 = D(s1)))(7)

where in the last clause oy = v(id(k)), ag = v(id(k) U{a1}).
Let by € T Act be a distinguished internal action. Let kg = (0, \a.D(bg)) and
ap = v(D). We define D[] : Stat—P by

D[s] = D(s)(a0, 50)(Tr)

Following [16], we use the term process to denote a computation (partially
evaluated denotation) contained in a continuation. Synchronization is modeled
as in [16]. Some explanations may help.

e In the yield of D successful synchronization is modeled by two con-

secutive T-steps (77), which correspond to some pair ¢, ¢ of synchro-
nization actions. Single 7 steps are used to model deadlock. They
can only be produced by unsuccessful synchronization attempts and
they are removed from the yield of D as long as there are alterna-
tive computations. This is expressed in the definition of the operator
4. The operator @ describes the behavior of the system in those
states where a synchronization attempt occurred. Thus a 7-step has
been produced and its pair is expected. No other action is possible.
If some process produces a 7 step then the computation continues.
The computation stops only if all processes are unable to produce
the expected 7-step. This is marked by the empty sequence € in the
yield of D. In those states where synchronization succeeds by the
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contribution of some concurrent process, @ removes the eventual €’s
from the final yield of D. It is easy to check that the operators +, ®
and @7 (for any v € ({1} U Sync)) are well-defined, nonexpansive,
associative, commutative and idempotent [4].

e Note that the execution of an internal action b € I Act is also preceded
by a 7-step. In the CSC approach this is necessary only if we want
to obtain a denotational model which is correct with respect to a
corresponding operational model; further explanations are provided
in [16].

e A process can not synchronize with itself. The function Cg receives
as parameter the process identifier of the current process, and chooses
some other process for synchronization.

Remark 3.1. D can be formally defined as fixed point of an appropriate higher
order contraction. In Section 4 we give the details of such a proof for a more
complex language. For Ly, the proof can proceed by induction on the follow-
ing complexity measure: ¢ : Stat—N, c(a) = c¢(a;s) = 1,¢(x) = 1 4+ ¢(D(x)),
c(s1+ s2) = c(s1]|s2) = 1+ max{c(s1),c(s2)}; the mapping c is well-defined
due to our restriction to guarded recursion [4].

Examples 3.1.

e D[| ] =D | c)(ao, ko) (Tr)
= D(¢)(a, (ko | a2 = D(¢))) (1) ®'r D(c)(as, (ko | a1 = D(€)))(Ty.)
=7-Cg(ko | ae = D(c))(c,a1) + {7}
=7 -D(c)(2,kp)(€) + {7} =77 Ci(rg) + {7} [id(kg) = 0]
= {rr} +{r) = 77)
where ag € Id and kg € Kont are as in Definition 3.4, a1 =
v(id(ko)), aa = v(id(ko) U{aa}), and ki = (ko | aa — D(c)) \ {aa}.

° 'D[[b1 + bg]] = {Tbl,TbQ}

e D[(c+Db) || c] = {77, TbT}

4. REMOTE PROCESS DESTRUCTION AND CLONING

The CSC technique can be used to design denotational (compositional) se-
mantics for various advanced control concepts, including: synchronous and
asynchronous communication [16], multiparty interactions [17, 8], maximal
parallelism [6, 9] and systems with dynamic hierarchical structure [9]. In
this work we use CSC to design a denotational semantics for an imperative
concurrent language £%,, providing synchronous CSP-like synchronous com-
munication [10] together with constructions for process creation, and remote
process destruction and cloning.

We assume given a class of variables (v €)Var, aset (e €)Exp of expressions,
and a set (z €)PVar of procedure variables. We also assume given a class
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(¢ €)Chan of communication channels. We assume that the evaluation of
an expression (e € Exp) always terminates and delivers a value in some set
(a €)Val. The set Val of values is assumed to be countably infinite.

Remark 4.1. The constructs for process control (new, kill, clone) operate
with process identifiers, which are elements of the given countably infinite set
(o €)1Id introduced in Section 2.1. For simplicity (and without loss of gener-
ality), in the rest of this section we assume that the class (« €)Id of process
identifiers coincides with the class Val of vales: Id = Val.?

Definition 4.1. We define the syntazx of L4y, by the following components:
(a) (Statements) s(€ Stat):=a|x|s+s|s;s
(b) (Guarded statements) g(€ GStat) :==a | g+ g | g;s
(¢) (Declarations) (D €)Decl = PVar — GStat
(d) (Programs) (p €)Prog = Decl x Stat

where a(€ AStat) is given by:
a:=skip |v:=-e|cle|c?v|v:= new(s) | kill(e) | v:= clone(e)

We assume an approach to recursion based on declarations and guarded state-
ments (as in the previous section). Without loss of generality [4], in the rest
of this section we assume a fized declaration D € Decl and in all contexts we
refer to this fized D. In Ly, we have assignment (v := e), recursion, sequen-
tial composition (s; s), nondeterministic choice (s + s), CSP-like synchronous
communication (given by the statements cle and c¢?v) and constructions for
process creation (v := new(s)), remote process destruction (kill(e)) and re-
mote process cloning (v:=clone(e)). The net effect of a construct v := new(s)
is to create a new process with body s that runs in parallel with all other
processes in the system. A new process identifier is automatically generated
and assigned to v. In a kill(e) or v:=clone(e) statement, the expression e is
evaluated to some value «, which is interpreted as a process identifier.> The
execution of a statement kill(e) kills the parallel runing process with identifier
a. When a v:=clone(e) statement is executed, a new process - identical to
the one with identifier « - is created and its identifier is assigned to v. The
constructs cle and c?v are as in Occam [13]. Synchronized execution of two
actions cle and c?v occurring in two parallel processes, results in the transmis-
sion of the current value of e along the channel ¢ from the process executing

2For example, we could put Id = Val = N (N is the set of natural numbers) in which
case Exzp would be a class of numeric expressions. However, it is straightforward to extend
the semantic model by using different support sets for the class of values and the class of
process identifiers.

3The statements kill(e) and v:= clone(e) are inoperative if the value of the expression e
(in the current state) is not a valid process identifier.
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the cle (send) statement to the process executing the c?v (receive) statement.
The latter assigns the received value to the variable v.

4.1. Denotational Semantics. In the definition of the denotational seman-
tics for LLy,, we use the set (a €)Id of process identifiers and the constructions
{ - } and [-] introduced in Section 2.1. In L%y, each process has its own lo-
cal data. Values can be communicated between processes but there is no
shared memory area. We define a class (o €)State = Id — Var — Val of
(distributed) states. The meaning of (the local) variables of a process with
identifier « is given by o(a). The evaluation of expressions in £y, is modeled
by a given valuation V : Ezp — (Var — Val) — Val. We recall that we take
Val = Id.

We design a denotational semantics function D for £5y,. The type of D is
D : Semp = Stat — D, where:

(¥ €)D = (Id x Kont) —(Q x State) — Pp
(x ©)Komt = { [5-D] )
(w €)= {1,} U (Chan x Val)
(¢ €)Q = ({r} U State)™

(P €)Pp = Preo(Q)
The construction ({7} U State)™ was introduced in Definition 3.2. We assume

that 7 ¢ State. For easier readability, we denote typical elements (¢, «) of
Chan x Val(C Q) by cla.

Remark 4.2. In the definition of the domain of continuatins Kont we use
the constructions { - [} and [-] introduced in Section 2.1. A continuation of
type Kont = {| [1 - D] [} is essentially a bag (multiset) of stacks of computa-
tions. An element of the type [% D] is a stack of computations (denotations).
In this section we use the term process when referring to an element of the
type [% -D]. A stack of computations of the type [% - D] represents a process
(an execution thread with a local state) executed in parallel with all the other
processes contained in a continuation.

The domain of computations (denotations) D is given by a recursive do-
main equation. In the domain equations given above, the sets Id, €2, and State
(and {7} U State) are endowed with discrete metrics (which are ultrametrics).
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According to [2] the solutions for D and Kont are obtained as complete ul-
trametric spaces.

The denotational semantics function is defined below as the fixed point of an
appropriate higher-order mapping. In Definition 4.2 the operators presented
in Definition 3.3 are adapted to Eé’;n.

Definition 4.2. 4.2.1 Definition +,® : Pp x Pp—Pp are defined by:

p+pe={q|lqgepiUpr,q#7IU{r |7 € (p1Np2)}
pr®p2={q|lqgeEpiUp2,q# e} U{e|ec (piNp2)}

For any w € Q we also define & :P xP — P by:

p1 & p2 = if w="1, then p; + py else p1 © po

The operators +, & and @* are well-defined, nonexpansive, associative, com-
mutative and idempotent [4].

Definition 4.3. (Denotational semantics D for L5,,) We define C : Kont —
State — Pp and Cg : Kont — (Q x Id x State) — Pp as follows:

Ci(k)(o) =

let & =r\{d | empty(k(c’))} in

if id(R) = 0 then {e}

else + ., hd(E(@)) (a, (R | a = t(E(a)))) (14, 0)
Co(k)(w,a,0) =

let & =r\{d | empty(k(a/))} in

if id(%) \ {@} =0 then {e}

else @, umnay NdEQ)) (o, (F | a = t(E(@))))(w,0)

Let u € UStat be given by:

uz=skip | v:=-e| cle | v:= new(s) | kill(e) | v:= clone(e)
The statements of the subclass UStat C AStat can not be executed in those
states where a communication attempt occurred.

Let o* be some distinguished value (a* €)Val. Let ¥* be some distinguished
computation Y* € D.
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We define ¥ € Semp — Semp for S € Semp(= Stat — D) by:
U(S)(u)(a, K)(c
W(S)(skip) (v, k) (Tq
U(S)(v:=e)(a, k) (T,
(s )(C’e)(a,ff)(

= {e} forany u e UStat

o)
o) = To-Ci(r)(0)
o)

o)

k)(cla

= T:Ogssign 'CJr (H) (Uassign)

= 7-Co(R)(V(e)(o(a), a,0)

{r} !f w :Tﬂl /
\I/(S) (C?U)(O&, m)(w, U) _ ?Ziv'ch(/ﬁ)(Urcv) :]t Z z i/'oé/
d#c

U(S)(v:=new(s))(a, ) (Tg:0) = T Onew Cy(k | aw = S(s): [Jy=)(Tnew)
where a, = v(id(k))
(S)(kille)) (e, k) (Tq,0) = 7:0-Ci(k\ {a})(0)
where @ = V' (e)(o())
\P(S)(U = cIone(e))(a, '%)(Tna U) = 7—'0-clone'cf+(’% | Qy — ’{(a))(aclone)
where a,, = v(id(k))
a=V(e)(o(a))
D(x))(a, k) (w,0)
s1)(@, k) (w, 0) &
s2)(a, k) (w,0)
N e, (k] a

s1)(a, (k| a— S(s2):k(a)))(w, 0)

U(S) (@) (e, k) (w,0) =
U(S)(s1+ s2)(a, k) (w,0) =

S

(9)(
(9)(
(9)(
W(S)(s1; 52) (@, &) (w, o) = W(S)(

where Oassign = (0 | a,v = V(e)(o(a))) in the semantic equation for v := e,
Orev = (0| a,v = ') in the (second) semantic equation for c?v, opew = ((0 |
a,v = ) | oy = A.a¥) in the semantic equation for v := new(s), and
Oclone = ((0 | a,v = o) | ay, = o (@)) in the equation for v := clone(e).

We recall that ¢* is a distinguished computation ¢* € D. The notation [|,-
was introduced in Section 2.1 as a mean to construct an empty stack.

We put D = fix(V). Let o = v(0) and ko = ({ao}, Aa.[Jy+). We define
D[] : Stat — State — Pp by

D[s](o) = D(s)(ao, ko) (T, 0)

The technique used to model synchronous interactions was introduced in [16]
and was already illustrated in this paper in Section 3. In the semantic equation
for process creation v := new(s) a new process executing the computation
D(s) is started in parallel with all processes contained in the continuation.
Process destruction is handled in the sematic equation for kill(e) by removing
the process with identifier @ = V(e)(o(«)), where « is the identifier of the
process which executes the statement kill(e) in the current state o. Process
cloning is handled in the sematic equation for v := clone(e) by starting a clone
of the process with identifier @ = V'(e)(o(«)), where « is the identifier of the



METRIC SEMANTICS FOR REMOTE PROCESS DESTRUCTION AND CLONING 105

process which executes the statement v := clone(e) and o is the current state
of the distributed system.

The denotational semantics D is defined as the (unique) fixed point of the
higher-order mapping W. Definition 4.3 is justified by Lemma 4.1, Lemma
4.2 and Banach’s fixed point theorem 2.1. Similar lemmas are given in [16].
We omit the proof of 4.1. To illustrate a proof technique specific of met-
ric semantics we present the proof of Lemma 4.2(c) by using and inductive
argument. For inductive reasonings, in the case of the language L%y, one
can use the following complexity measure c¢s : Stat — N ¢s(a) = 1, for any
a € AStat, cs(x) = 1+ c5(D(x)), cs(s1552) = 1+ cs(s1) and cs(s1 + s2) =
14+ max{cs(s1),cs(s2)}. The mapping ¢ is well defined due to our restriction
to guarded recursion [4].

Lemma 4.1. The mappings C+ and Cgq, (as introduced in Definition 4.3) are
well-defined. Also, for any k1, ke € Kont we have:
(a) d(Cy(k1,)Cr(k2)) < 2-d(k1,kK2) and
(b) d(Cq(r1), Ca(r2)) < 2:-d(k1, K2).
Lemma 4.2. For any S€Semp, s€Stat, acld, keKont, wes2, c€State:
(a) U(S)(s)(a,k)(w,0) € Pp (it is well-defined),
(b) W(S)(s) is nonexpansive (in k) and
(c) W is 3-contractive in S.
Proof We only prove Lemma 4.2(c). It suffices to show that
A(W(S1)(5) (@, 1) (w,0), W(S) () (0, 1) (w, 7)) < b - (S, So).
We proceed by induction on c¢s(s). Two subcases.
e

Case s = (v := clong(

< 5 -d(S1,52)
[l

Remark 4.3. When the CSC technique is employed in the semantic design,
(groups of ) computations contained in a continuations can be manipulated as
data. By expoiting this facility in this paper we offer a denotational (compo-
sitional) semantics for remote process destruction and cloning. Our attempts
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to model such remote control operations by using only classic compositional
techniques have failed. In the classic direct approach to concurrency [4] the
semantic designer defines the various operators for parallel composition as
functions that manipulate final semantic values belonging to some power do-
main construction. The meaning of a process appears in the final yield of a
denotational mapping interleaved with the meanings of other parallel processes.
The problem with this approach is that the remote control operations consid-
ered in this paper may be executed long after the creation of the process. It it
does not seem possible to extract somehow the meaning of a process from an
element of a power domain, in order to remove (kill) it or to clone it. On the
contrary, in the CSC approach the semantic designer operates with partially
evaluated meaning functions (contained in continuations) which can easily be
manipulated to model such remote control operations.

Example 4.1. In this example we assume that Exp is a class of numeric
expressions and put Val = N. Consider the L%, program statement s(€ Stat)

$ = Upew = New(c!l); ((Verone := clone(vnew); Kill(vpew); c?v) + v := 2)

Let 0 € %, o = v(id(ko)) = v({ao}) and oo™ = v({ag,a®"}), where
ko € Kont and g € Id are as in Definition 4.53. Let@,,, = ((0 | ag, Upew
Q) | QB i M0), Ty = (s | 00,V > 05 | QM 1
0 pew (agew))’ kit = Octoner Orev = (Ekill ’ ag,v 1), 7 = (Cpew | 20,0 =

2). It is easy to check that:
D[sl(o) = D(s)(a0, k0)(Tq: ) = 7 Tpery - D(81) (0, 51) (T3 T )

where $1 = (Veione = clone(vpew); kill(Vnew); c?v) + v := 2, and k1 = (Ko |
ag = [Jy | a2+ D(c!1):[Jy+). We have:

D(81)<Oc0, 51)(1\9 ) Enew)
= D(Velone = clone(vpew); Kill(Unew); c?0) (0, 51) (1o, Tyoy ) B T0
D(” = 2)(0&0, '%1)(/]\976new)

= D(Vetone = clone(vnew)) (0, £2) (T, T rew) + {70 o0ign T}
where Ky = (Ko | ag = D(kill(Vpew); c?v) : [Jy= | ap® = D(c!l) : [Jy=). Note
that a deadlock is detected after the execution of the assignment statement
v := 2 because (when v := 2 is selected for execution) the computation D(c!1)
contained in the continuation has no synchronization counterpart .

The execution of the statement Vejone = clone(vpey) creates an copy of the

process with identifier al*" which will run in parallel with the other processes.

,D(UClone = Clone(vnew))(a07 KZQ)(TQ?Enew) =T .Eclone ' C“F(KB)(Eclone)
ap® = D(c) : [Jy

assign

where k3 = (ko | ao — D(kill(Vpew); c?v) @ [Jy=
adone s D(cll): [Jy+).



METRIC SEMANTICS FOR REMOTE PROCESS DESTRUCTION AND CLONING 107

After the cloning operation, the execution of the statement kill(vpew) re-
mowves the process with identifier oY from the continuation. Next, after a
synchronization step the computation terminates. In the end we obtain:

D[[S]] (J) = {TanewTa 7—EkillTO-

where s = Upey := New(c!1); ((Verone := clone(vnew); kill(vpew); c?v) + v :=2).

clone rcv ) Ta-new TaassignT}

5. CONCLUSION

The CSC technique can be used to design denotational (compositional) se-
mantics for various advanced control concepts, including: synchronous and
asynchronous communication [16, 7], maximal parallelism [6, 9], and multi-
party interactions [17, 8]. In this work we present a denotational semantics
designed with metric spaces and continuations for a concurrent language pro-
viding constructions for CSP-like synchronous communication in combination
with constructions for process creation, and remote process control (remote
process destruction and cloning). Various denotational models for process
creation have been developed [1, 15, 3, 4]. However, we are not aware of
any paper reporting a denotational model for remote process destruction and
process cloning.

The use of continuation semantics for concurrency (CSC) technique [16, 7]
proved to be fruitful. In the CSC approach the semantics of remote process
destruction and cloning can easily be modeled by appropriate manipulations
of the computations contained in continuations. We think that the CSC tech-
nique could be used to model remote process control operations in combina-
tion with various interaction mechanisms, including remote procedure call and
ADA-like rendezvous. The rendezvous programming concept was studied by
using techniques from metric semantics in several papers [15, 3, 4]. In the near
future we intend to study the formal relationship between the denotational and
the operational semantics of remote process destruction and cloning also by
using techniques from metric semantics [4].
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