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INCREMENTAL RELATIONAL ASSOCIATION RULE
MINING OF EDUCATIONAL DATA SETS

LIANA MARIA CRIVEI

ABSTRACT. Educational Data Mining is an attractive research field in
which the underlying idea is that of bringing the data mining perspective
into educational environments. The main focus is to better understand
the educational related phenomena by extracting, through data mining
techniques, meaningful hidden patterns from educational data sets. Incre-
mental Relational Association Rule Mining (IRARM) has been introduced
as an effective online data mining method for dynamically mining inter-
esting relational association rules (RARS) in a dynamic data set which is
extended with new data instances. The study conducted in this paper is
aimed to emphasize the effectiveness of both RAR and TRARM mining
methods in educational data mining settings. Experiments performed on
various academic data sets highlight the potential of using relational asso-
ciation rules for uncovering relevant knowledge from educational related
data.

1. INTRODUCTION

Data mining (DM) techniques are extensively applied nowadays in various
domains including medicine, bioinformatics, software engineering, to discover
relevant patterns in large databases, especially due to their potential of un-
covering hidden information from data.

Applying DM techniques in education [5] has attracted researchers from
both DM and educational research and thus a new interdisciplinary research
discipline known as educational data mining (EDM) emerged. The main focus
in EDM is to develop methods for extracting knowledge from data that come
from various educational information systems and educational environments.
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Through mining educational data sets, EDM’s purpose is to better under-
stand the students’ learning process and thus to offer additional insights into
educational related phenomena.

Within the DM domain, association rule (AR) mining represents an impor-
tant data analysis and mining technique [9] applied in various supervised and
unsupervised learning scenarios for extracting rule based patterns from data
sets. Ordinal association rules (OARs) [7] were proposed as a particular class
of ARs which express ordinal relationships between the attributes character-
izing a data set. Afterwards, relational association rules (RARs) [6, 11] have
been introduced as an extension of OARs capable to capture various type of
non-ordinal relations between data attributes.

We are approaching in this paper the problem of incremental relational
association rule mining (IRARM) in the context of EDM. The process of
incremental RAR mining is appropriate specifically for online DM scenarios,
where the data set to be mined is dynamic and thus continuously extended
with real-time arriving data streams. In such situations, IRARM approach
aims to progressively adapt the interesting RARs identified in a data set, when
it is enlarged with new instances. Since the learning processes within educa-
tional environments are by nature online processes, the idea of investigating
the TRARM perspective in EDM comes naturally. The EDM literature also
reveals that DM is very useful in the educational field particularly when ex-
ploring the online learning environment [18].

The contribution of the paper is summarized as follows. First, we are em-
phasizing the relevance of RAR mining in the field of educational data mining
(EDM) with the goal of uncovering meaningful patterns within educational
data sets. Secondly, we extend the experimental evaluation of our previously
proposed incremental relational association rule mining approach (IRARM)
[17] on several EDM case studies. The effectiveness of TRARM is emphasized
through the reduction in mining time achieved when using TRARM against
RAR mining from scratch when a data set is extended with new instances.
The study conducted in this paper is novel in the EDM literature, since neither
the classical nor the incremental RAR mining approaches have been applied
on academic data sets, so far.

The rest of the paper is structured as follows. Section 2 introduces the EDM
domain and emphasizes its relevance within the larger DM field. A background
on RAR mining and its incremental extension I RARM is presented in Section
3, together with an example of RAR mining in EDM. Section 4 describes the
experiments performed for highlighting the performance of TRARM on four
academic data sets and discusses upon the obtained experimental results. The
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conclusions of the paper and directions for future improvements are highlighted
in Section 5.

2. EDUCATIONAL DATA MINING

EDM is an attractive research field in which the underlying idea is that
of bringing the data mining perspective into educational environments. The
main focus is to better understand the educational related phenomena by
extracting, through data mining techniques, meaningful hidden patterns from
educational data sets.

Extracting relevant patterns from the educational processes would also be
useful for understanding students and how they learn, as well as improving
the educational outcomes (e.g. learning outcomes). EDM has received lately
considerable attention from the research community since extracting hidden
knowledge from educational data is of particular interest for the academic
institutions and also useful for improving their teaching methodologies and
learning processes [18].

Various applications using data mining techniques have been developed, so
far, in the EDM field. Machine learning methods are intensively investigated,
both from a supervised and unsupervised perspective, as data mining tech-
niques for building course planning systems, detecting what type of learners
are the students, grouping students according to their similarity, predicting
the students’ performance for courses, assisting instructors in the educational
process [15].

We briefly review, in the following, several recent approaches which have
been developed for assessing the performance of students in educational envi-
ronments.

Ayers et al. applied in [3] several clustering algorithms such as hierarchical
agglomerative clustering, K-means and model based clustering for grouping
students according to their skill sets.

Bharadwaj and Pal conducted in [4] a study towards identifying features
which are strongly correlated with the academic students’ performances. The
authors found out that characteristics such as the living location, medium
of teaching, mother’s qualification, the family annual income, and student’s
family status highly influence the performance of the prediction task. Pal
and Pal conducted in [21] a study using decision tree based classification algo-
rithms to identify the students needing special advising and counseling from
the teachers.

Supervised classification models such as Naive Bayes, decision trees, neural
networks have been applied in [15] together with Synthetic Minority Over-
Sampling (SMOTE) method to improve the accuracy of a machine learning
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model for predicting the students’ final grade for a particular course. An anal-
ysis of the performance of the previous mentioned machine learning models,
including support vector classification was performed by Shahiri et al. in [23].
Additionally, a study was conducted upon the effectiveness of the attributes
involved in the classification process.

Ahmed et al. focused in [2] on predicting the performance of instructors
and analyzed the factors that affect students’ academic achievements, with
the purpose of improving the quality of the educational system. Several clas-
sifiers such as J48 Decision Tree, Multilayer Perceptron, Naive Bayes, and
Sequential Minimal Optimization were applied and compared to identify the
best performing classification algorithm. Among all considered classifiers, J48
provided the best classification accuracy of 84.8%.

The problem of predicting the students performance (PSP) has been con-
sidered in [24] as regression problem and a hybrid method combining a collab-
orative filtering-based system and a regression-based one has been proposed.

3. BACKGROUND ON RELATIONAL ASSOCIATION RULES

In Section 3 the fundamental concepts related to relational association rule
(RAR) mining [11] are reviewed. Then, the relevance and importance of RAR
mining in the context of EDM is emphasized through an example on an edu-
cational data set. Section 3.2 briefly presents the incremental relational asso-
ciation rule mining (IRARM ) approach [17].

3.1. Relational association rule mining. Association rule (AR) mining
represents an important data analysis and mining technique [9] useful in mul-
tiple machine learning tasks for uncovering meaningful rule based patterns in
data sets. Ordinal association rules (OARs) [7] were proposed as a partic-
ular class of ARs which express ordinal relationships between the attributes
characterizing a data set. RARs [6, 11] have been introduced as an extension
of OARs able to express different type of non-ordinal relations between data
attributes.

The Relational Association Rules (RARs) notion is defined in the following
paragraphs.

We consider D = {d,ds,...,dy} a set of instances or records. Let 2 =
(a1,..., am) be a sequence of m attributes characterizing each instance from
the data set D. Each attribute a; takes values from a non-empty and non-fuzzy
domain A;, which also contains a null (empty) value. We denote by ¥(d;, a;)
the value of attribute a; for an instance d;.

We denote by T the set of all possible relations that are not necessarily
ordinal which can be defined between two domains A; and A;.
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Definition 3.1. A relational association rule [11] is an expression
(ail,ah, gy - - ,aih) = (ah’rlaiz’tgai3 R Th,laih),

where {ai,, iy, Qis, - ., 03, } S Q, a5, # ai,, kyp=1,...,h, k#pand 1, € T

is a relation over A;, x Ay, ., A, being the domain of the attribute a;, .

a) If a;,,ai,,...,a; are non-missing in m instances from the data set
then we call s = the support of the rule.

b) If we denote by D' C D the set of instances where a;, , Gy, i, - - . , Qi)
are non-missing and all relations V(d;, a;, )11V (dj, ai,), ¥(dj, ai,)T2
V(d;,aiy), -.., Y(dj,ai,_,)Th-1¥(dj,a;,) hold for each instance d

from D' then we call ¢ = % the confidence of the rule.

Interesting RAR’s were defined in [11] as those rules which have both their
support and confidence greater than or equal to specified minimum thresholds.
For mining interesting RARs an Apriori-like algorithm named DRAR (Dis-
covery of Relational Association Rules) was proposed in [12] as an extension
of the DOAR algorithm introduced in [7] for uncovering OARs.

3.1.1. Ezample. For a better understanding of the concept of RAR, an exam-
ple on an EDM related data set is considered. The aim is to highlight the
relevance of applying RAR mining in the context of educational data sets.
The data set used in our example is a real data set, containing the grades
obtained by students at a Computer Science undergraduate course offered at
Babeg-Bolyai University in a time frame of four academic years (2014-2018).
The complete data set is available at [1]. There are a total of 867 instances
characterized by 6 attributes, denoted by aq, as,...,ag. These attributes rep-
resent the following: written exam score (a), seminar score (ag), laboratory
score (ag), first practical test score (a4), second practical test score (az) and
final grade (ag). Considering the minimum support threshold at $,,;, = 1 and
the minimum confidence threshold at ¢, = 0.6, we applied DRAR mining
algorithm. Since all the attributes in our experiment have integer values, two
possible binary relations between integer valued attributes were used: < and
>. The discovered maximal interesting RARs are illustrated in Table 1.
Each line from Table 1 describes a RAR of a certain length (depicted in the
first column), which has the confidence illustrated in the third column. For
example, the first line in Table 1 refers to the RAR a; < ag of length 2 (i.e.
the rule contains two attributes) having a confidence of 0.739. This rule has
the following interpretation: the value of the attribute a; is less or equal than
the value of the attribute as in 73.9% of instances from the analyzed data.
Analyzing the last rule depicted in Table 1 one observes that for 61.3 % of
the students the grade for the written exam is less or equal than the first test
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] Length Rule Confidence ‘
2 aq < as 0.739
2 aq S as 0.751
2 aq S ag 0.825
2 a9 S as 0.751
2 as < a4 0.828
2 a9 S as 0.819
2 as < ag 0.669
2 as < a4 0.722
2 as < as 0.711
2 as > ag 0.605
2 ag < as 0.713
2 as > ag 0.604
3 a1 < aq > ag 0.613

TABLE 1. Interesting maximal relational association rules
mined for s,,;, = 1 and ¢, = 0.6.

grade, which is greater than the final grade. This suggests that the grades
for the practical test are greater than those for the written exam, which could
be considered typical because the written exam requires wider knowledge.
Analyzing other interesting rules depicted in the table 1: a3 < a4 and ag
< a5 we observe that the grade obtained for the laboratory is less than the
both practical test scores. This is an indication that some of the laboratory
assignments are more difficult or complex than the actual practical test. The
complexity of the practical test could be increased. We also observe that ag
> ag meaning the laboratory score is less than the final grade score.

The RARs mined from the academic data may be relevant for the professor
and can provide indications about the complexity of the laboratory assign-
ments or the written exams.

3.2. Incremental relational association rule mining. We have previously
introduced in [17] an incremental relational association rule mining approach,
called IRARM, which is useful when a data set to be mined is extended with
new objects. In such situations, for uncovering the interesting RARs from the
extended data set, IRARM will efficiently adapt the RARs discovered in the
data set before the extension. This incremental process will be more effective
than running DRAR from scratch on the extended data set.

We consider in the following that the data set D to be mined is dynamic,
being extended at a certain time with a non-empty set of instances {d,, 41, dp+2,
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...,ds}. We denote the enlarged set of instances by D! = {dy,ds,...,ds},
while the set of newly added instances is D"¢¥ = D!\ D. For pre-specified
minimum support (Smqn) and confidence thresholds (¢pin), we analyze the
problem of incrementally identifying all interesting RARs in the extended
data set D! by adapting the set of interesting RARs mined in D before its
extension. Through the TRARM method we aim to reduce the running time
required to mine the set Rules® of interesting RARs from D,

Certainly, new interesting RARs could be produced by the newly added
instances, but also RARs which were interesting enough in the data set be-
fore extension may become uninteresting on the extended data set. The set
Rules® of all interesting RARs may be discovered by applying the DRAR
method from scratch, on the extended set of objects. But this process can be
computationally expensive. That is why our goal is to replace it by a more
efficient algorithm IRARM (Incremental Relational Association Rule Min-
ing), which preserves the completeness of the RARs generation procedure.
Considering the newly added instances, IRARM adjusts the set Rules of all
interesting RARs in the initial data set D to produce the set of all interesting
RARSs in the extended data set D,

The idea behind determining the set Rules®”! will be further described. Two
main stages characterize the IRARM method. The first stage is filtering
the set Rules of interesting RARs from the initial data set D in order to
maintain only the rules which are interesting in the extended data set D¢ as
well. The second stage consists of extending the subset previously obtained
with new rules which were not interesting in D, but become interesting on the
extended data set D!, After the second phase is completed the set Rules®®t
of interesting RARs from the extended data set D! will have been mined.

More details about the description of IRARM algorithm can be found in
[17].

The educational process is essentially dynamic therefore the results of the
evaluation for new students are available in an incremental manner. While
new information is accessible the existent academic data set is continuously
updated. In such situations the discovery of interesting relational association
rules in academic data sets is an incremental process. Consequently it is more
efficient from a computational viewpoint to apply the ITRARM incremental
method (by adapting the set of rules identified before updating the data)
rather than applying DRAR from the scratch on the entire data set.

4. RESULTS AND DISCUSSION

We provide in the following an experimental evaluation of IRARM on two
academic data sets, as well as a discussion upon the obtained results.
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4.1. Case studies and data sets. In order to evaluate the performance of
IRARM, two case studies will be conducted on four educational data sets.

The first case study is performed starting from a real academic data set
collected from the Babeg-Bolyai University.

4.1.1. First case study. The first data set used in our study is the real data
set described in Section 3.1.1 and available at [1].

The second data set considered in our evaluation is synthetically generated
from the first data set and is available at [1]. The number of instances from
this data set is 867, as in our first data set. Since our first data set contained
a relatively small number of attributes, namely 6, we extended the set of
attributes to 10 attributes, a1, as, ..., a19. The first 5 attributes from this data
set have the same meaning as described in Section 3.1.1. Attributes ag, a7, ag
and ag represent the scores for four additional practical tests, while the last
attribute ajg represents the final grade. We mention that the values for the
added attributes ag—ag were randomly generated, using a uniform distribution,
within the interval determined by the attributes ao, as, a4, as.

4.1.2. Second case study. The second case study used for evaluating I RARM
contains the Turkiye Student Evaluation data sets publicly available at [14].
There are two data sets (Turkey Student Evaluation Generic and Turkey Stu-
dent FEvaluation Specific) each containing a total of 5820 evaluation scores
provided by students from Gazi University in Ankara (Turkey). Each data
set contains a total of 28 course specific questions and additional 5 specific
attributes. Details about the attributes can be found at [14].

4.2. Experimental results. Let us denote by s the number of instances from
the analyzed data set. For both data sets from our first case study s = 867,
while for the data sets from the second case study s = 5820.

In the performed experiments, for all data sets considered for evaluation,
the following experimental methodology was applied. We have started with n
instances in the data set (for various values for n) and afterwards the data set
was extended with s — n entities. Different values were used for the minimum
confidence threshold ¢4, While s,,:, was set to 1 since our data sets do not
contain missing values.

For each experiment, the set of interesting RARs on the extended data set
containing s instances was obtained in two ways:

(1) by adapting using ITRARM the set of RARs obtained on the data
set before its extension;

(2) by applying the DRAR method from scratch on the extended data
set.
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We mention that, using method (1) or (2), the set of interesting RARs dis-
covered in data is the same, but we expect the total mining time for IRARM
to be lower than the total mining time of DRAR applied from scratch. The
experiments presented in this section were performed on a PC with an Intel
Core i7 Processor at 2.30 GHz, with 4 GB of RAM.

In the mining process, we used the following binary relations between the
integer valued attributes: >, <, =.

For all four data sets from our case studies, we have repeatedly run DRAR
and TRARM for different values for ¢, and different values for 7. Tables 2
and 3 present the results obtained when considering ¢, = 0.1 and varying
= from 0.25 to 0.85 with a step size of 0.05. For a certain combination of
parameters (n, s, ¢min), the mining method (DRAR or IRARM ) was executed
20 times and the results were averaged over these executions. The fifth column

from the tables gives the reduction in total running time achieved by IRARM
computed as DRAR %%aéE?I}SM time

From Tables 2 and 3 we observe that, when the percentage of initial in-
stances % is larger than 0.35, the running time of ITRARM is increasingly
reduced with respect to the running time of DRAR, as the number of in-
stances added to the data set decreases. The maximum reduction in mining
time obtained by TRARM is achieved when % is 0.85 and is higher than 70%.

Figure 1 depicts, for the data sets from our first case study, how the per-
centage of IRARM’s running time reduction increases when increasing %, for

three different minimum confidence thresholds: 0.1, 0.2 and 0.3.
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FiGURE 1. TRARM’s reduction in total mining time for the
data sets from our first case study, using different minimum
confidence thresholds.

Figures 2 and 3 illustrate, for the data sets from the first case study, how
the running time for the main operations of IRARM algorithm (Filter func-
tion, candidates generation process, Select function, support and confidence
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Data set n s-n | Time DRAR | Time TRARM | IRARM time
(ms) (ms) reduction (%)

217 | 650 5.6 5.55 0.0089
260 | 607 5.65 5.8 -0.0265
303 | 564 5.8 5 0.1379
347 | 520 5.65 4.75 0.1593
390 | 477 5.8 4.4 0.2414

First data set 433 | 434 5.8 4.35 0.25
477 | 390 5.8 3.7 0.3621
520 | 347 5.7 3.3 0.4211
564 | 303 5.45 2.85 0.4771
607 | 260 5.6 2.35 0.5804
650 | 217 5.3 2.3 0.5660
694 | 173 5.55 2.1 0.6216
737 | 130 5.85 1 0.8291
217 | 650 15.05 15.05 0
260 | 607 14.9 15 -0.0067
303 | 564 14.8 14.4 0.0270
347 | 520 15.05 13.35 0.1130
390 | 477 14.95 12.35 0.1739

Second data set | 433 | 434 15.05 11.2 0.2558
477 | 390 15 10.35 0.31
520 | 347 15.15 9.6 0.3663
564 | 303 15 8.35 0.4433
607 | 260 14.9 7.25 0.5134
650 | 217 15.15 5.85 0.6139
694 | 173 15.15 5.15 0.6601
737 | 130 15.1 4.3 0.7152

TABLE 2. Experimental results on the data sets from our first
case study for s,,;, = 1 and ¢ = 0.1.

computation) evolved when varying % for ¢, = 0.1. From the figures we ob-
serve that running times for the Filter and Select operations decrease while
 increases.

Figure 4 illustrates for the data sets from the second case study, how the
percentage of I RARM’s running time reduction increases when increasing =,
for two different minimum confidence thresholds: 0.8 and 0.85.

The experimental results presented in this section highlighted the effective-
ness of TRARM method, which reduces the mining time against the time
achieved by applying DRAR mining from scratch when a data set is extended
with new instances.

4.3. Comparison to related work. The incremental relational association
rule mining approach previously introduced in [17] and applied in this paper
on educational data sets is new both in the DM and EDM literature. Existing
incremental approaches from the DM literature handle only non-relational
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Data set n s-n | Time DRAR | Time IRARM | IRARM time
(ms) (ms) reduction (%)
1455 | 4365 814 875.2 -0.0751
1746 | 4074 552.2 564.75 -0.0227
2037 | 3783 782.7 703.25 0.1015
2328 | 3492 794.35 664.55 0.1634
2619 | 3201 834.65 678.35 0.1873
Turkiye Student 2910 | 2910 765 564.95 0.2615
Ewvaluation Generic | 3201 | 2619 816.85 525.15 0.3571
data set [14] 3492 | 2328 692.4 386.1 0.4424
3783 | 2037 739.95 358.7 0.5152
4074 | 1746 570 238.25 0.5820
4365 | 1455 809.65 312.35 0.6142
4656 | 1164 628.55 228.3 0.6368
4947 | 873 501.65 156.45 0.6881
1455 | 4365 686.7 751.65 -0.0946
1746 | 4074 684.35 695.65 -0.0165
2037 | 3783 742.4 676.55 0.0887
2328 | 3492 845.95 704.05 0.1677
2619 | 3201 967.55 779.25 0.1946
Turkiye Student 2910 | 2910 1010.95 637.9 0.3690
Evaluation Specific | 3201 | 2619 980.75 540.4 0.4490
data set [14] 3492 | 2328 936.45 475.7 0.4920
3783 | 2037 730.25 383.85 0.4744
4074 | 1746 565.1 252.7 0.5528
4365 | 1455 748.35 291.85 0.6100
4656 | 1164 952.9 360.8 0.6214
4947 | 873 961.85 288.2 0.7004

TABLE 3. Experimental results on the data sets from our sec-
ond case study for s, = 1 and ¢y = 0.8.

association rules. In the EDM literature we have not found, so far, approaches
using relational association rule mining or incremental relational association
rule mining on EDM scenarios.

We present in the following several data mining methods which deal with
the incremental mining perspective on non-relational association rules.

Sarda and Srinivas introduced in [22] an algorithm for incremental associa-
tion rule mining, in which the data set is extended with new instances. The
proposed adaptive algorithm was able to identify new rules for the updated
database, avoiding multiple scans of it. Yafi et al. proposed in [25] an incre-
mental association rules mining algorithm named YAMI based on the Apriori
model on evolving databases. The authors also introduced the concept of
shocking interesting rule, as a rule which surpass all user’s expectations.

The incremental association rule mining on dynamic transactional databases
was investigated by Chandraker and Sao in [8]. Nath et al. present in [19] a
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113

survey on incremental association rule mining. They review frequent itemset
generation techniques, rule generation techniques and incremental association
rule mining techniques. The authors emphasize several research issues a
challenges, such as the incremental behaviour of the data set, the number
of data set scans and the number of generated candidate itemsets. Dhanab-
hakyam and Punithavalli [13] propose An Adaptive Association Rule Mining
with Faster Rule Generation Algorithm (FRG-AARM) with the intent of ac-
quiring a more efficient Market Basket Analysis.

nd



114 LIANA MARIA CRIVEI

E 010 035 040 045 050 055 060 065 070 075 0.80 085 -0.10 035 040 045 050 055 060 065 070 075 0.80 085

nis nis

= C=0.80 wm=C=0.85 == C=0.80 ===C=0.85

(A) Turkiye Student Evaluation Generic(B) Turkiye Student Evaluation Specific
data set. data set.

FI1GURE 4. TRARM’s reduction in total mining time for the
data sets from the second case study, using different minimum
confidence thresholds.

Ogunde et al. [20] introduced an Adaptive Incremental Mining Algorithm
(AIMA) aimed to adapt to the trend of constant data updates in distributed
databases.

An incremental association rule mining algorithm has been proposed by
Yu-Dong et al. [26]. This was named VSIFP-Growth (Improved FP-Growth)
and used together with parallel computing techniques with the purpose of
developing the PVSIFP-Growth algorithm for frequent itemsets generation.
Li et al. [16] developed TDUP, a three-way decision update pattern approach
together with a synchronization mechanism in order to reduce the number of
scans of the initial data set.

The above presented methods deal with incremental AR mining, but from
a non-relational perspective. Unlike the classical association rules, RARs are
capable to express relationships between data attributes. Thus, RARs may
be more powerful than classical ARs in various machine learning scenarios,
including those related to EDM tasks.

5. CONCLUSIONS AND FUTURE WORK

We investigated in this paper the application of classical and incremental
RAR mining for knowledge discovery in data sets from educational environ-
ments, with the goal of uncovering meaningful patterns within educational
data sets. The relevance of uncovering RARs in academic data sets has been
emphasized in the context of the students’ learning process, as offering ad-
ditional insights into educational related phenomena. Additionally, the effec-
tiveness of incremental RAR mining in online EDM scenarios was highlighted
through several case studies.
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Future work will be done in order to extend the experimental evaluation of
IRARM on other EDM tasks, to further test its performance. An incremental
adaptive RAR mining will be also investigated for academic data sets, when
both new instances and new features are added to the data set. Furthermore,
we plan to apply RAR, gradual RARs [10] and TRARM mining algorithm
in supervised learning EDM scenarios, such as predicting student’s academic
performance.
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