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RETINAL BLOOD VESSEL SEGMENTATION ON
STYLE-AUGMENTED IMAGES

MARCELL DAVID TOTH AND ATTILA KISS

ABSTRACT. The average human lifespan increased dramatically in the sec-
ond half of 20th century. It was mainly due to technological improvements,
which were driven by the continuous war preparations, and while humans
have got another 20 years to live, unfortunately there are some sad side ef-
fects added to the elderly life. Various diseases can attack the eye, our ma-
jor organ responsible for receiving information, therefore many researches
were devoted to examine these diseases, their early signs, and how could
they be stopped. From the start of 21th century, methods aided by com-
puter were more and more involved in these processes, up to the current
trend of using Convolutional Neural Networks (CNNs). While supervised
methods, CNNs do achieve accuracy which can be compared to a skilled
ophtalmologist, they require a tremendous amount of labeled data which is
sparse in medical fields because the amount of time and resources needed
to create them. One natural solution is to augment the data present, that
is, copying the distribution while adding a small variety, like coloring an
image differently. That is, what our paper aims to explore, whether a tex-
turing algorithm, the Neural Style Transfery can be used to make a data
set richer, and therefore helping a classifier CNN to achieve better results.

1. INTRODUCTION

The eye is one of the most important parts of the human body as the ma-
jority amount of information gained by perceiving the world around us. Sadly,
there are numerous diseases could threaten this organ, and many of them do
not result in immediate loss of eyesight, but damage the tissues and other
parts of the eye over a long period of time. These diseases are more common
among the elderly, and as average lifespan increased in the 20th century, they
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became more relevant to combat. Such disease is diabetic retinopathy (DR),
which are the leading cause of blindness in developed countries, according to
the World Health Organization (WHO).

On the bright side, there are number of indicators of DR, which can suggest
early treatments, that slow down or even halt vision loss. These signs can
detected during dilated fundus examination by screening the retina with a
fundus camera, gaining information about the retina, blood vessels, etc.

This is done with fluorescein angiography: a small amount of sodium fluo-
rescent dye is given to the patient orally or via injection. Then the retina gets
illuminated with blue light, and green light reflected back by the dye reveals
the blood vessels. Although the method is known to be reliable and accurate,
it can cause side effects, such as nausea or anaphylaxis.

To offer an alternative solution which is more comfortable for the patients,
researches began in search of blood vessel segmentation methods on retinal im-
ages. The task is to create a classifier algorithm, which, upon seeing a fundus
image, accurately labels each pixel as vessel or non-vessel. To be reliable, such
algorithms require a huge amount of training examples with ground truth
labelling, as the classifier’s parameters need to be set. Unfortunately, seg-
mented fundus images are expensive and time consuming to produce, because
the process to create one involves trained ophthalmologists.

The area of data augmentation deals with the problem of lacking data in
quantity. A natural solution is to create new images using certain transfor-
mations on the original ones: color enhancing, whitening, adding noise, etc.
These transformations preserve spatial attributes, therefore the new image has
the same segmentation as its origin. Also, there are some other techniques,
such as cropping, rotation or flipping the images, executing the same on the
segmented image.

After this introduction, our paper will go as follows: in the next two sections,
we will give a short description of the already known supervised methods for
segmenting retinal images, and also, we will introduce Neural Style Transfer
(NST) algorithm, emphasizing it as a data augmentation technique. In section
4, we will go through our experiment of using NST to create fundus images,
the results and conclusions will be presented in section 5 afterwards.

2. RELATED WORKS

2.1. Segmentation methods. The area of retinal blood vessel segmentation
is rich in researches, from the late 80’s until today. The very first methods were
rule-based, which means that certain areas were marked as vessel, if pixels in
it had a common property, followed a shape, etc. Later on superwised methods
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took a major role, with trained classifiers achieving accuracy over 90% and
more.

Such one rule based method was matched filtering, dating back to, where
researchers discovered that the cross section of a blood vessel follows the shape
of a Gauss-curve, speaking of grayscale pixel intensity value. While being easy
to interpret, this method achieved good results in 1989 [2], and was improved
later, see papers [1, 19]. An other rule based method features Multi-Scale Line
Detection, which builds upon an even more simple observation: blood vessels
are made of linear segments piecewise [12].

With Neural Networks (NN) became popular in the last decade, more and
more works were devoted to explore their abilities in the topic of discussion.
Marin et al. [11] used a small, 3-layer deep NN feeded with 7-dimensional
feature vectors to measure the probability of a pixel being blood vessel in the
image. The 7 features consist the local average, minimal, maximal and center
intensities, as well as variance and Hu-moments.

We follow the work of [18], details explained along our paper. For a thorough
review, look up [4].

2.2. Neural Style Transfer. While seemingly confusing to mention here,
NST has its relevance in our topic. The idea to create artistic images with the
aid of a computer is not new, but the first truly successful attempt was only in
2016 by Gatys et al. [5, 6]. Since then, more than a hundred research papers
were dedicated to explore the capabilities of the method. For a thorough
review until the near end of 2018, look up paper [8].

The goal of NST is to create an image, given a content image and a style
image, with the restriction that the result has to have the similar semantic
information (what we actually see on the image) as the content and also sim-
ilar textures (colors, shapes, etc.) as the style. The original NST, that we
used, is an image optimisation technique, which means that the algorithm
starts from an initial white-noise or the content image, and in each iteration
small adjustments are done to match content and style respectively. Without
delaying further, the original NST can be described the following way, picture
[1] attached:

(1) The core is made of a pretrained deep neural network. Newer frame-
works exploit the capabilities of the VGG19 because its success on
image recognition tasks [17], that it can already classify images into
a vast number of categories.

As an image is passing through the network, the responses of the
kernels are accumulated in feature maps for each layer. The deeper
the layer we are currently examining, its feature maps contain the
more and more complex information about the image. The user must
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FIGURE 1. An illustration of the Neural Style Transfer algo-
rithm framework with the VGG16 network, originally used by
Gatys et al.

choose a few layers to get these inner representations as outputs, with
many guidelines had already been made to choose certain groups
for perceptually pleasant results: one content representation layer is
chosen in deeper sections, and multiple layers are chosen across the
network for representing style.

(2) Let us denote the content representation feature maps by P!, ..., P!,
with the same indexing on the result, let it be F1, ..., F'. The differ-
ence between actual contents is expressed as the Lo distance of the
feature maps, the sum of the element-wise difference squared. This
is simply written here as:

I
Econtent == Z(FZ - Pl)2
i=1
In our work, we chose only the block5_conv2 convolutional layer for
content representation in the VGG19 network.

(3) Style matching is done in a slightly different way. For both style and
result image, their Gram-matrices are calculated from features maps,
denoted by A, ..., Al and G, ..., G!. These matrices represent cor-
relation between features on an arbitrary image, therefore the task
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is to pull these correlations closer feature-wise:

l
ﬁstyle - Z(Gl - AZ)Q
i=1

It is worth noting that since its 2016, this way of representing
style came through many refinements. Consider reading paper [10]
for a better understanding on style matching, and papers [15, 7] for
additional techniques like color-histogram matching and total vari-
ation loss. In our work, we chose the first convolutional layer from
each block: blockl_convl, ..., blockb_convl.

(4) The total loss is weighted sum of the two previously defined losses:

Liotal = aLeontent + Bﬁstyle

With respect to the pixel values of the result image as variables,
Liotal 1s differentiable, therefore optimal intensities can be calculated
via back-propagation.
* We must also mention, that improvements were also done to speed
up the work of NST, see paper [9].

Surprisingly, NST was not a subject of researches related to direct data aug-
mentation until the end of 2019. The first experiment was to measure, if NST
can improve a classifier’s performance by creating stylised images, therefore
the training dataset will have more variance, see paper [20] for further details.
In 2020, NST was also used in medical fields for dermatological data augmen-
tation, with the same motivations there as mentioned in the introduction, see
paper [13].

3. PROPOSED METHOD

Our hypothesis is that a sufficiently used NST can be used to synthesize
retina images with style to gain more variance, and therefore a classifier trained
on the augmented data would be more robust to outliers, creating less false
positives. To test this, we executed the following plan:

(1) In the beginning, we use the original 20 DRIVE images [3] to mea-
sure the performance of the classifying Convolutional Neural Network
(CNN). The results we are mainly looking to improve is specifity and
training time, see section 5 for explaining evaluation metrics.

(2) We create stylized images with the NST algorithm. For getting de-
sirable results, one must address many properties of the algorithm:
losses and respective weights, the way of representing style, etc. In
the end, we will have 20 times the number of styles images.
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(3) The CNN is re-trained, but now on the augmented dataset, and we
compare the two classifier’s performances.

4. EXPERIMENT

4.1. Used frameworks. The CNN we used in our experiment, called Retina
U-net, was implemented by Orobix, resources can be found at [14]. The idea
of the U-network was first presented in paper [16], with the motivation to
create encode-decoder framework for medical image processing. The network
in subject could be marked as a tiny U-net, as its size does not even approach
the one presented in the original, having only ~ 470.000 parameters.

The network processes retinal images in patches with size 48 x 48 pixel, en-
codes them in convolution-dropout-convolution-maxpooling manner, and de-
codes with upsampling in the end of the same structure, convolution-dropout-
convolution-upsampling. All convolutions are 3 x 3, dropout layers were used
with 0.2 probability. In the beginning we start with 32 kernels and double
the numbers after each maxpooling, up to 128, and halving after upsampling,
back to 32. We used the Adam optimizer to train the network, with no final
activation and Binary Cross-Entropy loss functions.

The predicted images were thresholded to gain binary images, this cut-off
was set in the interval [0.15;0.25] after multiple trials.

Retinal images were obtained from the DRIVE database. The database
consists of 40 fundus images, 20 for training and 20 for testing purposes, each
given with a manually segmented blood vessel map, as well as an image mask
that separates the background. Each image has the size of 584 x 565 pixel.

In the beginning, we measured the stand-alone performance of the Retina
U-net by training it on 10.000 patches (500 extracted randomly from each
image, see pictures 2) and evaluating it later on the test patches. Test patches
were obtained by first expanding the test images to the size of 624 x 576, and
then making 13 x 12 regular patch cuts.
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FIGURE 2. Patches extracted from retinal images
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After initial result, we now turn to use the NST algorithm. We chose 3 style
images: Composition VII from Wassily Kandinsky, Starry Night from Vincent
van Gogh and The Great Wave Off Kanagawa from Hokusai, see pictures 3.
The content and style loss weights were chosen 1076 and 1073 respectively and
optimization process were executed also with Adam on the VGG19 network.

FicURE 3. Used styles

After stylization, the same patch extraction-training-evaluation procedure
was executed, see the results in the next section and examples of stylized retina
in the appendix.

Upon applying the transformation to the training set, the difference shift in
colors was measured in the fundamental way: calculating the mean and stan-
dard deviation for each color channel. This is due to get insights, expectations
before going through the classification process again:

Looking at the values, what first thing that meets the eye is that for each
transformed image, the mean values are much more regular, are closer to each

TABLE 1. Average value and standard deviation of colors
among the training images, compared with the augmented ones
(scaling from 0 to 255)

R G B
181.89 | 97.78 | 57.37
45.19 | 28.57 | 17.26
Composition |153.99|119.57| 98.93
VII 23.00 | 19.12 | 15.97
145.10118.12]104.28
21.15 | 17.25 | 15.92
154.81|115.62| 97.14
23.41 | 19.00 | 17.48

Original

Great Wave

Starry Night
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other in contrast to the original training set: the red values decreased by
about 30/255 = 11.76%, while the green and blue channel values increased
by roughly 20/255 = 7.84% and 40/255 = 15.68%. While this means shift
occurs, each channel’s standard deviation interval shrank to [—25,25]. This
will be presented with images in the appendix, but this means, that the same
content, the blood vessels, must be extracted from the new, augmented images,
which are more homogeneous in color, therefore the new CNN has to be more
sensitive to small changes in order to perform well.

5. RESULTS AND DISCUSSION

5.1. Statistical measures used. The final results we calculated follow the
traditional evaluation metrics and statistics used in image segmentation. Upon
getting the model predictions, a usual thresholding scheme is used to obtain
binarized images. These images were matched with their corresponding ground
truth segmentation, and all four class scores are calculated: True positives
(TP), True Negatives (TN), False Positives (FP) and False Negatives (FN).
After this, the following measures were used:

(1) Accuracy (ACC): the overall performance of classifying a seen pixel
correctly. While being a widely used measure, ACC has its limita-
tions and can be misleading in cases, for example when the label set
imbalanced.

TP+TN
TP+TN+ FP+FN

(2) Sensitivity (true positive rate, SENS) and Specificity (true negative
rate, SPEC): both measures the percentage of misclassification in
vessel and non-vessel cases respectively. High SENS can be inter-
preted that the classifier pays attention to small details, that is, it
can find tiny vessels, while high SPEC means that it is robust enough
not to be distracted with noise.

TP TN
SENS TP+ FN SPEC TN+ FP
(3) Balanced Accuracy (BACC): makes up for the imbalanced cases,
where ACC is misleading, commonly said as average true predictive
power.

ACC =

SENS + SPEC
2

(4) Precision (PREC): another measure for positive prediction ratio be-
sides SENS. In this case we compare true vessels pixels to those that

BACC =




82 TOTH AND KISS
are marked as vessel, and get a view about how well the algorithm

separates noise from blood vessels.

TP
TP+ FP

(5) Matthew’s Correlation Coefficient (MCC): while no single number
can capture a classifier’s performance, MCC is regarded to be one of
the best so far. It ranges between [—1;1] with 1 perfect predictive
power, 0 meaning randomness and —1 meaning failure.

MCC =
=VPREC -SENS - SPEC - NPREC
—+/(1 - PREC)-(1-SENS)-(1-SPEC)-(1 - NPREC)

PREC =

where NPREC is the negative class precision.

5.2. Evaluation and Discussion. The aformentioned final scores can be
seen in table 2, where we took the average in both cases.

We can see that the augmentation technique indeed helped to improve our
CNN’s classification power, with returning positive difference in almost each
category, except in SPEC. Although these results look promising with respect
to employing NST in retinal image augmentation, we want to mention that
this method seems far from done. We list some number of parameters that
need to be set correctly:

e The network used is an unexplored part of NST, but representions
do depend on that the underlying network previously learnt. Could
it be, that a network trained on retinal images could perform NST
better than the VGG-networks?

e Related to the previous, but a different network might need other lay-
ers to be chosen to represent content and style weights Leontent, Lstyle
should be chosen accordingly as well.

TABLE 2. Scores on the original and the augmented dataset,
and respective differences (positive means improvement on the
augmented data)

ACC |PREC |SENS |SPEC |BACC | MCC
Original Data |95.95| 84.31 | 66.53 | 98.78 | 82.66 | 72.64
Augmented Data| 96.49 | 84.44 | 74.17 | 98.65 | 86.41 | 77.09
Difference 0.53 0.13 7.63 -0.12 3.75 4.44
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e The concept of style loss are examined thoroughly in previous works
(e.g. histogram losses), and that is one thing could enhance a retinal
image augmenting NST.

o If we follow the patch-based strategy, then there might be a number
of patches, where creating synthesized images no longer affects the
classifier’s performance. Therefore, this image augmentation tech-
nique should be performed only when limited data is available.

e Additional metrics for measuring differences can be applied before
retraining the CNN, to get more insights. One can mention the
normalized cross-correlation, or measuring the euclidean distance of
feature maps on a normally trained U-net.

This concludes our work. We have seen that there are ways to deploy NST
in medical image processing and we are eager to see and continue with further
improvements.
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APPENDIX A

FIGURE 4. Retina images with corresponding stylization, from
left to right row-wise: original, Composition VII, Great Wave,
Starry Night
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