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Abstract. Worldwide, there are many people with hearing impairments. 
Depending on its severity, hearing impairment can be solved using a 
more or less performant hearing device, according to one’s needs, but 
in the case of a total loss of hearing, these devices are rather expensive 
and not affordable for everyone. With these situations in mind, we de-
veloped a simple application, named Talky, which can be used to assist 
people with hearing disabilities, mostly total hearing loss, in order to 
facilitate the communication process with others. Talky is simple to use 
and may be useful for people who have difficulty speaking.  
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1. Introduction 

Statistics show that worldwide, 5% of the global population, representing 360 
million of people, suffer from a variable degree of hearing impairment [1]. In Roma-
nia, in 2018, more than 23 thousand of people were declared with total hearing loss, 
of which almost 2000 were children. And we are talking only about people registered 
with the Romanian National Association of the Deaf. Whatever the cause of the hear-
ing loss, not being able to communicate as a human is not only frustrating but also 
causes a great deal of suffering [2].  

Hearing device technology has undergone a significant development in the past 
several years. With a small device implanted in the auditory canal, a person with a total 
hearing loss would be able to hear [3]. However, one issue arises. This type of technolo-
gy, though performant, is quite expensive and not affordable for the average person.  

With the above situations in mind, we thought of finding a solution that might 
come in handy of people with hearing loss and not only, with speech impairment as 
well, a solution that can be affordable and come in handy to everyone. Considering 
that, nowadays, everyone has a smartphone or a computer device that supports 
writing and audio software, we developed an application we named Talky, one that 
is simple, easy to use, has portability and has a friendly interface for the user with 
hearing or speech impairment [4].  
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2. Developing Talky application using specific programming languages 

Talky is thought to function on a desktop, tablet and smartphone, all of these 
devices allowing for writing and audio [5,7]. From the user’s point of view, the 
application has two main parts:  

 when he wants to communicate, to “talk”, he uses the “text to speech” 
component of the application, which converts the written text to audio 
sound;  

 when he wants to “hear” what the other person is saying, he uses the 
“speech to text” component, which converts the audio sound into text 
that the user can read. 

Both components of the application were built using the React framework, 
which allows dividing the code in fragments that can be written and debugged in-
dependently from one another [5,6]. For the design of the application’s interface, 
we used Bootstrap’s facilities. 

 

 
Figure 1. Main code of Talky application. 

 
For programming code, we used the Visual Studio Code editor, which comes 

with IntelliSense for JavaScript, TypeScript, CSS and HTML, as well as debugging 
support for Node.js [4,7,9], languages we needed for developing Talky. The appli-
cation supports the English language, but the support for additional languages is 
provided by extensions, available with no charge on the VS Code Marketplace.  
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The code for the main component of the application Talky, as depicted in fig-
ure 1, is used to import the “Text-to-speech” and “Speech-to text” code parts and 
the buttons the user will see on the interface. Both components will return the re-
sults to the main application. 

 
2.1. Talky “Speech-to-text” component 

For building the “Speech-to-text” component of the Talky application, we 
have used both JavaScript and HTML languages. Part of the JavaScript program-
ming code for this functionality is shown in figure 2.  

 

 
Figure 2. “Speech-to-text” JavaScript code. 

 
The main function of this component is connected to the “Start/Stop” button 

function. The HTML code, as presented in figure 3, of “Speech-to-text”, will make 
visible the button “Start/Stop” on the user’s interface. When the user presses the 
“Start/Stop” button on the screen, the application will check whether the device’s 
microphone is activated or not, and if not, the application will take action in that 
direction, preparing the microphone. After this step, the application will start re-
cording the audio, exactly what the other person is saying, until the user presses the 
“Start/Stop” again.  
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The application will proceed to convert the sound into text. The resulted text 
will be shown on the device’s screen to the user. The JavaScript function setIsLis-
tening will convert the recorded audio into a text array (list), and this array will be 
available to the user in a paragraph format [7]. The paragraph in the HTML code 
will not appear until the recording event is closed. 

 

 
Figure 3. “Speech-to-text” HTML code. 

  
We also implemented a “Delete” button that is designed for deleting previous 

“conversations”. While the processes of recording or converting are ongoing, the 
“Delete” button will be inactive. 

 
2.2. Talky “Text-to- speech” component 

For building the “Speech-to-text” component of the Talky application, we 
have used JavaScript and HTML languages, but both in a single function, as can be 
seen in figure 4. The logic for this component is the same as for the previous one.  

We are using a JavaScript function that aims to play the audio of whatever 
word the user enters into the input HTML element [7,9]. The audio playback func-
tion of the input data is assigned to the “Speech” button. After the user writes a 
text, he will press the “Speech” button. We have used a value type command with 
the purpose of listening to any event as input the user will give and trigger the 
playback audio function.  
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This component has available, as the previous one, the “Delete” option that 
works similarly. When the user writes his message, the text converted in audio, he 
is able to delete it or correct it. 

 

 
Figure 4. “Text-to-speech” code. 

3. Talky interface and functioning 

The first impact of the user with the Talky application is the one presented in 
figure 5. In the upper left corner, we can notice the application’s logo, designed 
using Adobe XD software [8].  

Both “Speech-to-text” and “Text-to-speech” components appear on the user’s 
device, but only one can be used at a time, according to the user’s needs. If the user 
wants to “listen”, he will work on the left side of the application. In a similar man-
ner, if the user wants to “talk”, he will work with the right side of the application.  

As we can observe, to use Talky, one does not need special skills or 
knowledge, because the application is simple, easy to install on a laptop, desktop, 
tablet or smartphone, and is user friendly. Simply by touching a button, a person 
with hearing loss can be able to “communicate” with others, whether he chooses to 
“talk” or to “listen”. 

In the following, we will explain in detail how the two components contained 
within the Talky application can be used. 
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Figure 5. Talky user interface. 

 
In figure 6, we have a better view of the “Speech-to-text” component while it 

is being used. When the user presses the “Start/Stop” button, the application will 
start recording the speaker’s voice. We have added a red icon on the left side of the 
“Speech-to-text” that has the role of indicating the user if the component is activat-
ed or not. If the red icon is not present on the screen, it indicates the user that the 
recording has started and the audio conversion is in progress.  
 

 
Figure 6. Speech-to-text user interface. 
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When the user presses the “Start/Stop” button once again, the text of the con-
verted audio will display on the screen. In the process of recording and audio con-
version, the “Delete” button is grey-colored, thus inactive. When the process stops, 
the “Delete” button is white-colored, thus active and the user can delete data. 

As we show in figure 6, we spoke the word “Hello”, which appeared on the 
screen as text. 

For the “Text-to-speech” component from figure 7, we have the text area 
where initially appears “write something”, the “Speech” button and the “Delete” 
button. The user writes his message in the text area and presses the “Speech” but-
ton for the text to sound conversion and audio play events to take place. The other 
person will be able to hear what the user has written. We can notice that the “De-
lete” button is active while writing a text. 

 

 
Figure 7. Speech-to-text user interface. 

4. Conclusions 

Hearing loss can cause plenty of suffering to a person, and there are cases 
where this issue cannot be solved by medical intervention. Although the technolo-
gy of hearing devices has evolved so much in the past years that with a small de-
vice implanted in the ear canal, one can hear again, it is not yet affordable for the 
average person. We thought and developed the Talky application to come to the aid 
of the average person with loss of hearing. Talky is not a healing solution but a 
mean to help people integrate in everyday life. We have used simple technology 
and our programming skills to develop an affordable product. 
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