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Abstract. This paper presents how to solve the forecasting problems in 
the conversational system using WinQSB and QM computer products. 
The study is carried out using three forecasting methods (moving average, 
single exponential smoothing, linear regression with time) based on sales 
in the last 12 weeks. 
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1. Introduction

Maximizing profits is the major concern of industrial decision-makers. Obvi-
ously, one of the most important factors in the amount of profit is the volume of 
production, along with the unit selling price, cost structure, etc. [8] Depending on 
the possibility of the decision maker/researcher to act on the factors in the organi-
zation’s environment and to influence their evolution, internal and external factors 
can be identified [6]. Trying to take these factors into account (whether controlla-
ble or not) leads to the use of different prediction-US methods [8][6]: 

- methods of judgment – Delphi method, expert opinion, historical analogues, etc.;
- causal methods – multiple regression analysis, correlation analysis;
- methods based on time series (dynamic) – moving average method, adjustment

method, decompositional methods, etc.; 
- econometric methods.
A forecasting system must ensure a significant reaction to a rapid variation of

one of the elements that make up the demand and also stabilize and mitigate varia-
tions that are purely random [3]. 

All companies that rely on sales forecasting confirm that the most important 
aspect of forecasting is how the forecasting activities, the information system, and 
the people who produce and use the forecasts interact [2]. 
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There are several effective measures of forecast accuracy, namely: mean error 
(Bias), mean absolute error, sum of squared errors and mean squared error (MSE), 
as well as measures of accuracy relative to a perfect forecast: percent error, mean 
absolute percent error (MAPE), year–to–date mean absolute percent error [4]. 

2. Input data

An industrial enterprise wants to estimate sales for the next periods, with the 
evolution over the last 12 weeks at its disposal and taking into account that the 
sales dynamics are not seasonal. 

Figure 1. Problem input data in matrix form (in QM and WINQSB programs) 

Figure 2. The input data of the problem in graphical form 
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Based on these data (Figure 1 and Figure 2), the following methods are used: 
1. Moving average (MA)
2. Single exponential smoothing (SES)
3. Linear regression with time (LR)
With WinQSB and QM software, the following errors will be determined and

analyzed: 
• Mean Absolute Deviation (MAD) – with WinQSB and QM
• Cumulative Forecast Error (CFE) – with WinQSB
• Mean Square Error (MSE) – with WinQSB and QM
• Mean Absolute Percent Error (MAPE) – with WinQSB and QM
• Mean Error (Bias) – with QM

3. Problem solving in the conversational system

The following aspects shall be considered: 
a) the determination of the forecast shall be made using the values recorded

for the first 8 weeks; 
b) forecast errors will be calculated over the last 4 weeks (actual sales values

are known). 
Following the application of the methods mentioned in section 2, the errors 

obtained will be analyzed and the method will be determined which is more accu-
rate, and we will consider those data as those forecast for the coming weeks. 

Figure 3. Detailed solution offered by WinQSB –Moving average (MA) method 
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The first method applied in this study is the moving average (MA) method, 
and the results are shown in Figure 3 (WinQSB program) and Figure 4 (QM program). 

In the case of applying the Single exponential smoothing (SES) method with 
the WinQSB program, first of all the work mode is chosen, i.e.: 

• the method of estimating parameters is selected:
- Assign Values
- Search for Best

• the input data is entered
- number of periods for forecast
- smoothing constant alpha (α)
- initial value F(0) if it is known

Figure 4. Detailed solution offered by QM –Moving average (MA) method 

The Forecasting module in WinQSB has built in the α coefficient simulation 
routine [7]. Search the best it is selected and then the comparison criterion (MAD, 
CFE, MSE or MAP), according to Figure 5, for finding of the best value.  
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Figure 5. Forecasting Setup dialog window 

Figure 6. Detailed solution offered by WinQSB – 
Single exponential smoothing (SES) method –MAD criteria 
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Figure 7. Detailed solution offered by WinQSB – 
Single exponential smoothing (SES) method –CFE criteria 

Figure 8. Detailed solution offered by WinQSB – 
Single exponential smoothing (SES) method –MSE criteria 
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Figure 9. Detailed solution offered by WinQSB – 
Single exponential smoothing (SES) method – MAPE criteria 

Using the QM program, we obtained the following results by choosing four 
different values for α (Figure 10). 

Figure 10. The solution offered by QM – 
Single exponential smoothing (SES) method 
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The last method to be applied is Linear regression with time (LR). The results 
obtained with WinQSB are shown in Figure 11, and those with QM in Figure 12, in 
matrix form, and in Figure 13, in graphic form. 

Figure 11. Detailed solution offered by WinQSB – 
Linear regression with time (LR) method 

Figure 12. Detailed solution offered by QM – 
Linear regression with time (LR) method 
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Figure 13. Results in graphic form (WinQSB) 

In Table 1, the results obtained with the two programs are centralized, which, 
in fact, was observed during the work that they are identical. The error analysis in 
Table 1 is carried out for each type of error. 

• Mean Error (Bias) – the highest value was obtained with the MA method and
the lowest for LR method, namely: 0. There is no difference between results
and forecasts.

• Mean Absolute Deviation (MAD) – the highest value was obtained in the
same way as in the case of Bias, for the MA method: 79,063, and the low-
est was recorded in the case of the LR method (28,054).

• Cumulative Forecast Error (CFE) – the highest value of 430,60 was obtained
with the SES method (α=0,52) and the lowest with the LR method (0).

Table 1. Centralized results 

Method 
used 

Forecast value for weeks Errors in forecasting 

9 10 11 12 Bias MAD CFE MSE MAPE 

MA 183,13 206,88 221,88 236,88 79,063 79,063 316,25 6759,77 26,76 

SES 

α=0,52 215,99 246,67 248,40 275,23 39,145 49,104 430,60 3512,80 21,29 

α=0,53 215,98 247,26 248,71 275,89 38,571 49,08 424,28 3490,37 21,33 

α=0,64 213,82 252,98 251,07 282,39 33,275 50,36 366,03 3379,34 22,36 

α=1 190,00 274,99 250,00 300,00 23,182 60,45 255,00 4315,90 27,52 

LR 266,19 285,00 303,82 322,63 0 28,054 0 1174,13 14,60 
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• Mean Square Error (MSE) – the highest value was obtained in the case of 
the MA method, and the lowest value, equal to 1174,13, was recorded as in 
all cases analyzed, in the LR method. 

• Mean Absolute Percent Error (MAPE) – The highest value was also ob-
tained with the SES method (α=1) and the lowest value was obtained with 
the LR method (14,60%). The lower this value, the higher the accuracy of 
the forecast [9]. A superior accuracy for the forecast based on the linear re-
gression function shall be observed. 
 

 
Figure 14. 13-26 week forecast 

 

The study revealed that the errors were lowest when applying the simple linear 
regression method. The forecasting was carried out using this method and obtain-
ing the results shown in Figure 14. 
 

5. Conclusion  

In the present paper, it was possible to observe the use of the WinQSB and 
QM programs in order to make sales forecasts. The study was carried out with the 
help of these programs, using three forecasting methods, namely: moving average, 
single exponential smoothing and linear regression with time. 

Analyzing in the end, each type of error separately, it was found that in abso-
lutely all cases the lowest error values were obtained in the case of applying the 
simple linear regression method. 
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