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ABSTRACT. The interaction of the liposomes with detergents helps to 
understand the solubilization of biological membranes for protein 
separation and reconstitution. 

After evaporation of an organic solvent from a solution of egg yolk 
lecithin, the lipid was hydrated and sonicated resulting a SUV suspension. 
The suspension was titrated with detergent solutions (Triton X-100, 
sodium deoxycholate) and the optical transmissions and diffusions were 
recorded. At the same time these optical values were measured for 
samples at equilibrium. The differences between these values were 
interpreted in terms of thermodynamics.  

 
 
 INTRODUCTION 
 Liposomes are models of cellular membrane, due to lipid arrangement in 
their membrane and their electrochemical properties. They can be used as drug 
vectors with controlable pharmacokinetics.They are biodegradables, having a small 
intrinsic toxicity and a reduced antigenic potential. 
 This study concerning the interaction of phospholipid liposomes with non-
ionic and ionic detergents is determined by the fact that biological membrane 
solubilization for separation or membrane protein reconstitution is achieved by this 
procedure [1,2].  
 It integrates in actual interest in founding some procedures for isolation of 
membrane proteins or their integration in phospholipid anulus into membranes. 
The solubilization of vesicle membranes is frequently studied by measuring 
turbidity, optical diffusion and absorption, as well as fluorescebce [3-9]. 
 
I. Materials 
1. Devices: Rotary evaporator Buchi type 350. Sonicator with titanium probe type 
Ultrasonics A180G.Spectrophotometer Specol with zv amplifier and FR optical 
diffusion system and photocells. Microtitrator TiMi. Recorders K-200. Automatic 
microburette Radelkis OP-930. 
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2. Substances: Egg yolk lecithine, SIGMA type X-E (cat.no.P5394/1996) purified 
by us by neutral alumina column chromatography, verified by thin layer 
chromatography (silicagel). The mobile phase was a mixture CHCl3:CH3OH:H2O 
(65:30:4,vol). The identification of the phospholipid was made with iodine and 
shows a single spot. Sodium deoxycholate (DOCNa)(Merck). TRITON X-100 (TX-
100) (Sigma). Tris(hydroxymethyl)aminomethane-HCl (TRIS-Cl) (Austranal). 
3. Solvents: CHCl3 purified by distilation on P2O5. CH3OH redistiled. Solvent 
mixture CHCl3 :CH3OH (9:1,vol).  
4. Solutions: Buffer TRIS-Cl, 0.05M, pH=7.2. DOCNa 20 mM in buffer TRIS-Cl. 
TX-100 20 mM in buffer TRIS-Cl. 
 
II. Methods  
 A. Liposome preparation 
 The suspension of small unilamellar vesicles (SUV) was prepared by 
sonication of a suspension of multilamellar vesicles (MLV) obtained by film 
hydration [10]. 
 1 ml lecithin solution in a solvent mixture, 18.6 mmol, was evaporated 
under methane current for 15 minutes, at 52 °C. The lipid film formed on the wall of 
a 100 ml flask attached to the rotary evaporator, was dried at a low pressure 
(p<0.01 Torr) for 4 hours at room temperature. Taking into account the mass of the 
lipid film and phosphate content of it (mineralized with nitroperchloric mixture,and 
assayed by Briggs method), we determined the mean molecular weight of the 
lecithin as being 766 Da. 
 We mention that this molecular weight is almost identical with the value of 
the lecithin supplied by Avanti Polar Lipids Inc. (USA). 
 The lipid film was hydrated at the room temperature with 16.5 ml buffer 
TRIS-Cl, under methane, for 20 minutes in the flask. 
 Taking into account that transition temperature of the lecithin is between -15° 
C and -7°C, all the operations took place over the shown temperature interval. Aliquots 
of 4 ml from MLV suspension were sonicated for 30 minutes, with some pauses for 
cooling. The ultrasound generator was adjusted at the power level 2, tuning 3. 
 After sonication, the aliquotes containing SUV were centrifugated for 20 
min at 3000 rpm, in order to remove particles of titanium released from the sample. 
 
 B. Optical measurements 
 Optical transmission was measured on 1 cm path and diffusion 
measurements were made on a perpedicular direction on the incident beam, using 
the TiMi microtitrator, the transmitted and diffused light being recepted by identical 
photocells, conected to K-200 recorders.  
 
 B1. Titration curves 
 1.5 ml SUV suspension was introduced from microburette into a cuvette 
with X-Y transparence, in the microtitrator. The detergent solution (20 mM) was 
added into the cuvette, under agitation produced by a magnetic stirrer with 
constant angular speed. The rate of microtitration was 4 µl/sec.  
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 The recording of the optical transmissions (T) and diffusions (D) were 
made with two photocells, connected to the two recorders. 
 The titration curve of optical transmission had a sygmoidal shape (fig.1).  
 The diffusion curves had a hyperbolic shape between the initial point and 
the upper end of the hyperbola there was an increase of optical diffusion, wich had 
a maximum, situated about at the point which corresponds to the molar ratio 
phospholipid/detergent = 1. 

Figure 1. Optical transmission during the titration. 
 
 
 B2. Transmission and diffusion measurements under equilibrium 
conditions 
 
 Aliquotes of 1.5 ml SUV were treated with different volumes of detergent 
solution and after 2 hours were measured the optical transmissions and diffusions 
still under agitation.  
 
 
 RESULTS 
 It were taken into account some detergent volumes, added under dynamic 
(titrimetric) and equilibrium conditions, and for the resulted solutions, there were 
measured their percentage transmissions (T%) and diffusions (D%). 
 For transmission measurement the compensator was calibrated so that the 
maximum of recording width to be between 0-100% optical transmission. 
For optical diffusion the compensator was calibrated so that the difference between 
abscissa of the start and the abscissa towards reach the recorder pen at end of 
titration to be between 0-100%.  
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 In Table 1 appear the values of percentage transmissions of samples 
titrated with TX-100 and of those being under equilibrium conditions. 
 

Table 1. 
Percentage transmissions (T%) of the suspensions treated with TX-100. 
Detergent total 
conc.(mM) 

0.52 1.01 1.48 1.93 2.35 2.76 

Dynamic system 
(T%) 

28.50 29.00 38.00 50.00 70.00 89.50 

Equilibrium 
system (T%) 

29.50 34.75 42.25 54.25 86.00 96.75 

 
 In Table 2 appear the values of percentage diffusions of samples titrated 
with TX-100 and of those being under equilibrium conditions.  

Tabel 2 
Percentage diffusions (D%) of the suspensions treated with TX-100. 

Detergent total 
conc.(mM) 

0.52 1.01 1.48 1.93 2.35 2.76 

Dynamic system 
(D%) 

104.60 85.90 47.90 24.30 10.60 3.50 

Equilibrium 
system (D%) 

98.90 84.50 47.90 29.20 8.50 2.50 

 
 In Table 3 appear the same data as in Table 1, using DOCNa instead of 
TX-100 and the differences ∆ν, expressed in µmol, necessary to equalize the 
transmission of the titrated samples with equilibrium ones. 
 

Table. 3 
Percentage transmission (T%) of the suspensions treated with DOCNa 

Detergent total 
conc.(mM) 

0.52 1.01 1.48 1.93 2.35 2.76 

Dynamic system 
(T%) 

- 36.50 - 50.00 80.00 - 

Equilibrium 
system (T%) 

- 41.50 - 60.25 84.75 - 

∆ν (µmol) - 0.100 - 0.205 0.095 - 

 
 In Table 4 appear the same data as in Table 2 using DOCNa instead of 
TX-100 and the values necessary to equalize in the hystograms the diffusions 
under the two conditions. 
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Table 4 
Percentage diffusions of the suspensions treated with DOCNa. 

Detergent total 
conc.(mM) 

0.52 1.01 1.48 1.93 2.35 2.76 

Dynamic system 
(D%) 

- 87.30 - 42.90 16.90 - 

Equilibrium 
system (D%) 

- 59.90 - 36.90 18.70 - 

∆ν (µmol) - 0.548 - 0.12 -0.036 - 

Figure 2. The values of the differences (∆ν) for titration with TX-100 and for 
equilibrium conditions. 

 
 
(∆ν) which equalize transmission of titrated samples with of those in equilibrium 
conditions, calculated at some total detergent concentrations. This Figure 
corresponds to data from Table 1.  
 In Figure 3 there are the hystograms of the detergent (TX-100) amounts 
(∆ν) which equalize diffusions of titrated samples with of those being under 
equilibrium conditions, calculated at some total detergent concentrations. 
This Figure corresponds to data from Table 2.  
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Figure 3. The values of the differences (∆ν) for titration with TX-100 and for 
equilibrium conditions. 

 
 
 DISCUSSIONS AND CONCLUSIONS 
 
 Experimental data indicate that the transmissions of the samples in 
equilibrium conditions are higher than those titrated in the concentration interval 0-
2.76 mM. This fact indicates that the solubilization process with TX-100 has a 
determined kinetics on the whole area of detergent concentration, the 
measurements being made at total detergent concentrations higher than his CMC. 
This difference reaches a maximum at the molar ratio lipid:detergent=1:2.37. It is 
situated at total detergent concentration of 2.35 mM (tab.1). The difference of the 
transmissions can be compensate by addition at the sample, which is in dynamic 
conditions, of 0.135 µmol of TX-100. The transmission of samples titrated with 
DOCNa (tab.3) evoluates similar with ones titrated with TX-100. The difference 
between the two evolutions consists in the fact that the maximum of the values of 
∆ν for titration with DOCNa, is not situated at molar ratio corresponding to TX-100, 
but at ratio 1:1.89 (phosfolipid-detergent), that is at a total concentration of 
detergent smaller than in the case shown at titration with TX-100.  
 The diffusions in dynamic conditions are higher than under equilibrium 
conditions in the concentration interval 0.52-1.01 mM TX-100 (tab.2). At 1.48 mM 
detergent, diffusions are identical in both conditions. At 1.93 mM the diffusion 
under equilibrium conditions is higher than under dynamic conditions. Between 
2.35-2.76 mM there is the same situation as in the interval 0.52-1.01 mM TX-100. 
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 There is a difference between transmission and diffusion evolution, that is 
not on the whole interval of detergent concentration, solubilization under dynamic 
conditions remains after solubilization under equilibrium conditions. As well, at 1.93 
mM TX-100 the apparent solubilizant effect of detergent it is more increased in 
dynamic system, than in equilibrium system. Taking into account that vesicles 
population is heterogeneous from the dimensional point of view, just a part of them 
being SUV, it is to be expected a difference between the transmission variation and 
the diffusion variation with the increase of detergent concentration.  
 The interaction of liposomes with anionic and ionic detergents, graphically 
represented by the relationship T=f(time) (fig.1), has two stages: 
 
 I.Passive tritonization 
 Under both conditions (dynamic and equilibrium ones), the solubilization 
process [11] starts with the charging of the vesicles with detergent (portion 1 on the 
transmission curve), called "vesicular charging". This charging produces the 
increase of the vesicles volume, therefore a decrease of transmission and an 
increase of diffusion. On the portion 2 begins the transition: liposomes (charged) ---
> mixed micelles and the charging continuously of a part of liposomes, which 
maintains the transmission approximately constant. This portion contains the point 
at wich molar ratio lipid-detergent =1:1. 
 
 II. Active tritonization 
 Under both conditions, in the following stage it is produced the accelerate 
transformation liposomes---> mixed micelles, which determines the rapid increase 
of transmission and decrease of diffusion. Finally, the mixed micelles grow richer 
with detergent molecules, tending towards "pure micelles".  
It was found that at 2.35 mM TX-100, which is a solubilizing concentration, the 
differences between optical values for dynamic and equilibrium conditions reach a 
maximum. This is explained by taking into account that, in spite of the pronounced 
increase of the entropy in the course of solubilization, this process has a greater 
enthalpy than the process of liposome charging with detergent molecules at sub-
solubilizing concentrations.  
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ABSTRACT. The effective mass transfer area of a Mellapak 750 Y 
structured packing was measured in a bench- scale plant with a column 
having an internal diameter of 100mm, and a packing height of 518 mm, 
using a broad range of gas and liquid flow rates. The absorption of carbon 
dioxide into natrium hydroxide aqueous solutions of 0.5 and 1.0 mol/L has 
been employed as test reaction. The validity of data obtained was tested 
by checking the two conditions of fast pseudo first order irreversible 
reaction. The data have been correlated by a criterial equation giving the 
ratio between the effective and the geometric areas versus the Reynolds 
number of the liquid phase. The coefficients of the equation have been 
identified by regression. 

 
 

Keywords: absorption rate, absorption column, chemical method, criterial 
equation. 

 
 
 

INTRODUCTION 
 

Increased attention has been devoted in the last few years to optimize the 
absorption process. This was partly due to the severity of the legislation imposed in 
industrial countries on the prevention of air and water pollution [1]. The 
conventional beds of random packing caused difficulties in large diameter industrial 
separation columns. A frequent difficulty has been to attain uniform distribution of 
the liquid over the entire cross section and to assure that the packing was 
adequately wetted. The risk of malldistribution also existed in the region on packing 
close to the wall. Therefore, researchers and manufacturers have studied and 
developed new types of column interiors. Among these interiors, corrugated 
packings of the regular type, also called structured packing, have received the 
greatest  attention  owing to  their  favorable performance [2,3]. It is recognized that  
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structured packing makes possible reduction in exergy consumption by minimizing 
pressure drop per theoretical stage [3,4]. Structured packing can be made of 
plastic or metallic materials, depending on the application. They are made of 
corrugated sheets arranged in parallel, successive layers having an opposite angle 
of corrugation as shown in Figure 1. Flow channels resulting from this arrangement  
are inclined at an angle of 60 or 45 degrees to the horizontal. The particular from of 
the packings makes it possible to obtain a high geometric specific area, from 150 
m2/m3 with Mellapak 150 Y to 750 m2/m3 Mellapak 750 Y. 

 
 

 
a.       b.  

 
Figure 1. Structured packing of Mellapak 750 Y type. a- corrugated sheets, b- 

element of structured packing. 
 

 The present paper is devoted to the effective mass transfer area 
measurement of the Mellapak 750Y packing. The effective mass transfer area ( ae) 
is not identical neither to the geometric area (a) nor to the wetted area of the 
packing (aw). The measurement of the specific geometric area of packing is straight 
forward but it is not a design parameter. The wetted area is that part of geometric 
area over which there is a liquid film. It depends on the surface tension interaction 
between the liquid and the solid packing, and can be measured by the dye 
technique. The effective mass transfer area may differ from the wetted area 
because of packets of almost stagnant liquid formed in contact points of packings. 
This liquid can account for the large wetted area but is practically useless for 
absorption because it comes quickly to equilibrium with the gas.  

The effective mass transfer area is determined by chemical methods using 
a gas -liquid process as " model reaction" of known kinetics. The sulphite method,  
employing the oxidation of NaSO3, has been frequently used as test reaction 
[5,6,7]. Although there is controversy regarding the reaction order with respect to 
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oxygen and the reproductibility of the reaction kinetics is almost impossible [3,6]. 
Therefore, the absorption of CO2 diluted with air into NaOH solutions has been 
chosen as model reaction in this work.  
 
1. EXPERIMENTAL 

 The Mellapak structured metal sheet packing has been purchased from 
Sulzer Brothers Limited ( Winterthur, Switerland). The corrugations of the metal 
sheets were inclined by an angle with respect to the vertical axis. For the Mellapak 
Y types this angle is always of 450. The sheets are arranged vertically and parallel 
to each other ( Figure 1). These corrugations define straight inclined channels of 
triangular cross section through which the gas flows. The liquid flows down the 
corrugated sheets approximately in countercurrent fashion to the gas. The Mellapak 
type used in this study was 750 Y, with a geometric specific area of 750 m2/m3 and a 
void fraction of 0.95. Measurements were also carried out with column packed with 
Raschig rings of 10 x8 x10 mm, made of glass , with the geometric area of 570 
m2/m3 and a void fraction of 0.8. The flow chart of the bench- scale plant used for the 
absorption rate and pressure drop measurements is reproduced in the Fig 2. 

 
Figure 2. The experimental bench-scale plant 
1-carbon dioxide cylinder, 2- carbon dioxide mass-flow 

meter, 3-air temperature controller, 4- air blower, 5- rotameter, 
6- gas analyzer , 7- IBM compatible personal computer, 8/9- 
absorption columns, 10- manometer (mm WG), 11/14- 
solution tanks, 12- liquid pump, 13- liquid rotameter. 

 The first absorption column was equipped with a bed of 4.3175 liters of 
conventional packing. The second column contained 4.0663 liters of Mellapak 750 
Y structured packing. To simulate the carbon dioxide absorption into the aqueous 
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NaOH solutions, three types of gas mixtures containing 5 %, 8 %, and 10 % vol. 
CO2 have been used. The gas mixtures have been prepared from purified air and 
CO2 of 99.99 purity from the cylinder. The aqueous NaOH solutions containing 0.5 
, and 1.0 mol/L have been prepared from distilled water and NaOH of 99.99 purity 
from Merck GmbH. The solution has been analyzed by pH metric titration. The inlet 
and the outlet CO2 concentrations in the gas mixture have been determined by 
BINOS 120 gas analyzer. The absorption rate has been calculated from the 
measured inlet ( Y0

CO2) and outlet ( YCO2) concentrations of the CO2 in the gas by 
the equation (1): 

Vab= 








−
−

2

22
0

1 CO

COCO

G Y

YY
KV   kmol/m3s   (1) 

where : K = 10.0577 for the Mellapak , and K = 9.4725 for the Raschig rings.  
 The investigated systems and the variable factors ( type of packing 
included) are listed in the Table 1.  

Table 1.  
The experimental conditions ( T = 298 K, P= 1 bar) 

 
Packing  Mellapak 750Y Raschig rings 
Column diameter, m 0.100 0.100 
Height of the bed, m  0.518 0.550 
Packing volume, L 4.0663 4.3175 
Nominal size of the packing , mm - 10 x 8 x 10 
Equivalent diameter, mm 0.400 2.105 
Void fraction of the bed 0.95 0.80 
Geometric surface area, m2/m3 750 570 
Concentration of NaOH solution, mol/L 
CO2 mole fraction in the gas mixture 
Gas flow rate, m3/h 
Liquid flow rate, L/h  

          0.50 ; 1.00 
       0.05 ; 0.08 ; 0.10 
      3.0 ; 5.0 ; 10.0 
  100 ; 120 ; 160 ; 200 ; 250. 

 
 By combining the five variable factors a number of 240 pairs of input – 
output concentrations had to be measured in order to determine the corresponding 
absorption rates.  
 
2. RESULTS 
 The tables 2 and 3 presented in this paper are only two of the sixteen 
tables containing all measured and calculated data. 

Table 2.  
Measured concentrations and calculated absorption rates in the two 

columns at C0
NaOH = 0.5 mol/L, and VG= 10 m3/h. 
Mellapak 750 Y Raschig rings No Y0

CO2 VL,  L/h 

YCO2 Vab, 10
4 kmol/m3s YCO2 Vab,  10

4 kmol/m3s 

 1 0.05 100 0.035 4.343 0.035 4.093 
 2 0.05 120 0.034 4.627 0.033 4.629 
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 3 0.05 160 0.031 5.478 0.031 5.163 
 4 0.05 200 0.028 6.323 0.027 6.224 
 5 0.05 250 0.025 7.163 0.024 7.015 
 6 0.08 100 0.059 6.235 0.059 5.876 
 7 0.08 120 0.058 6.525 0.058 6.149 
 8 0.08 160 0.056 7.103 0.055 6.966 
 9  0.08 200 0.050 8.822 0.049 8.583 
10 0.08 250 0.046 9.957 0.045 9.653 
11 0.10 100 0.075 7.551 0.073 7.669 
12 0.10 120 0.074 7.844 0.072 7.945 
13 0.10  160 0.071 8.721 0.068 9.041 
14 0.10 200 0.066 10.168 0.062 10.667 
15 0.10  250 0.060 11.888 0.058 11.740 

 
 

Table 3.  
Measured concentrations and calculated absorption rates in the two 

columns at C0
NaOH = 1.0 mol/L, and VG= 10 m3/h. 

 
Mellapak 750 Y Raschig rings No Y0

CO2 VL,  L/h 

YCO2 Vab, 10
4 kmol/m3s YCO2 Vab,  10

4 kmol/m3s 

1 0.05 100 0.031 5.478 0.030 5.429 
2 0.05 120 0.030 5.761 0.029 5.695 
3. 0.05 160 0.027 6.604 0.026 6.488 
4 0.05 200 0.024 7.443 0.022 7.538 
5 0.05 250 0.022 7.199 0.020 8.061 
6 0.08 100 0.050 8.823 0.050 8.315 
7 0.08 120 0.049 9.107 0.049 8.583 
8 0.08 160 0.047 9.675 0.046 9.384 
9  0.08 200 0.042 11.082 0.041 10.707 
10 0.08 250 0.040 11.642 0.039 11.244 
11 0.10 100 0.065 10.458 0.066 9.585 
12 0.10 120 0.064 10.746 0.064 10.127 
13 0.10  160 0.060 11.889 0.059 11.473 
14 0.10 200 0.054 13.586 0.052 13.332 
15 0.10  250 0.049 14.983 0.047 14.644 
  

 As one can see from the two tables, the absorption rate in the column 
equipped with Mellapak 750Y is equal and frequently superior to that in the column 
with Raschig rings. To achieve the same and even a superior absorption rate with 
a pressure drop twenty folds lower [4] is obviously an important economic 
advantage of the structured packing. The next section is devoted to the effective 
mass transfer area determining. 
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3. EFFECTIVE MASS TRANSFER AREA 
 
 The absorption process carried out in the two experimental columns was 
accompanied by an irreversible second order reaction between the dissolved CO2 
and the NaOH in solution:  

 
 CO2 + 2 HO - =  CO3 

2-  +  H2O   (2) 
 

 The concentration profiles of the two reactants in the liquid film are 
described by the differential equations (3) and (4): 

   

 0222
2

2

2 =+ −HOCO
CO

CO CCk
dx

Cd
D     (3) 

 

 02 222

2

=+ −
−

− HOCO
HO

HO CCk
dx

Cd
D    (4) 

with:        x = 0 ; CCO2 = Ci
CO2 ;      0=−

dx

dCHO  

 δ=x  ;  CCO2 = C0
CO2 ;  CHO- = C0

HO-   (5) 
 

 
The analytical solution of the system (3) – (5) leads to the enhancement 

factor concept (E). This solution is available only if the reaction is considered to be 
pseudo -first order, i.e. the concentration of NaOH is udepleted in the liquid film 
[8,9.,10]: CHO- = C0

HO- . The solution is of the implicite form:  
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 In the fast reaction regim, defined by Ha > 5 , the enhancement factor 
equals the Hatta number and the absorption rate becomes: 

  Vab ( ) 2
1

2
0

22 COHOCO
i

e DCkCa −=  (10) 
 

 with:    E = Ha > 5  (11) 
 

 The condition (11) is necessary but not sufficient because at Ha >5 the 
reaction may become spontaneous, too [10]. Therefore, a second condition must be 
fulfilled [9]: 

                             

   5.0
1

<
+ β
Ha

    (12) 

 By representing the experimental absorption rate versus X = 

( ) 2
1

22
0

22 COCOCO
i DCkC , the effective mass transfer area can be obtained , as a 

slope of the straight line passing through the origin ( Figs. 2 and 3). 
 

 

Table 4.  

The X coordinate of Figs. 2 and 4. X = ( ) 2
1

22
0

22 COCOCO
i DCkC x106, kmol/m2s 

 C0
HO-  /  Y

0
CO2 

                           
0.05 0.08 0.10 

0.5 4.4180 7.0690 8.8360 
1.0 5.7686 9.2995 11.5373 

 
Figure 3. Absorption rate ( 104 kmol/m3s) versus X, at C0

HO-=1.0 mol/L, VG=10 
m3/h, T = 298 K, Mellapak 750Y ( VL in L/h as parameter) 
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Figure 4. Absorption rate ( 104 kmol/m3s) versus X, at C0
HO-=0.5 mol/L, VG=10 

m3/h, T = 298 K, Mellapak 750Y ( VL in L/h as parameter) 
 
 

 The numerical values of the determined effective area from Figs. 3 and 4 
are gathered in the Table 5.  

 

Table 5. 
Effective mass transfer area ( ae, m

2/m3) of the Mellapak 750Y packing 
 C0

HO- / VL, L/h          100 120 160 200 250 
0.5 mol/L 90.589 95.257 107.722 127.726 145.840 
1.0 mol/L 93.504 97.001 107.199 122.996 135.326 
Average 92.046 96.127 107.460 125.361 140.583 
 

4.  DATA VALIDATION AND CORRELATION 
 

 The values of the effective area in Table 5, determined by the equation 
(10) are valid only if the conditions (11) and (12) have been satisfied during the 
experiments. The Tables 6 and 7 present the numerical values of Hatta and 

β+1
Ha  , respectively. 

Table 6.  
Hatta number for the experimental conditions( T = 298 K, and k0

L = 6.09 10-5 m/s) 

C0
HO-, mol/L 0.10 0.50 1.0 2.0 

k2 104, L/mol s 0.838764 1.019060 1.278497 1.904145 
DCO2 109, m2/s 1.9627 1.8727 1.7479 1.6010 
Ha 21.062 50.707 77.600 128.137 
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 Table 7.  
The ratio β+1

Ha  for the experimental conditions. 

Y0
CO2 / C

0
HO- 0.10 0.50 1.00 2.00 

0.05 0.3817 0.1644 0.1072 0.0650 
0.08 0.6042 0.2623 0.1717 0.1040 
0.10 0.7498 0.3716 0.2146 0.1293 

 
 The necessary equations for the calculations of the parameters included in 
the relations (11) and (12) are listed in the Appendix [9,11-14]. As one can see 
from Tables 6 and 7, both conditions have been satisfied during the measurements.  
 Another way to validate the numerical values of the effective area obtained 
in this work could be the comparison with the existing data for similar packings. 
Unfortunately, such data for Mellapak 750 Y are lacking. The equation of Onda et 
all., cited by Danckwerts [9] , predicts the wetted area of the conventional packings 
while the equation of Rizzuti and Brucato, cited by De Brito et all. [3], was 
established for effective area but also for random packed beds.  
 The data in Table 5 obtained in this work have been correlated by the 
criterial equation of the form: 

  
4.0

1245.0 









=

L

LpLe
vd

a

a

µ
ρ

   (13) 

 

where:   
( )

a
d p

ε−= 16
   (14) 

 
 The constant and the exponent of the equation (13) have been identified 
by regression.  

 
5. CONCLUSIONS 
 The effective mass transfer area of a Mellapak 750 Y structured packing 
and of 10 x 8 x10 glass Raschig rings has been determined by measuring. The 
absorption rates in two columns under identical operating conditions. The 
absorption of carbon dioxide diluted with air into aqueous NaOH solutions was 
employed as model reaction of known kinetics.  
 The new determined values for Mellapak 750Y have been correlated by a 
criterial equation. New measurements have to be done in broader intervals of fluid 
flow rates, at larger scale.  

 
 NOTATION 
 a , geometric specific area of the packing, m2/m3; 
 ae, effective mass transfer area, m2/m3; 
 aw, wetted area of the packing, m2/m3; 
 CCO2, CHO-, molar concentration in the liquid film of the carbon dioxide and 
natrium  hydroxide , respectively, mol/L; 
 Ci

CO2, concentration of dissolved CO2 at the interface, mol/L; 
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 C0
CO2, C0

HO- , concentration in the liquid bulk of the CO2 and HO- 
respectively,   mol/L; 
 dp, equivalent diameter of the packing, m; 
 DCO2, DHO-, diffusivity in the liquid phase of CO2 and HO- , m2/s; 
 E , enhancement facor; 
 Ha, Hatta number; 
  H, Henry constant, mol/L bar; 
 H0, Henry constant of CO2 in water , mol/L bar; 
 K, constant in the equation (1); 
 k2, second- order reaction rate constant, mol/L s; 
 k0

L, physical mass transfer coefficient of CO2 in the liquid phase , m/s; 
 P, total pressure, bar; 
 pCO2, partial pressure of CO2, bar; 
 T, temperature, K; 
 tanh, hyperbolic tangent; 
 Vab, absorption rate, kmol/m3s; 
 VG, gas flow rate , m3/s; 
 VL, liquid flow rate , m3/s; 
 vL, liquid rate , m3/m2s; 
 X , coordinate in the figs. 3 and 4, kmol/m2s; 
 α  , the ratio C0

CO2/C
i
CO2; 

 β , non dimensional group defined by the equation (8); 
 δ , liquid film thickness, m; 
 ε , void fraction of the packing bed; 
 

2HOµ , Lµ , viscosity of the water and the solution, respectively, Pa s; 

 Lρ , liquid density, kg/m3. 
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APPENDIX 
 

 The concentration of dissolved CO2 at the interface can be predicted by 
the system (A1-A3): 

 
   22 . COCO

i pHC =    (A1) 

  NaOHC
H

H 0

0

138.0log −=   (A2) 

 

  30.5
1140

log 0 −=
T

H    (A3) 

 
 The CO2 diffusivity in pure water depends on the temperature as follows:  

 

2

5

2
0 10591.25.712

1764.8log
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x

T
D CO −+−=  (A4) 

 
while the diffusivity of the CO2 in the NaOH aqueous solution was calculated by the 
realtion: 
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 The second -order reaction constant k2 depends both on the temperature 
and on the ionic strength in a non- linear manner: 

( )200
2 016.0221.0

2382
895.11log NaOHNaOH CC

T
k −+−=  (A6) 
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 The physical mass transfer coefficient (k0
L) has been evaluated by the 

equation of Onda et all [9]: 
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 The ratio DHO-/ DCO2 is generally between 1.67 and 2.1. A value of 1.70 has 
been adopted. 
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ABSTRACT. Eight 5-phenyl-furyl-2-carbaldehydes variously substituted 
with halogenes atoms at the phenyl rings, were reduced to the 
corresponding alcohols with Bakers' Yeast (under mild conditions), with 
good yields. 

 
 
 
 
 INTRODUCTION 

Bakers' yeast (Saccharomyces cerevisiae) may be an easly available 
"reagent" in every laboratory of organic chemistry. It's biocatalytical activity has 
been reported in two exhaustive reports [1,2]. 
 Bakers' yeast is able to reduce variously substituted carbonyl groups, 
activated carbon-carbon double bonds and nitrocompounds. Unlike ketones, little 
attention has been paid to the reduction of heterocyclic aldehydes with 
Saccharomyces cerevisiae. 
 Bakers’ yeast mediated reduction of some 5-phenyl-furan-2-carbaldehydes 
was already reported. In case of unsubstituted, 5-(4-methyl-phenyl)-furan-2-
carbaldehyde and 5-(4-methoxy-phenyl)-furan-2-carbaldehyde, a large amounts of 
yeast was used (yeast/substrate = 50/5 (g/mmol)) and reactions were completed in 
six hours [3]. When 5-(2-,3- or 4-carbetoxy-phenyl)furan-2-carbaldehyde was used 
as substrate, bioreduction undergoes in same conditions with those presented 
previously, however it must be mentioned the chemioselectivity of the process, 
reduction undergoes without the enzymatic hydrolysis of the esteric function [4]. 

For investigate how the nature of substituents at the phenylic ring influence 
the bioreduction process, in this paper we presented the synthesis and Bakers' 
yeast mediated reduction of eight 5-aryl-furan-2-carbaldehydes substituted with 
halogen atoms. 

The general procedure of synthesis and reduction of these 
furancarbaldehydes were presented in scheme 1. 
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EXPERIMENTAL 

The 5-phenyl-furan-2-carbaldehydes 1a-h were prepared from the 
diazonium salts of the halogeneanilines and furan-2-carbaldehyde [5]. The known 
5-phenyl-furan-2-carbaldehydes 1a-g had identical physical and spectral data as 
described previously (Table 1). 

Reagent and solvents were standard grade commercial products and used 
without further purification.  

The elemental analysis for C, H and halogen were within ± 0,4% of the 
theoretical values for 1g and 2a-h. The reagents were products of Aldrich. 

The 1H-NMR spectra were recorded on a Varian Gemini 300 spectrometer 
operating at 300 MHz. All spectra were taken in CDCl3 solution and chemical shifts 
are expressed in ppm values from TMS as internal standard on δ scale. IR spectra 
were obtained in KBr pellets on a Nicolet FT 205 spectrometer and are reported in 
wavenumbers (cm-1). The mass spectra were recorded on double focusing Varian 
Mat 311 spectrometer, with an electronic impact source at 70 eV and 300 mA.  
 

Scheme 1. Synthesis and reduction of 5-aryl-furan-2-carbaldehydes 1a-h to the 
corresponding alcohols 2a-h 

 
 
Thin layer chromatography was carried out using Merck Kieselgel 60 F254 

alumina sheets. Spots were visualized by treatment with 5% ethanolic 
phosphomolybdic acid solution and heating of the dried plates. 
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 Assymetric nitrocellulose membrane with 0.33 µm media pore diameter 
was produced in accord with Loeb-Sourirjean method [6]. 

Preparative chromatografic separations were performed using 
vacuumchromatography on Merck Kieselgel 60 (0.063-0.200 nm). Melting points are 
uncorrected. All solvents were purified and dried by standard methods as required. 
 
General procedure for synthesis of aldehydes 1a-h   

To a solution of corresponding diazonium salt (0.1 mol) in water furan-2-
carbaldehyde (0.1 mol) and CuCl2 solution (6 g in 40 ml water) was added. The 
mixture was heated at 400C, six hours. The organic layer was extracted with 
chloroform and dryed on anhydrous magnezium sulphate. The chloroform was 
evaporated and the crude product was distiled in vaquo. Yields and melting points 
were given in Table 1.  
 
General procedure for reduction of carbaldehyde 1a-h with NaBH 4 (Method A) 

NaBH4 (0.1 g) was added in isopropanol (7 ml). The mixture was stirred for 
1.5 hours, while adding the substrate 1a-h (0.2 g) in small amounts. The solution 
was allowed to stand over night, than diluted HCl (5%) was added until no more 
gas evolution was observed. The organic compounds were extracted with CHCl3 
(five times), than the solvent was removed in vacuo  affording the hydroxy-
derivatives, which were purified by column chromaatography and finally 
recrystalised from ethanol:acetone (1:1, v:v). Yields and melting points were given 
in Table 2. 
 
General procedure for bioreduction of carbaldehyde 1a-h (Method B) 
 Substrates 1a-h (5 mmol) were dissolved in ethanol (5 ml) and added at 
room temperature into a suspension of fresh bakers’ yeast (5 g) in water (50 ml) 
with glucose (5 g). After time indicated in Table 2 the products were extracted from 
suspension with benzene-ethylacetate (1:1, v:v) (100 ml). After extraction 
assymetric nitrocellulose membrane was used to removed Bakers' yeast cells. 
Further work up was carried out as described in Method A. 
 

RESULTS AND DISCUSSION 
 

Table 1 . Synthesis of 5-aryl-furan-2-carbaldehydes 1a-g 
 

1 
 

R1 

 
R2 

 
R3 

Yield (lit.)  
[%] 

m.p. (lit.) 
[°°°°C] 

a F H H 53 (48) 69 (73-747) 
b Cl H H 62 (61) 128-129 (128-1298) 
c Br H H 65 (66) 153 (1549) 
d I H H 64 (66) 144 (145-14610) 
e H Br H 70 (67) 107(10710) 
f H H Cl 55 (56) 77 (76.5-77.511) 
g H H Br 60 (56) 57 (57-5810) 
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h H H I 43  64 
 

 

Table 2. Reduction of 5-aryl-furan-2-carbaldehydes 1a-g 

Yield [%]  
2 Method A (lit.)  Method B 

Time 
[h] 

b.p. / p  
m.p. (lit.) [ °°°°C] 

a 90 (80) 70 4 41 (417) 
b 85 (80) 80 5 81-82 (82-838) 
c 85 (80) 85 5 96-97 (977) 
d 75 75 6 99  
e 75 (70) 75 5 81 (8113) 
f 84 (70) 64 5 63 (64-513) 
g 82 72 5 65 
h 88 68 5 71 

 
 
 

5-(2-iodophenyl)-furan-2-carbaldehyde  (1h) 
IR: 1675(CHO); 1H-RMN: 6.87 (d,1H), 7.34 (d,1H), 7.55-7.93 (m,4H), 9.65 (s,1H); 
MS: 298(100)M, 270(13), 241(32), 171(2) 

(5-(4-fluorophenyl)-furan-2-yl)methanol  2a 
IR: 1060, 3180 (l.b)(-CH2-OH); 1H-NMR: 2.63 (OH), 4.69 (s,2H), 6.20 (d, 1H), 6.55 
(d,1H), 7.55(d,2H), 7.96 (d,2H); MS: 192(100)M,193(10)M+1, 190(11)M-2, 
175(95)M-17, 163(17), 146(34), 133(56) 

(5-(4-chlorophenyl)-furan-2-yl)methanol  2b 
IR: 1050, 3200 (l.b)(-CH2-OH); 1H-NMR: 2.43 (OH), 4.65 (s,2H), 6.21 (d, 1H), 6.50 
(d,1H), 7.39(d,2H), 7.55 (d,2H); MS: 208(100)M, 210(33)M, 191(80)M-17, 
193(26)M-17, 178(3), 180(1), 149(37), 139(42) 

(5-(4-bromoophenyl)-furan-2-yl)methanol  2c 
IR: 1040, 3190 (l.b)(-CH2-OH); 1H-NMR: 2.58 (OH), 4.67 (s,2H), 6.39 (d, 1H), 6.61 
(d,1H), 7.18 (d,2H), 7.51 (d,2H); MS: 252, 254(100)M, 253, 255(11)M+1, 250, 
252(11)M-2, 235, 237(71)M-17, 224, 226(10), 193, 195(40) 

(5-(4-iodophenyl)-furan-2-yl)methanol  2d 
IR: 1080, 3300 (l.b)(-CH2-OH); 1H-NMR: 2.54 (OH), 4.51 (d,1H), 6.20 (d, 1H), 6.43 
(d,1H), 7.18 (d,2H), 7.41 (d,2H); MS: 300(100)M, 301(9)M+1, 298(70)M-2, 
283(90)M-17, 270(13), 241(32) 

(5-(3-bromophenyl)-furan-2-yl)methanol  2e 
IR: 1060, 3250 (l.b)(-CH2-OH); 1H-NMR: 2.61 (OH), 4.68 (s,2H), 6.40 (d. 1H), 6.63 
(d,1H),7.31-7.70 (m,3H), 7.82 (s,1H); MS: 252, 254(100)M, 253, 255(11)M+1, 250, 
252(11)M-2, 235, 237(71)M-17, 224, 226(10), 193, 195(40) 
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(5-(2-chlorophenyl)-furan-2-yl)methanol  2f 
IR: 1050, 3310 (l.b) (-CH2-OH); 1H-NMR: 2.58 (OH), 4.61 (s,2H), 6.29 (d,1H), 6.52 
(d,1H), 7.30-7.87 (m,4H,); MS: 208(100)M, 210(33)M, 191(80)M-17, 193(26)M-17, 
178(3), 180(1), 149(37), 139(42) 
 
(5-(2-bromophenyl)-furan-2-yl)methanol  2g 
IR: 1060, 3190 (l.b) (-CH2-OH); 1H-NMR: 2.61 (OH), 4.60 (s,2H), 6.30 (d,1H), 6.50 
(d,1H), 7.30-7.80 (m,4H); MS: 252, 254(100)M, 253, 255(11)M+1, 250, 252(11)M-
2,  235, 237(71)M-17, 224, 226(10), 193, 195(40) 
 
(5-(2-iodophenyl)-furan-2-yl)methanol  2h 
IR: 1050, 3200 (l.b)(-CH2-OH); 1H-NMR: 2.59 (OH), 4.60 (s,2H), 6.49 (d,1H), 6.70 
(d,1H), 7.3-7.6 (m,4H); MS: 300(100)M, 301(9)M+1, 298(70)M-2, 283(90)M-17, 
270(13), 241(32) 
 
 

The elemental analysis and the spectral data of 2a-h showed identical 
values with those obtained through reduction with sodium borohydride. 
 The IR, MS and 1H-NMR spectra and the elemental analysis of the isolated 
products confirmed the structures of compounds 2 a-h. In IR spectra the presence 
of bands at 1040-90 cm-1 and at the 3180-3350 cm-1 and the absence of bands at 
1670-1680 cm-1 (which are observed in the IR spectra of aldehydes 1a-h), 
confirmed the presence of an primary benzylic type alcohol, in the structures of 
compounds 2 a-h.  
 Molecular peaks for 2 a-h are clear, the characteristic fragment for 
benzylic type alcohols (M-17) were observed. 
 In case of 2 a-h, the presence of the singlet at δ=4,6-4,8 corresponding for 
two protons, indicated the transformation of the aldehydic group. 

The sufficient amount of yeast was ten times lower  (yeast/substrate) =5/5 
g/mmol) in comparison with those used in cases described in introductive section, 
moreover reaction times were comparable. These facts could be explained with the 
withdrawing character of halogen atom reducing electron density at the carbonyl 
group, which facilitate the hydride transfer from oxidoreductases cofactors (NADH, 
H+, FADH2), however reaction time probably was influenced by diffusion process too. 

In case of biocatalytic reduction, secondary products were not appeared, 
the substrates were totally transformed. The reaction mass was simply worked up, 
the purification  of products was simple.  
 
 CONCLUSION 

 Biocatalytical reduction of halogenated 5-phenyl-furyl-2-carbaldehydes is 
an alternative and a new synthetic procedure. The main advantages are the mild 
conditions, good yields and the symplicity of  the method. 
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ABSTRACT. The fragmentation processes of ten new phenothiazine 
derivatives 1-10 have been investigated. The main decomposition rutes 
consist of losses of small neutral groups (O, OH, SO, SO2, CO, CH2=CO) 
and/or fragments of the alkyl substituent. 

 
 
 

INTRODUCTION 

 The importance and widespread use of different phenothiazine derivatives 
in medical practice gave rise to a continuous interest in their mass spectromeric 
behaviour, resulting a well-documented mass spectrometry of these compounds [1-
5]. However, the same is not true for phenothiazine S-oxides and S,S-dioxides, 
although the significance of these derivatives is now also evident: the metabolic 
oxidation of phenothiazine drugs to cyclic S-oxides has been postulated repeatedly 
[6] and the metabolic formation of sulfone derivatives from chlorpromazine has 
been shown recently in man [7].  
 These facts prompted us to study the details of the electron-impact 
induced fragmentation of some phenothiazine derivatives.  

In this paper is presented the mass spectral behaviour of ten new 
phenothiazine based structures 1-11. 10-Pentyl-10H-phenothiazine was recently 
synthetized [8] and functionalized at C-3 atom (Scheme 1) as reported previously 
[9-12]. 
 

EXPERIMENTAL 

 The mass spectra were recorded on double focussing Varian Matt 312 
mass spectrometer, with electron impact source at 70 eV and 300 mA. The source 
temperature was 170 °C. 
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 10-Pentyl-phenothiazine 1 was prepared by alkylation of phenothiazine 
with pentylbromide in the presence of sodium amide [8]. 10-Pentyl-10H-
phenothiazine-3-carbaldehyde 4 was obtained by Vilsmeier-Haack formilation from 
1 [9]. Sulfoxides (2, 6) and sulfones (3, 9) were prepared using selective oxidative 
methods [8]. 3-Hydroxymethyl compounds (5, 8, 10) were synthetised from the 
corresponding carbaldehydes by Bakers' yeast mediated reductions [9], ester 11 
was obtained by enzymatic esterification of the appropriate alcohol 8 [10,11]. 
 

Scheme 1. Reaction pathway for synthesis of compounds 1-11 
 

 
RESULTS AND DISCUSSION 

In mass spectrum of 10-Pentyl-10H-phenothiazine 1 (scheme 2), the base 
peak corresponds to the elimination of the alkyl substituent by formation of 
phenazathionium cation as fragment. Molecular peak was relatively stable, with 
60% abundance.  

α, β and δ-clevages in the alkyl substituent  appeared, but only α-clevage 
conduct to the formation of a m/z=212 fragment with high relative intensity (58%). 
 
 The mass spectral behaviour of 10-pentyl-10H-phenothiazine-5-oxide is 
very dissimilar to that of phenothiazine sulfoxide [5], which gives the m/z=269 base 
peak fragment (Scheme 3). Any further fragmentation of the (M-OH)+ ions has 
been found almost negligible. Elimination of an O atom from the molecular ion 
resulted in low abundant (M-O)+ peaks, their main further fragmentation, consisting 
of the loss of the alkylic substituent, leading to abundant (M-O-C5H11)

+.  peak. 
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Scheme 2. Fragmentation scheme of 10-Pentyl-10H-phenothiazine 1 

 
 
 

 
 
 

Scheme 3. Fragmentation scheme of 10-Pentyl-10H-phenothiazine-5-oxide 2 
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Scheme 4. Competing routes in fragmentation of 10-Pentyl-10H-phenothiazine-
5,5-dioxide 3 

 
 

 
 

Scheme 5. Fragmentation routes in the case of 10-pentyl-10H-phenothiazine-3-
carbaldehyde 4 

-CO

301

273

N

S

O

CH2

S O

N

O

N

S
O O

NH

S
O O

N

S

O

-C5H10 -O

N

S

CH2

O O

-C4H9

O S

N

-HO

As in scheme 3

-CO -SO2

N

S

N

CH2

231 301 285

214 244

180186

N

S
O

N

S
O

N

S
O

-H -C4H9

N

S

N

S

N

S

CH2

296 297 240

268 269 212

-H

-CO
-CO

As in scheme 2 As in scheme 2

-CO



MASS SPECTROMETRY OF SOME NEW 10-PENTYL-10H-PHENOTHIAZINE DERIVATES 
 
 

 33

The molecular ion of 10-Pentyl-10H-phenothiazine-5,5-dioxide 3 form the 
base peak of the spectrum and decompose in competing routes. Molecular ion 
undergoes rearrangement [14], with the formation of C-O bond. Elimination of an O 
atom gives the corresponding sulfoxidie fragment. Expulsion of SO2 from the 
fragment generated by the α-cleveage of the alkyl-substituent (m/z=244) was also 
appeared. Base peak fragment (m/z=231) was formed by elimination of C5H10. 
Further elimination of O atom produced rearangement which gives the possibility of 
elimination of an CO molecule. 
 In case of 10-pentyl-10H-phenothiazine-3-carbaldehyde 4, molecular ion 
was the base ion. Its fragmentation undergoes predominantly in two ways: via α-
cleveage of the pentyl substituent or via elimination of an CO molecule 
characteristic for aromatic and heteroaromatic compounds. β,γ,δ-cleveage of the 
alkyl substituent generated fragments with low stability which were not mentioned 
in the fragmentation scheme 5.  

Scheme 6. Fragmentation of  (10-Pentyl-10H-phenothiazine-3-yl)methanol 5 
 
 

Fragmentation of (10-Pentyl-10H-phenothiazine-3-yl) methanol 5 undergoes 
in two ways: elimination of a H2 molecule generating the aldehyde fragment, or 
elimination of an OH fragment which conducts by a ring rearrangement to the m/z= 
282 fragment. Fragmentation of molecular ion by cleveage of the alkyl substituent 
was not observed.  
 Fragmentation of 10-Pentyl-10H-phenothiazine-3-carbaldehyde-5-oxide 6 
udergoes by elimination of characteristic fragments for phenothiazine-5-oxides and 
aromatic aldehydes. M-O-CO, M-OH-CO, M-CO-OH peaks appeared in the mass 
spectrum of 6 (Scheme 7), together with the fragmentation of molecular ion via 
cleveage of the alkyl group. 
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 Fragmentation of (10-Pentyl-10H-phenothiazine-3-yl)-methanol-5-oxide 7 
(Scheme 8) undergoes only by elimination of OH, which is characteristic for benzyl 
type alcohols and phenothiazine-sulfoxides too, any other peaks on the spectra  
appeared from the cleveage of the fragment with m/z=282. No other path for 
fragmentation was observed. The corresponding acetate 8 (Scheme 9), by 
elimination of cetene, generated the alcohol-sulfoxid fragment. No M-29 or M-43 
peaks which are characteristic for ester appeared. 
 

 
Scheme 7. Fragmentation routes in the case of 10-pentyl-10H-phenothiazine-3-

carbaldehyde-5-oxide 6 

Scheme 8. Fragmentation routes in the case of (10-pentyl-10H-phenothiazine-3-yl)-
methanol-5-oxide 7  

N

S
O

N

S

-CO

N

S
O

O

-O

-CO

N

S

O

N

S
O

-OH

N

S

-CO

As in  sch em e 2 As in  sch em e 2As in  sch em e 3

3 132 97 2 96

269 2 85 2 68

-OH
-OH

As in  sch em e 6

2 81

2 98
2 98

3 15

N

S

N

S

O

-OH -OH

N

S OH

N

S

O

OH



MASS SPECTROMETRY OF SOME NEW 10-PENTYL-10H-PHENOTHIAZINE DERIVATES 
 
 

 35

316

299341

358

-OH

As in scheme 6

As in scheme 8

-

- C OH2C

C OH2C N

S
OH

N

S
O

O

N

S
OH

O

N

S
O

OO

 
 

Scheme 9. Fragmentation routes in the case of (10-pentyl-10H-phenothiazine-3-yl) 
methyl acetate 8 

 
 
 Decomposition processes of sulfonealdehyde 9 and sulfonealcohol 10 
(Scheme 10) were in agreement with those presented for 10-alkyl-10H-
phenothiazine-5,5-sulfone (3), 10-alkyl-10H-phenothiazine-3-carbaldehyde (4), 
respectively (10-alkyl-10H-phenothiazine-3-yl)methanol (5), the observed 
fragmentation processes lead to stable ionic structures via heteroaromatization, or 
by extension of the π-conjugation. 
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Scheme 10. Fragmentation routes in case of 10-pentyl-10H-phenothiazine-3-
carbaldehyde-5,5-dioxide 9 and (10-pentyl-10H-phenothiazine-3-yl)-methanol-5,5-

dioxide 10 
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CONCLUSION 

 Fragmentation scheme of ten new phenothiazine compounds were 
presented. Molecular peaks were clear, the characteristic fragments in each case 
were observed. For sulfoxides and sulfones, ring  rearangement paths were 
proposed in according with literature data. 
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ABSTRACT. Cannizarro reaction in the phenothiazine series was extended 
with the aim at preparing the 10-alkyl-10H-phenothiazine-3-carboxylic 
acids and 10-alkyl-10H-phenothiazine-3-methanols. 

 
 
 

INTRODUCTION 
 10-Alkylphenothiazines were used to enhance the reaction rate of different 
oxidative enzymes, such peroxidase [1,2]. To investigate the influence of different 
substituents upon these enzyme mediated reactions, various substituted 
phenothiazines were needed. 
 Starting from substituted diphenylamines, by cyclisation with sulfur, different 
C-1, C-2 and C-3 substituted phenothiazines can be prepared [3,4]. 
  N-Alkylphenothiazines could be converted in the corresponding  
3-substituted compounds, but in some cases the 3,7-disubstituted  derivatives can  
also appeare [5]. 
 3-Bromophenothiazines were found to be authentic intermediates in order to 
access some phenothiazine derivatives, mostly via Grignard reaction [3] or via 
organolytic intermediates [7]; both methods were used for synthesis of N-
alkylphenothiazine-3-carboxylic acids. 

10-Ethylphenothiazine-3-carboxylic acid was firstly synthetised from  
10-ethyl-phenothiazine by a five step procedure [6] (Scheme 1).  

Gilman and Eisch [3] described the synthesis of the some  
3-substituted compounds starting from 3-bromo-10-ethylphenothiazine via the 
Grignard reagent and subsequent carboxylation.  

Recently, Ebdrup described the introduction of carboxy- and 
hydroxymethylene groups in position 3 of 10-methylphenothiazine by a bromine-
lithium exchange reaction [7] with improved yields (Scheme 2). 

10-Metyl-, respectively 10-ethyl-10H-phenothiazine-3-carboxylic acids were 
prepared starting from the corresponding 10-Alkyl-10H-phenothiazine-3-
carbaldehyde by oxidation with alkaline hydroxides or silver oxide [4], or by 
Cannizarro reaction [8]. 
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In alkaline media was performed the concomitant oxidation of the carbonyl 

group and of the sulfur bridge [9] with potassium permanganate to the 
corresponding S,S-dioxide compound.  
 In this paper is described an improved procedure of Cannizarro reaction for 
the synthesis of 10-alkyl-10H-phenothiazine-3-carboxylic acids 2a-g and the 
corresponding (10-alkyl-10H-phenothiazin-3-yl)methanols 3a-g starting from the 3-
formyl-derivatives 1a-g in methanolic solutions (Scheme 3). Five new compounds 
2c-g were prepared in this way. 
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 For comparison, the 10-alkyl-10H-phenothiazine-3-carboxylic acids 2a-g 
were prepared by oxidation of 10-alkyl-10H-phenothiazine-3-carbaldehydes 1a-g 
with silver oxide as described [4] and the (10-alkyl-10H-phenothiazine-
3yl)methanols 3a-g by reduction with sodium tetrahydroborate [10]. 

 

 
EXPERIMENTAL 

 Reagents and solvents were purchased from Aldrich or Fluka. The  
10-alkyl-10H-phenothiazine-3-carbaldehydes 1a-g were synthetized as previously 
described [10]. 
 The 1H-NMR  and 13C-NMR spectra were recorded on a Varian Gemini 300 
spectrometer operating at 300 and 75 MHz, in CDCl3. Chemical shifts are 
expressed in ppm values (TMS internal standard) on δ scale. The IR spectra were 
recorded on a FT-IR Nicolet 205 spectrofotometer, in KBr pellets. Wave numbers 
are expressed in cm-1. 
 The elemental analysis for C, H, N and S were within +/- 0.2% of the 
theoretical values for all derivatives. 
 TLC was carried out using Merck Kieselgel 60 F254 alumina sheets. Spots 
were visualized by treatment with 5% ethanolic phosphomolybdendic acid solution 
and heating of the dried plates. Preparative chromatographic separations were 
performed using vacuum-chromatography on a Merck Kieselgel 60 (0.063-0.200 
mm) silica-gel. 

Melting points are uncorrected. 
 
 
General procedure for synthesis of 10-alkyl-10H-phenothiazine-3-carboxylic 
acids 2a-g and (10-alkyl-10H-phenothiazine-3-yl)methanols 3a-g by 
Cannizarro reaction (Method A) 
 In a solution of KOH (10 g) in methanol (50 ml), a solution of 10-alkyl-10H-
phenothiazine-3-carbaldehydes 1a-g (20 mmol) in methanol (5 ml) was added and 
the reaction was kept 3-4 hours at reflux (TLC control). The solvent was distilled in 
vacuo and from the resulting mixture (alcohols 3a-g, sodium salts of acid 2a-g) the 
alcohols were separated by column chromatography using dichloromethane as 
eluent and recrystallized from ethanol. The silica gel was dried and sodium salts of 
acids were desorbed in boiling water (2x100 ml). The combined water solutions 
were treated with 32% hydrochloric acid, the precipitate filtered off and the desired 
products 2a-g recrystallized from hexane. The yields and the melting points are 
given in Table 1.  
 
 
General procedure for synthesis of 10-alkyl-10H-phenothiazine-3-carboxylic 
acids 2a-g by oxidation with silver oxide (Method B) 
 Silver nitrate (2.4 g, 0.014 mol) was dissolved in water (14 ml) and 10% 
NaOH solution (6 ml, cca 0.015 mol) was added. After five minutes the formed 
precipitate was filtered, washed with water and suspended in 10% NaOH solution 
(30 ml, cca 0.065 mol). The mixture was heated at 80 °C and the substrate 1a-g 
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(0.01 mol) was added with stirring. The reaction was perfected at 80 °C 2-4 hours 
(TLC control). After cooling, the mixture was diluted with water (100 ml). The 
unsolved products were filtered off and washed with water (2x25 ml). From the 
filtrate, the desired products 2a-g were precipitated with 32% hydrochloric acid, 
filtered, washed with water, dried and recrystallized from ethanol. 
 The yields and the melting points are given in table 1. 

 
General procedure for synthesis of (10-alkyl-10H-phenothiazine-3-
yl)methanols 3a-g by chemical reduction (Method C) 
 The substrates 2a-g (0.2 g) were dissolved in absolute methanol (5 ml) and 
NaBH4 was added in small portions under stirring at room temperature; when the 
solution was decolorated,  HCl soln. 2N  was added  dropwise, the resulting 
mixture was evaporated to dryness and the crude residue was extracted with 
water-toluene (1:2). The organic layer was dried over anhydrous magnezium 
sulfate and the solvent was removed. The residual crude (10-Alkyl-10H-
phenothiazin-3-yl)methanols  3a-g were purified by column chromatography on 
silica gel using toluene-acetone (9:1) as eluent.  
 
10-Methyl-10H-phenothiazine-3-carboxylic acid 2a  
1H-NMR: 3.28 (3H, s), 6.67 (2H, m), 6.89 (1H, t), 7.01 (1H, dd), 7.08 (1H, m),7.49 
(1H, d), 7.56 (1H, dd); 13C-NMR: 35.7, 113.6, 114.7, 122.4, 123.6, 125.8, 127.1, 
127.6, 127.7, 130.3, 131.1, 143.9, 150.8, 171.5; IR: 3052, 2988, 2868, 1678, 1532, 
1584, 1448, 1434, 1417, 1342, 1332, 1299, 1262, 1248, 1152, 1125, 1111; Anal. 
Calc. for C14H13NO2S: C, 65.35, H, 4.31, N, 5.44, S, 12.46; Found:C, 65.32, H, 
4.38, N, 5.41, S, 12.51 
 
10-Ethyl-10H-phenothiazine-3-carboxylic acid 2b  
1

H-NMR: 1.45 (3H, t), 3.98 (2H, q), 6.86 (2H, m), 6.96 (1H, t), 7.11-7.20 (2H, m), 
7.78 (1H, d), 7.87 (1H, dd); 13C-NMR: 12.7, 42.4, 114.4, 115.8, 122.9, 123.5, 
124.9, 127.3, 127.4, 127.6, 129.4, 130.3, 143.3, 150.5, 171.5; IR: 3060, 2983, 
2860, 1671, 1598, 1574, 1443, 1424, 1407, 1399, 1328, 1297, 1267, 1252, 1162, 
1135, 1109; Anal. Calc. for C15H13NO2S: C, 66.40, H, 4.83, N, 5.16, S, 11.82; 
Found:C, 66.32, H, 4.78, N, 5.11, S, 11.91 
 
10-Propyl-10H-phenothiazine-3-carboxylic acid 2c 
1

H-NMR: 1.02 (3H, t), 1.84 (2H, m), 3.86 (2H, t), 6.85 (2Harom, m), 6.95 (1H, t), 
7.14 (1H, d), 7.18 (1H, t), 7.81 (1H, d), 7.88 (1H, dd); 13C-NMR: 11.2, 20.1, 49.7, 
114.5, 115.9, 122.9, 123.4, 124.8, 127.4, 127.5, 127.6, 129.3, 130.3, 143.2, 150.5, 
171.6; IR: 3061, 2983, 2860, 1673, 1600, 1575, 1472, 1422, 1407, 1399, 1364, 
1277, 1241, 1252, 1168, 1142, 1112; Anal. Calc. for C16H15NO2S: C, 67.34, H, 
5.30, N, 5.11, S, 11.91; Found:C, 67.32, H, 5.38, N, 5.21, S, 11.89; 
 
10-Butyl-10H-phenothiazine-3-carboxylic acid 2d 
1

H-NMR:0.96 (3H, t), 1.48 (2H, m), 1.79 (2H, m), 3.90 (2H, t), 6.86 (3H, m), 
7.13(2H, m), 7.82 (1H, t), 7.86 (1H, dd); 13C-NMR: 13.8, 20.1, 28.7, 47.6, 114.5, 
115.8, 122.9, 123.4, 124.8, 127.3, 127.4, 127.4, 129.3, 130.1, 143.3, 150.4, 171.5; 
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IR: 3060, 2932, 2872, 1687, 1601, 1574, 1470, 1420, 1407, 1399, 1328, 1297, 
1270, 1214, 1159, 1140, 1112; Anal. calculated for C17H17NO2S: C, 68.20, H, 5.72, 
N, 5.72, S, 10.71; Found:C, 68.32, H, 5.68, N, 5.81, S, 10.78. 
10-(2-Methylpropyl)-10H-phenothiazine-3-carboxylic acid 2e 
1H-NMR: 0.94 (6H, d); 2.14 (1H, m), 3.84 (2H, d), 6.82 (2H, m), 6.94 (1H, t), 7.09 
(H, dd), 7.15 (H, m), 7.51 (H, d), 7.61 (H, dd); 13C-NMR: 19.9, 25.6, 55.4, 115.8,  
116.6, 123.4, 124.9, 125.9, 127.4, 127.4, 128.8, 129.3, 130.9, 143.2, 151.2, 171.6; 
IR: 3062, 2938, 2878, 1677, 1609, 1578, 1472, 1428, 1401, 1392, 1322, 1292, 
1274, 1216, 1161, 1138, 1114; Anal. calculated for C17H17NO2S: C, 68.20, H, 5.72, 
N, 5.72, S, 10.71; Found:C, 68.22, H, 5.66, N, 5.81, S, 10.72. 
10-(3-Methylbuthyl)-10H-phenothiazine-3-carboxylic acid 2f 
1H-NMR: 0.96 (6H, d), 1.68-1.76 (2H, m), 1.78-1.83 (1H, m), 3.91 (2H, t), 6.87 (2H, 
m), 6.95 (1H, t), 7.11-7.19 (2H, m), 7.83 (1H, d), 7.89 (1H, dd); 13C-NMR: 22.6, 
26.4, 35.6, 46.2, 114.5, 115.8, 122.9, 123.4, 124.9, 127.3, 127.4, 127.5, 129.3, 
130.2, 143.3, 150.4, 171.6; IR: 3060, 2932, 2872, 1687, 1601, 1574, 1470, 1420, 
1407, 1399, 1328, 1297, 1270, 1214, 1159, 1140, 1112; Anal. calculated for 
C18H19NO2S: C, 68.98, H, 6.11, N, 4.47, S, 10.23; Found:C, 68.82, H, 6.18, N, 
4.38, S, 10.27. 
10-Pentyl-10H-phenothiazine-3-carboxylic acid 2g 
1H-NMR: 0.86 (3H, t), 1.25-1.42 (4H, m), 1.75 (2H, m), 3.78 (2H, t), 6.82 (H, d), 
6.93 (H, t), 7.03 (H, d), 7.11 (H, t), 7.48 (H, d), 7.48 (H, dd); 13C-NMR: 13.9, 22.2, 
26.3, 28.8, 47.7, 114.7, 115.9, 123.5, 123.6, 124.9, 127.4, 127.6, 128.3, 130.1, 
130.9, 143.3, 171.6; IR: 3056, 2932, 2868, 1682, 1611, 1578, 1472, 1420, 1417, 
1392, 1338, 1292, 1268, 1214, 1159, 1140, 1112; Anal. calculated for C18H19NO2S: 
C, 68.98, H, 6.11, N, 4.47, S, 10.23; Found:C, 68.88, H, 6.28, N, 4.42, S, 10.22. 
(10-Methyl-10H-phenothiazine-3-yl)methanol 3a 
1H-NMR: 3.33 (3H, s), 4.54 (2H, s), 6.73-6.78 (2H, m), 6.90 (1H, t), 7.11-7.15 (4H, 
m) ; 13C-NMR: 35.4, 64.7, 113.9, 114.1, 122.5, 123.3, 126.1, 126.4, 127.2, 127.5, 
127.5, 135.3, 145.8, 145.4; IR: 3432, 2984, 1464, 1332, 1288, 1260, 1200, 1144, 
1076, 1048,760; MS: 245, 244, 243, 242, 232, 231, 230, 229, 226, 214, 212, 211, 
201, 200, 199; Anal. Calc.for C14H13NOS: C, 69.11, H, 5.39, N, 5.76, S, 13.18; 
Found: C, 69.14, H, 5.31, N, 5.77, S, 13.23 
(10-Ethyl-10H-phenothiazine-3-yl)methanol 3b 
1H-NMR: 1.38 (3H, t), 3.88 (2H, q), 4.51 (2H, s), 6.78-6.83 (2H, m), 6.87 (1H, t), 7.09-
7.13 (4H, m); 13C-NMR: 13.1, 41.9, 64.6, 114.9, 115.1, 122.4, 124.3, 124.8, 126.2, 
127.2, 127.3, 127.4, 135.1, 144.5, 144.5; IR: 3320, 2984, 1464, 1328, 1288, 1240, 
1216, 1132, 1120, 1112, 1064, 1040, 1024, 1008, 756; MS: 259, 258, 257, 256, 242, 
240, 231, 230, 229, 228, 213, 212, 211, 200, 199; Anal. Calc. for C15H15NOS: C, 
70.01, H, 5.87, N, 5.44, S, 12.46; Found: C, 69.97, H, 5.81, N, 5.47, S, 13.43. 
 (10-Propyl-10H-phenothiazine-3-yl)methanol 3c 
1H-NMR: 0.95 (3H, t), 1.76 (2H, m), 3.74 (2H, t), 4.45 (2H, s), 6.74 (1H, d), 6.79 
(1H, d), 6.86 (1H, t), 7.02-7.16 (4H, m); 13C-NMR: 11.3, 20.1, 49.1, 64.4, 115.2, 
115.2, 115.4, 122.3, 124.6, 124.9, 127.1, 127.2, 127.4, 132.2, 134.9, 144.7, 145.2; 
IR: 3352, 2960, 1496, 1468, 1336, 1288, 1248, 1232, 1136, 1120, 1112, 1092, 
1040, 1028, 1008, 748; MS: 273, 272, 271, 270, 255, 254, 244, 243, 242, 231, 230, 
229, 228, 213, 212, 210; Anal. Calc. for C16H17NOS: C, 70.82, H, 6.31, N, 5.16, S, 
11.81; Found: C, 70.84, H, 6.37, N, 5.25, S, 11.73. 
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(10-Butyl-10H-phenothiazine-3-yl)methanol 3d 
1H-NMR: 0.91 (3H, t), 1.45 (2H, m), 1.74 (2H, m), 3.80 (2H, t), 4.48 (2H, s), 6.78 
(1H, d), 6.82 (1H, d), 6.87 (1H, m), 7.09-7.13 (4H, m); 13C-NMR: 13.8, 20.2, 28.9, 
47.1, 64.5, 115.2, 115.3, 115.4, 122.4, 124.6, 125.1, 126.2, 126.3, 127.1, 127.2,  
127.4, 134.9; IR: 3352, 2960, 1496, 1468, 1332, 1288, 1244, 1216, 1136, 1120, 
1108, 1084, 1040, 748; MS: 287, 286, 285, 284, 269, 268, 244, 243, 242, 231, 230, 
229, 228, 213, 212, 210, 200, 199; Anal. Calc. for: C17H19NOS: C, 71.54, H, 6.71, 
N, 4.91, S, 11.23; Found: C, 71.64, H, 6.77, N, 4.85, S, 11.32. 
 
(10-(2-Methylpropyl)-10H-phenothiazine-3-yl)methanol 3e 
1H-NMR: 0.97 (6H, d), 2.16 (1H, m), 3.65 (2H, d), 4.78 (2H, s), 6.78 (1H, d), 6.82 
(1H, d), 6.87 (1H, m), 7.11-7.13 (4H, m); 13C-NMR: 20.2, 45.9, 55.3, 64.6, 115.7, 
115.9, 122.5, 122.7, 125.3, 125.9, 126.2, 126.8, 126.9, 127.2, 127.5, 127.8; IR: 
3400, 2952, 1496, 1464, 1336, 1288, 1244, 1232, 1144, 1116, 1104, 1068, 1012, 
736; Anal. Calc. for  C17H19NOS: C, 71.54, H, 6.71, N, 4.91, S, 11.23; Found: C, 
71.61, H, 6.74,N, 4.89, S, 11.29 
 
 (10-(2-Methylbutyl)-10H-phenothiazine-3-yl)methanol 3f 
1H-NMR: 0.94 (6H, d), 1.68 (2H, m), 1.72 (1H, m), 3.84 (2H, t), 4.52 (2H, s), 6.85 
(3H, t), 7.11 (4H, m); 13C-NMR: 22.6, 26.4, 35.9, 45.9, 64.8, 115.4, 115.4, 115.5, 
122.4, 124.9, 125.5, 126.2, 126.4, 127.3, 127.5, 127.7, 135.1; IR: 3344, 2952, 
1488, 1468, 1328, 1288, 1248, 1216, 1136, 1116, 1104, 1084, 1040, 748; Anal. 
Calc. pt. C18H21NOS: C, 72.20, H, 7.07, N, 4.68, S, 10.71; Determinat: C, 72.28, H, 
7.11, N, 4.62, S, 10.67 
 
(10-Pentyl-10H-phenothiazine-3-yl)methanol 3g 
1H-NMR: 0.87 (3H, t), 1.27-1.40 (4H, m), 1.77 (2H, m), 3.79 (2H, t), 4.37 (2H, s), 
6.77-6.82 (2H, m), 6.86 (1H, t), 7.09-7.12 (4H, m); 13C-NMR: 14.1, 22.4, 29.2, 4.5, 
49.2, 64.5, 115.2, 122.3, 124.8, 125.1, 126.2, 126.6, 126.9, 127.2, 127.6, 132.4, 
144.9, 145.4; IR:3400, 2952, 1488, 1468, 1316, 1288, 1252, 1220, 1136, 
1124,1104, 984, 748. Anal. Calc. for C18H21NOS: C, 72.20, H, 7.07, N, 4.68, S, 
10.71; Found: C, 72.28, H, 7.04, N, 4.69, S, 10.69. 
 
 

RESULTS AND DISCUSSION 

The IR and NMR spectra and the elementhal analysis confirmed the 
structures of compounds 1a-g and 3a-g. 

The yields and melting points of synthetized derivatives 2a-g and 3a-g 
were given in Table 1, in comparison with those described in literature in the case 
of methyl- and ethyl derivatives. 
 Sodium salts of 2a-g had better solubility in organic solvents that in water. 
For this reason the work up of the reaction mass from Cannizarro reaction could not 
be performed by selective extraction in water-organic heterogenous system. This 
property of the carboxylates 2a-g made them potential phase transfer catalysts. 
 Methanol as solvent in Cannizarro reaction rise the yields in comparison 
with the method when the reaction was performed in thawing system, however the 
reaction time was longer. 
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Table 1. 
Yields and melting points 

 

Yield [%]  
Compd. Method A Method B 

m.p.(lit.) 
[°°°°C] 

2a 39 58 245(240-2447) 
2b 32 55 204(2003) 
2c 30 55 179 
2d 29 56 143 
2e 31 58 124 
2f 28 52 188 
2g 29 54 167 
3a 48 82 132(1337) 
3b 42 68 99(989) 
3c 39 72 - 
3d 44 75 - 
3e 31 78 - 
3f 33 73 - 
3g 34 71 - 

 
 

CONCLUSIONS 
 Cannizarro reaction performed in methanol as solvent is a convenient 
method for concomitant synthesis of (10-alkyl-phenothiazine)-3-carboxylic acids 2a-g 
and (10-alkyl-phenothiazine-3-yl)methanols 3a-g. Structures of 2a-g and 3a-g were 
confirmed by elemental analysis and spectral data and were the same with those 
obtained with silver oxide (for acids) and with sodium tetrahydroborate (for alcohols).  
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ABSTRACT. The synthesis and the stereochemistry of some new 1,3-
dioxanes bearing aliphatic, aromatic and heteroaromatic substituents in 
the acetal part of the dioxanic heterocycle are reported. 

 
 
 

INTRODUCTION 
In previous works, the stereochemistry of 2,5-substituted-1,3-dioxanes, 

exhibiting anancomeric or flipping structure, in correlation with the nature of the 
substituents, has been reported1-11. 
 The compounds displaying identical geminal substituents or geminal 
substituents with very close conformational free enthalpies, show flipping structures. 
Their 1H- and 13C-NMR spectra exhibit unique signals (at mean values of the 
chemical shifts) for the equatorial and axial positions of the protons of the heterocycle 
and for the axial and equatorial positions of the protons and carbon atoms of the 
homomorphic groups located at positions 2 and 5. 
 In the case of compounds having different substituents located at the same 
position, the conformational equilibria are shifted towards the conformation with the 
group exhibiting the largest conformational free enthalpy in equatorial position. For 
these compounds (with anancomeric structure), the NMR spectra show different 
signals for the axial and equatorial protons of the ring and for the protons and carbon 
atoms of the similar groups located in it. 
 It was considered of interest to study by means of NMR spectra, the 
stereochemistry of some new 1,3-dioxane derivatives, bearing many types of 
substituents at the positions 2- and 5. 
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RESULTS AND DISCUSSION 
 New 2,5-substituted-1,3-dioxanes have been obtained (Scheme 1) by the 
condensation reaction of 2,2-substituted-1,3-propandiols with aldehydes and 
ketones: 

 
R1 = CH3  R2 =  H  R3 =  (CH3)2CH 1 
       C6H11  2 
       C5H4N  3 
       C5H4N

+C2H5 4 
       C4H4N  5 
       (CH3)2CBr 6 
R1 = CH3  R2 =  CH3  R3 =  (CH3)2CH 7 
R1 = COOC2H5   CH2Br   C6H5  8 
    CH2Cl   CH2Cl  9 
    CH2Br   CH2Br  10 

  CH2C6H5  CH2C6H5 11  
 

Scheme 1 
 
These compounds exhibit anancomeric or flipping structures, in correlation with the 
nature of the substituents. 
 Thus, the conformational analysis for compounds 1-8 shows anancomeric 
structures. At room temperature, the conformational equilibria are shifted towards the 
conformation A, in which the substituent with the largest conformational enthalpy (R2) 
is in the equatorial position (Scheme 2): 
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 The NMR spectra of these compounds exhibit different signals for the axial 
and equatorial protons at the 4,6-positions of the heterocyclic ring as well as for the 
protons and for the carbon atoms of axial and equatorial methyl and ethyloxycarbonyl 
groups located at position 5. 
 The 1H and 13C-NMR data for compounds 1-8 are ilustrated in Tables 1 and 2. 

Table 1 
1H- NMR data for compounds 1-8 

Compound 1H-NMR 
 4,6-Heq 4,6-Hax 5-CH3eq 5-CH3ax 
1 3.43 3.12 0.33 1.12 
2 3.45 3.13 0.32 1.14 
3 3.50 3.29 0.28 1.21 
4 3.87 3.78 0.80 1.18 
5 3.44 3.18 0.33 1.14 
6 3.37 3.03 0.22 1.05 
7 3.48 3.24 0.54 0.97 
8 4.84 4.04 - - 

 
Table 2 

13C-NMR data for compounds 1-8 
Compound 13C-NMR 

 C2 C4,6 C5 5-CH3ax 5-CH3eq 

1 105.38 76.78 29.68 22.71 21.27 
2 104.93 76.84 29.76 22.71 21.30 
3 103.03 77.12 29.71 22.84 21.21 
4 94.95 77.59 30.45 23.03 21.47 
6 105.02 77.06 29.88 22.94 21.18 
7 100.75 70.18 29.28 23.06 22.42 
8 99.43 64.33 23.06 - - 

 
 As an example, the 1H-NMR spectrum of compound 8 (Figure 1) shows 
two doublets for the protons at positions 4 and 6 (δ4,6 eq = 4.84 and δ4,6 ax = 4.04 
ppm), two quartets (δeq = 4.16 and δax = 3.60 ppm) belonging to the protons of the 
methylene groups and also two triplets (δeq = 1.05, δax = 0.55 ppm) for the methyl 
groups belonging to the axial and equatorial ester groups of 5-position. The 
spectrum also exhibits a singlet (δ = 3.30 ppm) associated with the methylene 
protons of the CH2Br substituent and a complex signal at 7-7.34 ppm belonging to 
the protons of the phenyl group. 
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Fig.1. 1H-NMR Spectrum of compound 8 

 

 The conformational analysis shows flipping structures for compounds 9-11. 
These compounds exhibit, at room temperature, a rapid inversion of the six 
membered ring (C   D; Scheme 3): 

  C      D 
Scheme 3 

 
The NMR spectra of these compounds exhibit unique signals (at the mean 

values of the chemical shifts) for the axial and equatorial positions of the protons of 
the ring and of the similar groups located in it (Table 3). 
 

Table 3 
1H-NMR data for compounds 9-11 

Compound 1H-NMR 
 4,6-H CH2Cl CH2Br CH2Ph 
9 4.14 3.66 - - 
10 4.10 - 3.52 - 
11 4.50 - - 2.89 
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 The 1H-NMR spectrum of compound 11 (Figure 2) shows a singlet at δ = 
4.50 ppm corresponding to the protons at the positions 4 and 6 of the heterocycle, a 
quartet (δ = 3.81 ppm) for the methylene group and a triplet (δ = 0.83 ppm) for the 
protons of the methyl group of the ester groups located at the 5-position. In the 
spectrum also appears a complex signal (δ = 7-7.25 ppm) due to the aromatic 
protons and a singlet at δ = 2.89 ppm for the methylene protons of the benzyl groups. 
 

 
 

Fig.2. 1H-NMR Spectrum of compound 9 
 
CONCLUSIONS 
 The stereochemistry of 1,3-dioxane derivatives have been determined by 
NMR investigations. The flipping or the anancomeric structure of the compounds has 
been deduced from the complexity of NMR spectra. The presence in the spectra of 
distinct signals for axial and equatorial positions have been associated with 
anancomeric structures, whereas the spectra with unique signals correspond to 
flipping structures. 
 
EXPERIMENTAL 
 1H-and 13C-NMR spectra were recorded at room temperature, using C6D6 as 
solvent, in 5 mm tubes, on a Bruker AM 400 spectrometer, operating at 400 MHz for 
protons and at 100 MHz for carbon atoms. Melting points were measured with 
Electrothermal melting point apparatus and are uncorrected. 
New compounds 1-11, general procedure: 
 Equimolecular amounts of 1,3-diol (0.1 mol) and carbonyl compound, with 
catalytic amount (0.1 g) of p-toluenesulphonic acid were solved in 200 ml of 
benzene. The mixture was refluxed and the water was removed using a Dean-Stark 
trap. When 80% of the theoretical amount of water was separated, the mixture was 
cooled at room temperature and then was neutralized with CH3COONa powder in 
excess (0.2 g). The mixture was wash twice with 100 ml of water. After drying (with 
Na2SO4) the benzene was removed and the 1,3-dioxanic compound was purified by 
vacuum distillation (1-2 mm col. Hg) or by crystallisation from ethanol. 
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2-i-Propyl-5,5-dimethyl-1,3-dioxane 1 
Liquid, b.p. = 49-50 0C (1 mm col. Hg). Yield 80%. C9H18O2, found: C 69.02, H 11.19; 
required: C 68.35, H 11.39% 
1H-NMR (C6D6): δ 0.33 [3H, s, 5-CH3eq], 1.05 [6H, d, J = 6.8 Hz, 2-CH(CH3)2], 1.12 
[3H, s, 5-CH3ax], 1.93 [H, dh, J = 4.5 Hz, J’= 6.8 Hz, 2-CH(CH3)2], 3.12 [2H, d, J = 
11.0 Hz, 4,6-Hax], 3.43 [2H, d, J = 11.0 Hz, 4,6-Heq], 4.05 [H, d, J = 4.5 Hz, 2-Hax] 
13C-NMR (C6D6): δ 16.84 [2-CH(CH3)2], 21.27 (5-CH3eq}, 22.71 (5-CH3ax), 29.68 (C5), 
32.75 [2-CH(CH3)2], 76.78 (C4,6), 105.38 (C2) 
2-Cyclohexyl-5,5-dimethyl-1,3-dioxane 2 
Liquid, b.p. = 90-92 0C (1 mm col. Hg). Yield 69%. C12H22O2, found: C 71.92, H 
11.22; required: C 72.72, H 11.11% 
1H-NMR (C6D6): δ 0.32 [3H, s, 5-CH3eq], 1.14 [3H, s, 5-CH3ax], 1.18-1.27 [11H, m, 
overlapped peaks], 3.13 [2H, d, J = 11.0 Hz, 4,6-Hax], 3.45 [2H, d, J = 11.0 Hz, 4,6-
Heq], 4.10 [H, d, J = 4.8 Hz, 2-Hax] 
13C-NMR (C6D6): δ 21.30 (5-CH3eq}, 22.71 (5-CH3ax), 26.01, 26.69, 27.41, 42.51 
(cyclohexanic ring), 29.76 (C5), 76.84 (C4,6), 104.93 (C2) 
2-Pyridyl-5,5-dimethyl-1,3-dioxane 3 
Liquid, b.p. = 95-96 0C . Yield %. C12H15O2N, found: C 69.21, H 7.61, N 7.06; 
required: C 68.39, H 7.77, N 7.25% 
1H-NMR (C6D6): δ 0.28 [3H, s, 5-CH3eq], 1.21 [3H, s, 5-CH3ax], 3.29 [2H, d, J = 11.5 
Hz, 4,6-Hax], 3.50 [2H, d, J = 11.5 Hz, 4,6-Heq], 5.65 [H, s, 2-Hax], 6.62, 7.15, 7.75, 
8.44 (4H, overlapped peaks, aromatic protons) 
13C-NMR (C6D6): δ 21.20 (5-CH3eq}, 22.84 (5-CH3ax), 29.71 (C5), 77.12 (C4,6), 103.03 
(C2), 120.78, 123.32, 135.87, 148.57, 158.04 (aromatic carbon atoms) 
N-Ethyl, 2-(5,5-dimethyl-1,3-dioxane-2-yl) pyridinium iodine 4 
Solid, m.p. = .1380C. Yield 48%. C13H20O2NJ, found: C 43.88, H 5.89, N 3.96, J 
37.23 required: C 44.69, H 5.73, N 4.01, J 36.39% 
1H-NMR (C6D6): δ 0.80 [3H, s, 5-CH3eq], 1.18 [3H, s, 5-CH3ax], 1.65 [3H, t, J = 7.2 Hz, 
N-CH2-CH3], 3.78 [2H, d, J = 11.2 Hz, 4,6- Hax], 3.87 [2H, d, J = 11.2 Hz, 4,6-Heq], 
5.00 [2H, q, J = 7.2 Hz, N-CH2-CH3], 6.16 [H, s, 2-Hax], 8.15, 8.28, 8.48, 9.66(4H, m, 
overlapped peaks, aromatic protons) 
13C-NMR (C6D6): δ 17.43 (N-CH2-CH3),  21.47 (5-CH3eq}, 23.03 (5-CH3ax), 30.45 (C5), 
54.79 (N-CH2-CH3), 77.59 (C4,6), 94.95 (C2) 
2-Pyril-5,5-dimethyl-1,3-dioxane 5 
Liquid, b.p. = 84-86 0C . Yield 40%. C10H15O2N, found: C 67.96, H 8.10, N 7.91; 
required: C 66.63, H8.28, N 7.73% 
1H-NMR (C6D6): δ 0.33 [3H, s, 5-CH3eq], 1.14 [3H, s, 5-CH3ax], 3.18 [2H, d, J = 11.8 
Hz, 4,6-Hax], 3.44 [2H, d, J = 11.8 Hz, 4,6-Heq], 5.29 [H, s, 2-Hax], 6.26, 6.36, 6.49 
(3H, m, aromatic protons) 
2-(2-Bromo-2-propyl)-5,5-dimethyl-1,3-dioxane 6 
Solid, m.p. =110-112 0C . Yield 70%. C9H17O2Br, found: C 44.69, H 7.34, Br 34.71; 
required: C 45.37, H 7.14, Br 34.03% 
1H-NMR (C6D6): δ 0.22 [3H, s, 5-CH3eq], 1.05 [3H, s, 5-CH3ax], 1.77 [6H, s, 
(CH3)2CBr], 3.03 [2H, d, J = 11.0 Hz, 4,6-Hax], 3.37 [2H, d, J = 11.0 Hz, 4,6-Heq], 4.22 
[H, s, 2-Hax] 
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13C-NMR (C6D6): δ 21.18 (5-CH3eq}, 22.94 (5-CH3ax), 28.88 [(CH3)2CBr], 29.88 (C5), 
63.39 , [(CH3)2CBr], 77.06 (C4,6), 105.02 (C2) 
2,5,5-Trimethyl-2-i-Propyl-1,3-dioxane 7 
Liquid, b.p. = 68 0C Yield 55%. C10H20O2, found: C 71.03, H 11.51; required: C 69.76, 
H 11.63% 
1H-NMR (C6D6): δ 0.54 [3H, s, 5-CH3eq], 0.97 [3H, s, 5-CH3ax], 1.06 [6H, d, J = 6.5 Hz, 
2-CH(CH3)2], 1.20 [3H, s, 2-CH3ax], 2.08 [H, h, J = 6.5 Hz, 2-CH(CH3)2], 3.24 [2H, d, J 
= 11.0 Hz, 4,6-Hax], 3.38 [2H, d, J = 11.0 Hz, 4,6-Heq] 
13C-NMR (C6D6): δ 15.42 [2-CH3ax], 17.10 [2-CH(CH3)2], 22.42 (5-CH3eq}, 23.06 (5-
CH3ax), 29.98 (C5), 36.21 [2-CH(CH3)2], 70.18 (C4,6), 100.75 (C2) 
2-Bromomethyl-5,5-di(ethyloxycarbonyl)-2-phenyl-1,3-dioxane 8 
Liquid, b.p. = 1810C. Yield 62% C17H21O6Br, found: C 50.93, H 5.16, Br 20.54; 
required: C 50.74, H 5.22, Br 20.15% 
1H-NMR (C6D6): δ 0.55 [3H, t, J = 7.1 Hz, 5-COOCH2CH3ax], 1.05 [3H, t, J = 7.1 Hz,  
5-COOCH2CH3eq], 3.30 [2H, s, 2-CH2Br], 3.60 [2H, q, J = 7.1 Hz, 5-COOCH2CH3ax], 
4.04 [2H, d, J = 11.3 Hz, 4,6-Hax], 4.16 [2H, q, J = 7.1 Hz, 5-COOCH2CH3eq], 4.84 
[2H, d, J = 11.3 Hz, 4,6-Heq], 7-7.34 [5H, m] 
13C-NMR (C6D6): δ 13.58 (5-COOCH2CH3ax), 14.11 (5-COOCH2CH3eq), 39.96 
(CH2Br),  53.37 (C5), 61.66 (5-COOCH2CH3ax), 62.12 (5-COOCH2CH3eq), 64.33 
(C4,6), 99.43(C2), 128.66, 129.11, 129.19, 135.94 (aromatic carbon atoms)  
2,2-Di(chloromethyl)-5,5-di(ethyloxycarbonyl)-1,3-dioxane 9 
Liquid, b.p. = 147-1480C. Yield 64%. C12H18O6Cl2, found: C 44.59, H 5.62,Cl 21.13; 
required: C 43.77, H 5.47, Cl 21.58% 
1H-NMR (CDCl3): δ 1.15 [6H, t, J = 7.0 Hz, 5-COOCH2CH3], 3.66 [4H, s, 2-CH2Cl], 
4.14 (4H, s, 4,6-H), 4.20 [4H, q, J = 7.0 Hz, 5-COOCH2CH3] 
2,2-Di(bromomethyl)-5,5-di(ethyloxycarbonyl)-1,3-dioxane 10 
Liquid, b.p. = 180-1810C. Yield 64%. C12H18O6Br2, found: C 35.17, H4.22, Br 38.04; 
required: C 34.28, H 4.28, Br 38.57% 
1H-NMR (CCl4): δ 1.15 [3H, t, J = 7.0 Hz, 5-COOCH2CH3], 3.52 [4H, s, 2-CH2Br], 
4.10 (4H, s, 4,6-H), 4.12 [2H, q, J = 7.0 Hz, 5-COOCH2CH3] 
2,2-Dibenzyl-5,5-di(ethyloxycarbonyl)-1,3-dioxane 11 
Solid, m.p. = 61-62 0C. Yield 72%. C24H28O6, found: C 71.30, H 6.67; required: C 
69.90, H 6.79% 
1H-NMR (CCl4): δ 0.86 [3H, t, J = 7.1 Hz, 5-COOCH2CH3], 2.89 [4H, s, 2-CH2Ph], 
3.81 [4H, q, J = 7.0 Hz, 5-COOCH2CH3], 4.50 (4H, s, 4,6-H), 7-7.25 (10H, 
overlapped peaks) 
13C-NMR (CCl4): δ 13.81 (COOCH2CH3), 54.03 (C5), 61.66 (COOCH2CH3), 62.58 
(C4,6), 101.04(C2), 126.47, 128.01, 131.12, 135.59 (aromatic carbon atoms), 167.69 
(COOCH2CH3) 
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ABSTRACT. The synthesis, stereochemistry and NMR spectra of some 
new 2,2- substituted-5-methyl-1,3-dioxanes are reported. 

 
 
 
 
 

INTRODUCTION 
 The 2 and/or 5-substituted-1,3-dioxanes display flipping or anancomeric 
structures, in correlation with the nature of the substituents. The compounds 
bearing identical substituents in the 5-position, exhibit flipping structure, with a 
rapid inversion of the heterocycle (Scheme1)1-12 

Scheme 1 

 Their NMR spectra exhibit unique signals for the axial and equatorial 
positions of the protons of the heterocycle and for the axial and equatorial positions 
of the protons and carbon atoms of the similar substituents. 
 For the monosubstituted 5-alkyl-1,3-dioxane derivatives, the conformational 
analysis revealed anancomeric structures, despite the fact that the value of the 
conformational free enthalpy is quite small (in comparison with the largest value for 
the alkyl groups located at the 2-position, e.g. ∆G0

Me(position 2) = 3,98kcal/mol12, 
∆G0

Me(position 5) = 0,83 kcal/mol13). The conformational equilibria are shifted towards 
the conformer having the alkyl substituent equatorially placed (Scheme 2) 
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Scheme 2 
 The NMR spectra of these compounds exhibit different signals for the axial 
and equatorial protons of the 1,3-dioxanic ring and for the protons and the carbon 
atoms of the equatorial and axial identical groups located in it. 
 It was considered of interest to study by means of NMR spectra the 
stereochemistry of some new 5-methyl-1,3-dioxanes bearing homomorphic groups 
in the position 2. 
 

RESULTS AND DISCUSSION 
 New 1,3-dioxane compounds (1-5) have been obtained by the 
condensation reaction between 2-methyl-1,3-propandiol and symmetric ketones 
(Scheme 3): 
 

   
        R = C2H5 1 
                      C3H7 2 
                      C6H5 3 
                      CH2C6H5 4 
             R+R =  (CH2)5 5 

Scheme 3 
 

All the investigated compounds exhibit anancomeric structures, the 
conformational equilibria being shifted towards the conformations that display the 
5-methyl group in equatorial orientation (Scheme 4): 

 

 
Scheme 4 
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The spectra of all these compounds exhibit different signals for the axial and 
equatorial orientations of the protons of the 1,3-dioxane ring and of the protons and 
carbon atoms of the identical alkyl groups located at the position 2 (Table 1). 
 

Table 1 
1H and 13C-NMR data for compounds 1-5 

Comp. 1H-NMR 13C-NMR 
 4,6-Hax 4,6-Heq 5-CH3 C2 C4,6 C5 5-CH3 

1 3.22 3.58 0.44 100.59 65.56 23.18 13.28 
2 3.28 3.60 0.47 100.16 65.61 29.43 13.35 
3 3.42 3.77 0.31 - 67.72 29.57 13.01 
4 3.69 3.95 0.78 100.17 66.01 28.94 13.27 
5 3.59 3.25 0.44 97.12 64.96 29.32 12.88 

 
 
 

 As an example, the 1H-NMR spectrum for compound 4 (Figure 1) displays 
different signals for the axial and equatorial protons at positions 4 and 6. The equatorial 
protons exhibit a doublet of doublet (δ4,6 eq = 3.95 ppm) due to a large geminal coupling 
constant (J = 11.7 Hz) and to a smaller coupling with the vicinal axial proton at position 
5 (3J = 4.6 Hz) The axial protons exhibit an overlapped doublet of doublet that gives a 
triplet (δ4,6 ax = 3.69 ppm; 2J = 3J = 11.7 Hz). The spectrum also exhibits two singlets (δ 
= 2.85 and δ = 3.08 ppm) corresponding to the axial, respectively equatorial methylene 
protons of the benzyl groups, a multiplet (δ = 1.88 ppm) for the axial proton at the 
position 5, a doublet (δ = 0.78 ppm) for the protons of the equatorial methyl group and 
a multiplet (δ = 7.23 ppm) for the aromatic protons.  

 
Fig.1. 1H-NMR Spectrum of compound 4 
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CONCLUSIONS 

The NMR investigations of compounds 1-5 bearing similar substituents at 
position 2 and a methyl group at the position 5 of the 1,3-dioxane ring revealed 
anancomeric structures despite the smaller A values of the alkyl groups located in 
the aliphatic part of the heterocycle. 
 

EXPERIMENTAL 
1H- and 13C-NMR spectra were recorded at room temperature, using C6D6 

as solvent , in 5 mm tubes, on a Varian Gemini spectrometer, operating at 300 
MHz for protons and at 75 MHz for carbon atoms. Melting points were measured 
with Electrothermal apparatus and are uncorrected. 

 
New compounds 1-5, general procedure 
Equimolecular amounts of 1,3-diol and carbonyl compound (0.1 mol) with catalytic 
amounts of p-toluenesulphonic acid (0.1 g) were solved in 200 ml of benzene. The 
mixture was refluxed and the resulted water was removed using a Dean-Stark trap. 
When 80% of the theoretical water was separated, after cooling at room 
temperature, the catalyst was neutralized (under stirring 0.5 h) with CH3COONa 
powder in excess (0.2 g). The reaction mixture was washed twice with 100 ml 
water. The benzene was removed (after drying with Na2SO4) and the 1,3-dioxanic 
compounds were purified by crystallisation from ethanol or by vacuum distillation. 
 
2,2-Diethyl-5-methyl-1,3-dioxane 1 
Liquid, b.p.=1860C.Yield 54%. C9H18O2, found C 69.33, H 11.07; required C 68.35, 
H 11.39% 
1H-NMR (C6D6): δ 0.44 (3H, d, J = 6.7 Hz, 5-CH3eq), 0.86 (3H, t, J = 7.5 Hz, 2-
CH2CH3ax), 1.05 (3H, t, J = 7.5 Hz, 2-CH2CH3eq), 1.62 (2H, q, J = 7.5 Hz, 2-CH2CH3ax), 
1.77 (2H, q, 2-CH2 CH3eq), 1.84-1.97 (H, m, 5-Hax), 3.22 (2H, t, overlapped dd, J = J’= 
11.8 Hz, 4,6-Hax), 3.61 (2H,dd, J = 11.8 Hz, J’=4.7 Hz, 4,6-Heq) 
13C-NMR (C6D6): δ 7.65 (2-CH2CH3ax), 8.17 (2-CH2CH3eq), 13.28 (5-CH3), 23.18 
(C5), 29.39 (2-CH2CH3ax), 29.52 (2-CH2CH3eq), 65.61 (C4,6), 100.59 (C2) 
 
5-Methyl-2,2-dipropyl-1,3-dioxane 2 
Liquid, b.p.=2060C.Yield 61%. C11H22O2, found C 70.28, H 11.96; required C 70.96, 
H 11.82% 
1H-NMR (C6D6): δ 0.47 (3H, d, J = 6.8 Hz, 5-CH3eq), 0.88-0.97 (6H, overlapped 
peaks, 2-CH2 CH2CH3(ax+eq)), 1.30-1.80 (9H, overlapped peaks, 2-CH2CH2CH3(ax+eq) 
+ 5-Hax), 3.28 (2H, t, overlapped dd, J = J’= 11.8 Hz, 4,6-Hax), 3.60 (2H,dd, J = 11.8 
Hz, J’=4.6 Hz, 4,6-Heq) 
13C-NMR (C6D6): δ 13.35 (5-CH3), 14.74 (2-CH2CH2CH3ax), 14.82 (2-
CH2CH2CH3eq), 16.76 (2-CH2CH2CH3ax), 17.34 (2-CH2CH2CH3eq), 29.43 (C5), 33.57 
(2-CH2CH2CH3ax), 39.69 (2-CH2CH2CH3eq), 65.61 (C4,6), 100.16 (C2) 
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5-Methyl-2,2-diphenyl-1,3-dioxane 3 
Solid, m.p. = 1500C. Yield 66%. C17H22O2, found C 81.03, H 6.82; required C 
80.31, H  6.82% 
1H-NMR (C6D6): δ 0.31 (3H, d, J = 6.6 Hz, 5-CH3eq), 1.81 (H, m, 5-Hax), 3.42 (2H, t, 
overlapped dd, J = J’= 11.3 Hz, 4,6-Hax), 3.77 (2H,dd, J = 11.3 Hz, J’= 4.2Hz, 4,6-
Heq), 7.0-7.80 (10H, m) 
13C-NMR (C6D6): δ 13.01 (5-CH3), 29.57 (C5), 67.72 (C4,6), 126.48, 128.08, 128.39, 
128.92 (aromatic carbon atoms) 
 
2,2-Dibenzyl-5-methyl-1,3-dioxane 4 
Solid, m.p.=580C. Yield 76%. C19H22O2, found C 81.40, H 7.63; required C 80.85, H  
7.80% 
1H-NMR (C6D6): δ 0.78 (3H, d, J = 6.9 Hz, 5-CH3eq), 1.88 (H, m, 5-Hax), 2.85 (2H, s, 
CH2ax), 3.08 (2H, s, CH2eq),  3.69 (2H, t, overlapped dd, J = J’=11.7 Hz, 4,6-Hax), 
3.95 (2H,dd, J = 11.7 Hz, J’=4.6 Hz, 4,6-Heq), 7.23 (10H, m) 
13C-NMR (C6D6): δ 13.27 (5-CH3), 28.94 (C5), 38.17 (CH2Phax), 43.22 (CH2Pheq), 
66.01 (C4,6), 100.17 (C2), 126.36, 126.48, 127.86, 128.20, 130.86, 131.41, 137.31, 
137.54 (aromatic carbon atoms) 
 
3- Methyl-1,5-dioxa-spiro[5.5]undecane 5 
Solid, m.p.=660C. Yield 57%. C10H18O2, found C 70.01, H 10.86; required C 70.59, 
H 10.60 % 
1H-NMR (C6D6): δ 0.44 (3H, d, J = 6.8 Hz, 3-CH3eq), 1.30 (2H, m, H9), 1.43 (2H, m, 
H8), 1.59 (2H, m, H10), 1.73 (3H, m, overlapped peaks, H7, H3), 1.78 (2H, m, H11), 
3.25 (2H, t, overlapped dd, J = J’= 11.9 Hz, 2,4-Hax), 3.59 (2H, dd, J = 11.9 Hz, J’ = 
4.8 Hz, 2,4-Heq) 
13C-NMR (C6D6): δ 12.88 (3-CH3), 22.52, 22.64 (C8,10), 25.89 (C9), 29.10 (C7,11), 
29.32 (C3), 64.96 (C2,4), 97.12 (C6) 
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ABSTRACT. The reaction of potassium permanganate with toluene, 
catalyzed by Mn2+, was studied spectrophotometrically. Permanganate ion 
is consumed mainly by two reaction routes: one is the direct oxidation of 
toluene and the other the reduction by the manganous ion. Both pathways 
exhibit a first - order dependence with respect to permanganate ion. Our 
kinetic study includes also the influence of toluene, hydrogen ion and 
manganous ion concentration upon reaction rate. The rate laws for the two 
reaction routes and for the global reaction were established. Several 
possible reaction mechanisms are discussed for C – H bond breaking in 
the case of direct oxidation of toluene by permanganate and for Mn3+ 
generation by reduction of MnO4

- with Mn2+. 
 
Keywords : toluene, potassium permanganate, catalyze, redox reactions, 
kinetics. 

 
 
 
 
 Potassium permanganate is a well-known oxidant for various organic 
compounds, in acidic and basic media. We mention here only a few examples, like 
the oxidation of olefins1, oxalic2 - 4 and formic acid5, 2,6-dinitrophenols6, toluene7, 
substituted toluenes8 and ethylbenzene9. 
 Related to the subject of our paper are the earlier works of Cullis and 
Ladbury7-9. They studied the oxidation of aromatic hydrocarbons with potassium 
permanganate, in a 50% aqueous acetic acid medium, by means of an 
iodometrical method. The main product was the corresponding aldehyde, for 
toluene and substituted toluenes oxidation and acetophenone in the case of 
ethylbenzene oxidation, when a stoichometric ratio of initial concentrations of 
reactants was used. Besides side chain oxidation aromatic ring disruption was also 
observed, especially for the oxidation of xylenes. The results of the kinetic studies 
about the oxidation of aromatic hydrocarbons mentioned above7-9 revealed that, all 
reactions are first-order with respect to MnO4

− concentration. Toluene, 
chlorotoluene and ethylbenzene oxidations are first order with respect to the 
organic compound, while for m- and p-xylene this order was less than one. A clear 
autocatalytic effect of Mn(II), involving the Mn(III) intermediate, could not be 
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proved. It seemed rather that the mechanism of these reactions has two pathways, 
one in which Mn(III) is implied and one independent of this species7-9. The recent 
papers of Gardner and Kuehnert deal with the oxidation of alkylbenzenes in 
aqueous buffer10 and in neat toluene11. They developed a hydride transfer 
mechanism for toluene oxidation in aqueous buffer and a radical mechanism if the 
reaction was performed in organic solvent. Benzyl alcohol12-14 and benzaldehyde15-

17 oxidation with MnO4
− were studied in acid medium while for toluene oxidation no 

recent kinetic are available in this medium. That is why we considered it interesting 
to devote this paper to a more detailed investigation of toluene oxidation by 
potassium permanganate in perchloric acid medium. 
 
EXPERIMENTAL  
 
 The chemicals used in this study were of reagent grade purity and were 
acquired from commercial sources ( Reactivul Bucuresti and Merck ). 
 Kinetic measurements were performed by means of a Zeiss Spekol 
spectrophotometer, provided with a temperature jacket surrounding the cell holder. 
The jacket was connected to a Wobser U-10 recirculatory water bath. Reaction 
mixtures were prepared directly into the spectrophotometer glass cell, of 5-cm path 
length. The reaction was started by adding a measured amount of KMnO4 stock 
solution over the mixture of toluene, HClO4, MnSO4, NaClO4 in twice distilled water. 
Absorbance was measured at 520 nm, where KMnO4 UV/VIS spectrum exhibits a 
maximum. 
 
RESULTS AND DISCUSSIONS  
 
 Kinetic runs were performed in the presence of toluene and Mn(II) excess. 
Absorbance readings were processed according to the integrated form of a first-
order rate law: 

    ln(A - A∞) = ln(A0 - A∞) - kobsd·t    (1) 
where: A0, A∞ and A are the measured values of absorbance at the beginning, 
the end and at different time moments of the reaction ; 
  kobsd is the observed first-order rate constant. 
Semilogarithimic plots ln(A - A∞) versus t, at several excess concentrations of 
toluene were linear (Fig.1) up to 90 % of completion, so that it is obvious that 
reaction order with respect to MnO4

− is one. If the reaction was approaching its end 
a slight downward curvature was noticed.  

Observed rate constants were determined from the slopes of linear plots, of 
eq. (1), using a least square method. Two to four replicate kinetic runs were carried 
out for each set of conditions.  
It is considered that the depletion of MnO4

−, in the presence of Mn2+, occurs by two 
pathways: 
 Pathway 1, which means the direct oxidation of toluene by permanganate; 
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Fig.1 First order semilogarithmic plots at several excess concentrations of toluene; 

[MnO4
−] = 7·10-5; [HClO4] = 1.4; [MnSO4] = 10-2 mol·dm-3 and µ = 1.5 mol·dm-3 at 450C. 

 
 Pathway 2, which is the autocatalytic, first order reduction of MnO4

− by the 
manganous ion. 
 Our results, summarized in Table 1, revealed that enlarged concentrations 
of toluene lead to increased values of first-order rate constants according to: 
 

kobsd = (2.4±0.5) ⋅10-4  + (0.34±0.04)·[Toluene]0 at 450C   (2) 
 

where the term of zero-order with respect to toluene represents the consumption of 
MnO4

− due to the reaction: 
   MnO4

− + 4Mn2+ + 8H+ → 5Mn3+ + 4H2O   (3) 
The rate constant determined in the absence of toluene, k0 = 3.9±0.2 s-1at [H+] = 
1.4, µ = 1.5 mol·dm-3 and 450C, is a close value to the intercept of eq.(3). 
 

Table 1. 
The dependence of first-order rate constants for toluene oxidation on the excess 

concentration of toluene; [MnO4
−] = 7·10-5; [HClO4] = 1.4; [MnSO4] = 10-2 mol·dm-3 and 

µ = 1.5 mol·dm-3 at 450C. 
103·[Toluene]0  

(mol·dm-3) 
1.0 1.2 1.4 1.6 1.8 

104·k obsd (s
-1) 5.8±0.6 6.5±0.3 7.2±0.2 7.9±0.3 8.6±0.2 

104
·

∗k obsd (s
-1) 3.4±0.4 4.1±0.3 4.8±0.3 5.5±0.2 6.4±0.3 
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The values of first – order rate constants corrected for reduction of 
permanganate by manganous ion, k*obsd = kobsd – 2.4·10-4, exhibited a first – order 
influence with respect to toluene concentration: 

k*obsd = (1.5±0.5)·10-6 + (0.34±0.04)[Toluene]0   at 450C   (4) 
k*obsd ≈ (0.34±0.04)[Toluene]0 

 
The influence exerted by hydrogen ion concentration was investigated in the 

limits of 1 to 1.5 mol·dm-3 at constant toluene and Mn(II) concentration. The results 
presented in Table 2  prove a linear dependence of the rate constant on the [H+], of 
the form: 
 

kobsd = (2.7±0.8) ⋅10-4 + (2.7±0.2)⋅10-4·[H+]  at 450C   (5) 
 

A similar correction procedure, as for the influence of organic substrate, was used 
also in this case: k*obsd = kobsd – k0 
where k0 are the rate constants of pathway 2 obtained from kinetic runs in the 
absence of toluene (Table 2) 
 

k0 = (2.7±1.1)·10-5+(1.7±0.1)·10-4·[H+]   at 450C   (6) 
k*obsd = (2.4±0.1)·10-4+(9.34±0.6)·10-5·[H+]  at 450C   (7) 

 
This relationship is valid in strong acid media. At low acid concentration it is to 
expect a downward curvature of the kobsd = f(t) dependence, tending to a constant 
value, like that obtained by Cullis and Ladbury7, because KMnO4 keeps it oxidizing 
effect upon organic substrates also in low acidic, neutral media and alkaline media. 
 

Table 2. 
The dependence of first-order rate constants for toluene oxidation on [H+]; 

[Toluene]0=1.2·10-3; [MnO4
−] = 7·10-5; [MnSO4] = 10-2 mol·dm-3 and  

µ = 1.5 mol·dm-3 at 450C. 
[H+] (mol·dm-3) 1 1.1 1.2 1.3 1.4 1.5 

104·k obsd (s
-1) 5.4±0.1 5.7±0.1 6.0±0.2 6.2±0.2 6.5±0.1 6.8±0.1 

104· 0k  (s-1) 2.0±0.1 2.2±0.2 2.4±0.1 2.5±0.2 2.7±0.1 2.9±0.2 

104· ∗
obsdk  (s-1) 3.4±0.1 3.6±0.1 3.8±0.2 3.8±0.2 3.4±0.1 3.9±0.2 

 
 Because several autocatalytic oxidations of organic compounds by KMnO4 
are mentioned in literature2-6, we have studied the influence of Mn(II) upon the 
reaction rate. But, as it can be seen ( Fig.2) no sigmoid curve was obtained for the 
change of absorbance with time, in the absence of Mn(II). Although we couldn’t 
identify any autocatalytic effect, the reaction evolves much faster in the presence of 
Mn(II), proving the catalytic influence of manganous ion. A similar situation has 
been observed by other authors7-9 in the case of toluene, xylenes, chlorotoluene 
and ethylbenzene. 
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 The first-order rate constant exhibits a second - order dependence on 
manganous ion concentration, with a small intercept: 

kobsd = (3.2±0.3)·10-4 + (3.08±0.13)⋅[Mn(II)]2  at 450C  (8) 
 

where the first term corresponds to the rate constant of toluene oxidation in the 
absence of Mn(II). 
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Fig. 2 The variation of absorbance with time in the absence and in the presence of 

Mn(II) catalysator; [Toluene]0=1.2·10-3; [MnO4
−] = 7·10-5; [HClO4] = 1.4 mol·dm-3 and µ 

= 1.5 mol·dm-3 at 450C. 
 
 A similar dependence is obtained by processing data from kinetic runs in the 
absence of toluene: 
 

k0 = (6.65±0.06)·10-5 + (3.23±0.11)·[Mn2+]2  450C    (9) 
 
where the intercept represents the rate constant for solvent oxidation by 
permanganate ion. The manganous ion influences only the second pathway, this is 
why the dependence of the rate constants eq. (6) and (7) exhibits approximately 
the same slope. 
 

Table 3. 
The dependence of first-order rate constants for toluene oxidation on [Mn2+]; 

[Toluene]0=1.2·10-3; [MnO4
−] = 7·10-5; [H+] = 1.4  and µ = 1.5 mol·dm-3 at 450C. 

102·[Mn2+] (mol·dm-3) 0.5 1 1.5 2 

104·k obsd (s
-1) 3.5±0.7 6.4±0.1 10.4±0.1 15.5±0.4 

104· 0k  (s-1) 1.4±0.1 3.9±0.2 7.9±0.1 13.6±0.2 

 
The rate law represents the sum of the rates for the two pathways: 
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 ]][MnO)[H[Toluen]][Mn(II)(k
dt

]d[MnO
r 40

2
0

4 −+
−

⋅+⋅=−= k   (10) 

 
CONCLUSIONS 
 
 The oxidation of toluene by Mn(VII) yields benzaldehyde and benzoic acid, 
for reactions performed in aqueous acetic acid7, aqueous buffer10 and in neat 
toluene11. 
 Therefore it is reasonable to consider the formation of same products if the 
reaction takes place in aqueous HClO4 solution. 
 Many kinetic studies underline the large isotopic effect observed for the 
oxidation of organic compounds, like toluene, benzyl alcohol, tolylvaleric acids and 
for substituted mandelate ions10, 13, 18, 19, 20 with permanganate. Such a behavior 
indicates the C – H bond cleavage is the rate determining step. The oxidation of 
the C – H bond by KMnO4  may proceed by: 
A. proton transfer abstraction11,12; B. hydrogen atom abstraction20; C. hydride 
abstraction10; D. a [2 + 2] addition of a reactive C – H bond18, 19 to an Mn = O bond; 
D. formation of a manganese ester17, 21. 
Literature information, together with the experimental rate law, eq. (10) are to be 
accommodate by the reaction mechanism. In our opinion these requests are 
satisfied by three of the above mentioned reaction mechanisms, considering that 
oxidation proceeds by permanganate ion (pathway 1). 
� A [2+2] addition of a C – H bond to the Mn = O bond, continued by homolytic or 

heterolytic bond cleavage in the rate determining step and subsequent reaction 
of the intermediate with the solvent. 
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 A free radical intermediate was excluded because experiments undertaken 
with toluene and benzylic alcohol in aqueous medium ruled out this possibility10, 13. 
The resulting rate law will depend on permanganate, reductant and hydrogen ion 
concentration according to: 

r = k2K1K[ArCH3][MnO4
−][H+]        (15) 

4

M nO4
--+ H +

H2O C H O M nO3H

HM nO4

H H

Ar

++

K

ArCH3 +HM nO + H2O fast, K

++

Ar

HH

M nO3HOHCH2O

+

C

H
H

Ar

H2O
+ H2M nO4

- slow, k

H2O

Ar

H

C

+
H

ArCH2OH + H+

1

(16)

(17)

(18)

(19)fast

 

Hydride abstraction which in this case occurs similar to a SN2 mechanism: 
With the rate law: 

   r = kKK1[ArCH3][H
+][H2O][MnO4

–]    (20) 

Although the association constant for HMnO4 is very low17 (K = 2.99·10-3) there are 
cases for which a greater reactivity of HMnO4 compared to MnO4

- is mentioned22, 23 

� The formation of an ester between permanganate ion and toluene, followed by 
the acid catalyzed hydrolysis of the ester. 
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fast, K*1      (21)

fast, K*2    (22)

slow, k3      (23)

 

This mechanism will lead to a rate law similar to that deduced above: 

r1 = k3K
*
1K

*
2[ArCH3][MnO4

−][H+][H2O]       (24) 

 All these three mechanisms lead to a rate law of first order with respect to 
MnO4

−, H+ and toluene, similar to that obtained by us for the first pathway. 
In high acidic medium several redox and dismutation reactions between 
manganese species might occur, which explains why no MnO2 formation was 
observed: 

  5H2MnO4 + 8H+ →  4MnO4
− + Mn2+ + 4H2O   (25) 

  2H3MnO4 + 4H+ →  H2MnO4 + MnO2+ 2H2O   (26) 

   MnO2 + 4 Mn2+ + 4H+ →  2Mn3+ + 2H2O   (27) 
 Hydrogen ion abstraction will be the rate determining step24, 25. 26-28, when 
Mn3+ is the oxidizing species (pathway 2), followed by other reactions of the formed 
intermediate: 

ArCH3 + Mn3+ →k  ArCH2
• + H+ + Mn2+  slow   (28) 

ArCH2
• + Mn3+ →  ArCH2

+ + Mn2+    fast   (29) 

ArCH2
+ + H2O →  ArCH2OH + H+    fast   (30) 

 
 Recent literature on this subject, suggests for the generation of the Mn3+ 
intermediate, the formation of a monomeric and a dimeric Mn2+ complex (I), with a 
bridging ligand4, or the formation of a dinuclear complex between MnO4

- and Mn2+ 
with oxo bridge22, followed by the reduction of the complex by Mn2+ to Mn3+. Our 
reaction mixtures contained only ClO4

− and SO4
2− anions, which are weak in 
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complexing Mn2+, that is why we considered the formation of the MnO4
− - Mn2+ 

complex: 
    Mn2+ + MnO4

–  I  Kc   (31) 

   I + Mn2+ → 2Mn3+ + H2O  k0   (32) 
 
 The influence of hydrogen ion may be explained in two ways: if it is 
considered that the permanganic acid forms the binuclear complex with Mn2+, or if 
it is considered that the hydrogen ion is involved in reduction of the complex. The 
formation of Mn3+ was considered as the rate-determining step, and the deduced 
rate law came to the form: 

r2 = k0[MnO4
−][Mn2+]2[H+]         (33) 

 Although the rate law is quite similar to our experimental rate law eq.(10), we 
will continue the experimental investigations to come to a better understanding of 
the overall mechanism. 
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ABSTRACT. Formulas for calculating connectivity-based indices 
Randi≡-type index calculated on vertices, χ, and on edges, ε, 
Zagreb index, M2, and Bertz index, B in regular homogeneous 
dendrimers are established. Values of the above topological 
indices for families of dendrimers, with up to 10 orbits, are 
calculated. Mutual intercorrelation of these indices, in the 
considered dendrimers, is evaluated. 

 
 
 

INTRODUCTION 
Dendrimers are hyperbranched molecules, synthesised basically by  two 

procedures: (i) by "divergent growth", [1-3]  when  branched blocks are added 
around a central core, thus obtaining a new, larger orbit or  generation and (ii) or 
by “convergent growth” [4-7] when large branched blocks , previously built up 
starting from the periphery, are attached to the core. These structures show 
spherical shape, which can be functionalized [8-11] , thus modifying  their physico-
chemical or biological properties. Reviews in the field are available. [12-14] 
 Some particular definitions in dendrimers  are needed : 

Vertices in a dendrimer, except the external endpoints, are considered as 
branching points. The number of edges incident in a branching point is called 
degree, δ .  

A regular dendrimer has  all the branching points with the same degree, 
otherwise it is irregular [15-17]. 
 A dendrimer is called homogeneous  if all its radial chains (i.e., the chains 
starting from the core and ending in an external point ) have the same length [12]. 
In graph theory, they correspond to the Bethe lattices [18] . 
 A tree has either a monocenter or a dicenter [19] (i.e. two points joined by 
an edge ). Accordingly, a dendrimers is called monocentric and dicentric, 
respectively. Examples are given in the Figure. The numbering of orbits 
(generations [12]) starts with zero for the core and ends with r, which is the radius 
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of the dendrimer (i.e., the number of edges along a radial chain, starting from the 
core and ending to an external node). 
 

 
Figure. Monocentric and dicentric regular dendrimers 

 
 

ATOM (VERTEX) CONNECTIVITY INDEX 

The atom (vertex) connectivity index was introduced by Randi≡ [20] as a 
measurement of the molecular branching in alkanes. It was subsequently extended 
by Kier and Hall to account for heteroatoms differentiation and it was renamed as 
molecular connectivity index [21]. The Randic original index is calculated from the 
following expression 
 

χχχχ δδδδ δδδδ==== −−−−

====
∑∑∑∑ ( ) .

i j t
t

m
0 5

1

       (1) 

 
where the summation is carried out over all pairs of adjacent vertices, that is over 
all edges m, in the molecular graph. The index was later extended by Altenburg to 
include exponents other than −05.  in the expression (1). The generalized vertex 
connectivity index is then calculated as  

 

χχχχ δδδδ δδδδ====
====
∑∑∑∑ ( )i j t

g

t

m

1

         (2) 

 
Several exponents have been investigated by Altenburg, Randic and very 

recently a mathematical justification of the necessity of use exponent different to -
0.5 to avoid “accidental” degeneration of isomers was pointed out. 

 
In order to calculate the vertex connectivity index for regular dendrimers we 

need to introduce some mathematical results that will be given below. 
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Let G be a regular dendrimer graph, then if G is a monocentric tree, the 
number of vertices in the sth orbit or generation n(s) is given by: 
 

1s)1δ(δ)s(n −−−−−−−−====      ;    s ≠≠≠≠ 0                   (3) 
 
In case that the dendrimer be dicentric n(s) is obtained as follows: 

 
s)1δ(2)s(n −−−−====        ;   s ≠≠≠≠ 0        (4)  

 
A general expression to calculate the number of vertices in the sth orbit of a 

regular dendrimer can be obtained from the combination of expressions (3) and (4): 
 

1s)1δ()kδ()1k()s(n −−−−−−−−⋅⋅⋅⋅−−−−⋅⋅⋅⋅++++====        ;        s ≠≠≠≠ 0     (5) 
 
where k = 0 for monocentric dendrimers and k = 1 for dicentric ones. 

The total number of vertices, N ,  in the dendrimer can be obtained as 
follows: 

N k n s
s

r

==== ++++ ++++
====
∑∑∑∑( ) ( )1

1

       (6)  

where r is the number of orbits in the dendrimer. By combining (5) and (6) we 
obtain the following expression for the total number of vertices in G: 
 

 ∑∑∑∑
====

−−−−−−−−−−−−++++++++++++====
r

1s

1s)1δ)(kδ(1()1k(N     (7) 

and developing the geometrical progression given in (7) we have: 
 










−−−−
−−−−++++−−−−−−−−++++====

2δ

2k)kδ()1δ(
)1k(N

k

     (8) 

 
In order to calculate the Randic χ index we can consider it as a combination 

of two χ indices, one of them χii  calculated from contributions coming from internal 
vertices in the dendrimer, i.e., those different from the end points, and the other 

ieχ  calculated from the end points contributions 

ieii χχχ +=         (9) 

 
The χii  index is calculated as: 
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g2
i

m

1t

g
iiii δm)δδ(χ

i

⋅⋅⋅⋅======== ∑∑∑∑
====

      (10) 

 
where mi is the number of internal vertices, i.e. those inside the r-1 orbit,  having 
degree δ. The number of internal vertices mi  is obtained from the total number of 
vertices and the number of end points in G: 
 

m N n ri ==== −−−− −−−−( ) 1        (11) 

 
where n(r) is the number of vertices in the rth orbit, that is the number of end 
points. This number can be obtained from expression (5) to give: 
 

1)1δ(δ)1k(Nm 1krk1
i −−−−−−−−⋅⋅⋅⋅⋅⋅⋅⋅++++−−−−==== −−−−++++−−−−      (12) 

 
and the internal vertex connectivity index is obtained as follows: 
 

)1kg2()1kr(g2
ii δ)1δ)(1k(δ)1N(χ

++++−−−−−−−−++++−−−−++++−−−−−−−−====    (13)   

 

Following a similar procedure for ieχ  we obtain: 

 

)kg()kr(
ie ))(k( 1111 +−−+−+= δδχ     (14) 

and 

)δ1(δ)1δ)(1k()1N(δχ
g)1kg()1kr(g2 −−−−−−−−++++++++−−−−==== ++++−−−−−−−−++++    (15) 

 
When, as in the original definition of Randic, g = -1/2 , we have: 
 

k

)1kr(

2/1
δ

)1δ)(1δ)(1k(
δ

1N
χ

−−−−++++

−−−−
−−−−−−−−++++++++

−−−−====    (16) 

 
If we consider the case in which all the end points of a regular dendrimer are 

heteroatoms, i.e., atoms different from carbon and hydrogen, it is necessary to 
calculate a valence molecular connectivity index as defined by Kier and Hall [21]. 
This index will be obtained as follows: 

 

[[[[ ]]]]
k

5.05.0v)1kr(
V

2/1
δ

1δ)δ()1δ)(1k(
δ

1N
χ

−−−−−−−−++++++++
−−−−====

−−−−−−−−++++

−−−−     (17) 
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where V
δ  is the valence degree for the heteroatom in the end point and δ  is the 

degree of internal vertices in the dendrimer. 
 BOND (EDGE) ADJACENCY INDEX 

The bond (edge) connectivity ε index [22] was introduced by Estrada as a 
measurement of molecular volume in alkanes. It was subsequently extended to 
molecules containing heteroatoms [23] and to account for spatial (3D) features [24] 
of organic molecules. The ε index is calculated by using the Randic graph 
theoretical invariant in which the vertex degrees is substituted by edge degrees. 
Mathematically, the index is obtained as follows 

εεεε δδδδ δδδδ====
====
∑∑∑∑ ( )e ei j l

g

l

S

1

       (18) 

 
where δei  is the degree of edge i, S is the number of pairs of adjacent edges in the 
graph and g is an exponent which generally takes the value of -0.5. It has been 
pointed out elsewhere that the edge degree can be expressed in terms of vertex 
degrees through the following expression: 
 
δδδδ δδδδ δδδδe p i j==== ++++ −−−− 2        (19) 

 
in which δi  and δ j  are the degrees of vertices i and j incident to the edge pe . 

In regular dendrimers we can consider the ε index as the sum of three index 
accounting for contributions coming from pairs internal-internal adjacent edges εii , 
pairs of internal-external  adjacent edges εie , and pairs of external-external adjacent 

edges eeε . One edge will be called internal if it is inside the (r-2)th orbit or generation 

and external if it is outside this orbit, that is if it is incident to an external vertex (end 
point). It is straightforward to realize that the internal edges of the regular dendrimer 
have the same degree, 22 −= δδ ie , and the external ones have degree 

1−= δδ ee .  Now, the expression for edge connectivity index can be written as: 

 

eeieii εεεε ++=       (20) 

 
The iiε  index can be calculated by adapting the expression (18) to consider 

internal edges only: 
 

g2
ii

S

1l

g2
kiii )2δ2(S)eδ(ε

ii

−−−−======== ∑∑∑∑
====

     (21) 
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where Sii  is the number of pairs of internal-internal edges, which can be obtained 
as follows: 

)2r(N
2

δ
Sii −−−−







====    r ≥≥≥≥ 2     (22) 

 
where N r( )−−−− 2  is the total number of vertices inside the (r-2)th orbit (including it): 
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δ2
)1δ()1δ(
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2

)1δ(δ
S

2krk
k1

ii ; r ≥≥≥≥ 2  (23) 

 
The internal edge connectivity index is then calculated as follows: 
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2krk

k11g2
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The internal-external edge connectivity index εie  can be calculated from the 

expression (18) by considering the number of pairs of internal-external adjacent 
edges Sie in the dendrimer: 
 

[[[[ ]]]]g
ieie )2δ2)(1δ(Sε −−−−−−−−====       (25) 

(((( ))))[[[[ ]]]]2krk1
ie )1δ(δ1k)1δ(S −−−−++++−−−− −−−−++++−−−−==== ;  2≥r    (26) 

 
The εie  index is then obtained from the following expression: 

 
1krgk1g

ie )1δ(δ)2δ2)(1k(ε
−−−−++++++++−−−− −−−−−−−−++++==== ; r ≥≥≥≥ 2    (27) 

 
In order to calculate the external-external edge connectivity index εee we use 

the number of pairs of external-external adjacent edges See, which is calculated as: 
 

[[[[ ]]]]2krk1
ee )1δ(δ)1k(

2

1δ
S −−−−++++−−−− −−−−++++







 −−−−
====   ; r ≥≥≥≥ 2    (28) 

The εεεε ee  index is calculated as follows 
 

g2
eeee )1δ(Sε −−−−====        (29) 
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k11krg2
ee δ)1k()1δ(

2
2δ

ε −−−−−−−−++++++++ ++++−−−−
−−−−====   2≥r    (30) 

The edge connectivity index of regular dendrimers can be obtained by 
combining expressions (24), (27) and (30) in expression (20). 
 

OTHER VERTEX CONNECTIVITY INDICES 
 

As the equations for calculating the Rand≡ vertex index were established, it 
is easily to derive formulas for other two indices based on the connectivity in graph: 
 

Zagreb Group index, M2 [25] 
 

δnδ)1nN(M r
2

r2 ++++−−−−−−−−====       (31) 

)]2δ()1δ)(3k(kδ)1δ(4[
)2δ(

δ
M r2)1r(

2 −−−−−−−−−−−−++++−−−−−−−−
−−−−

==== ++++   (32) 

 
Bertz index, B [26] 



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


−−−−====
2

δ
)nN(B r        (33) 

2
δ)1δ(

)1δ)(k1δ)(k2(k)1δ(
)2δ(

)1)1δ(2
B ][ )1r(r

)1r( −−−−−−−−++++−−−−−−−−−−−−−−−−−−−−
−−−−

−−−−−−−−==== −−−−
++++

 (34) 

 
Bertz index equals the number of  connected pairs of edges in a regular 

dendrimer.  Values of the above discussed indices are listed in Tables 1 and 2, for 
dendrimers having δ = 3 and 4 and generations up to ten. 
 

Table 1. 

Vertex and Edge Connectivity Indices for Regular Dendrimers 
Having δ = 3 and 4, and generations up to 10 Orbits 

 N χ−1 2/  ε−1 2/  N χ−1 2/  ε−1 2/  
r  k = 0   k = 1  
                        δ = 3  
1 4 1.732 1.500 6 2.643 2.414 
2 10 4.464 4.371 14 6.285 6.328 
3 22 9.928 10.243 30 13.571 14.157 
4 46 20.856 21.985 62 28.142 29.814 
5 94 42.713 45.471 126 57.284 61.127 
6 190 86.426 92.441 254 115.568 123.755 
7 382 173.851 186.382 510 232.135 249.010 
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8 766 348.703 374.265 1022 465.270 499.519 
9 1534 698.405 750.029 2046 931.540 1000.539 
10 3070 1397.810 1501.558 4094 1864.080 2002.577 
      δ = 4 
1 5 2 2.000 8 3.25 3.414 
2 17 7 7.828 26 10.75 12.243 
3 53 22 25.485 80 33.25 38.728 
4 161 67 78.456 242 100.75 118.184 
5 485 202 235.368 728 303.25 356.551 
6 1457 607 714.103 2186 910.75 1071.654 
7 4373 1822 2144.308 6560 2733.25 3216.962 
8 13120 5467 6434.923 19680 8200.75 9652.885 
9 39370 16400 19306.770 59050 24603.25 28960.655 
10 118100 49210 57922.310 177100 73810.75 86883.966 

 

Table 2. 

Bertz and Zagreb Group Indices for Regular Dendrimers 
Having δ = 3 and 4, and generations up to 10 Orbits. 

 N B M2 N B M2 
r  k = 0   k = 1  
     δ = 3  
1 4 3 9 6 6 21 
2 10 12 45 14 18 69 
3 22 30 117 30 42 165 
4 46 66 261 62 90 357 
5 94 138 549 126 186 741 
6 190 282 1125 254 378 1509 
7 382 570 2277 510 762 3045 
8 766 1146 4581 1022 1530 6117 
9 1534 2298 9189 2046 3066 12261 
10 3070 4602 18405 4094 6138 24549 
δ = 4  
1 5 6 16 8 12 40 
2 17 30 112 26 48 184 
3 53 102 400 80 156 616 
4 161 318 1264 242 480 1912 
5 485 966 3856 728 1452 5800 
6 1457 2910 11632 2186 4368 17464 
7 4373 8742 34960 6560 13116 52456 
8 13120 26238 104944 19680 39360 157432 
9 39370 78726 314896 59050 118092 472360 
10 118100 236190 944752 177100 354288 1417144 
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 Connectivity-type indices are highly intercorelated (correlating coefficient, 
r> 0.9999) in the set of homogeneous dendrimers with the degree 3 and 4 and 
generation up to ten.  
 The same correlation is shown vs. the number of vertices (i.e., the number 
of carbon atoms) in the dendrimer. It suggests that the connectivity-based indices 
are quite “amorphous” descriptors. 
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ABSTRACT.  The novel Cluj and Szeged property indices are used 
for modeling biological and physico-chemical properties of a set of 
pirazolidin-diones (synthesised in our laboratory). These indices take 
into account the chemical nature of atoms  (mass, electronegativity 
and partial charge), various kinds of interactions between the 
fragments of molecules as generated by Cluj and Szeged criteria and 
the 3D geometry of molecular structures as well. They offer good 
description for the antimicrobial and antifungal activity, surface 
tension ε and TLC Rf index of the compounds belonging to this class 
and some insight in the nature of intra- and intermolecular 
interactions governing the investigated molecular properties. 

 
 
 
 
 
INTRODUCTION 
 A recent trend in structure-activity relationship (QSAR) and structure - 
property relationship (QSPR) is the use of topological and geometric parameters in 
evaluating and predicting the biological and physico-chemical properties of organic 
molecules. Topological indices (TIs) are single number descriptors of molecular 
topology and encode information regarding the size, shape, branching or centricity 
of molecular graphs. Geometric descriptors, such as the Euclidean distance 
between chemical substructures, total surface area and volume will complement 
the information supplied by TIs.1-3 

 Several molecular properties, of which numerical value vary with changes 
in the molecular structure, such as the normal boiling point, critical temperature 
and pressure, viscosity, solubility, retention chromatographic index, are often used 
for characterizing chemicals in databases. It happens that a certain property is not 
available in tables or other reference sources, or it is dangereus to determine (e.g. 
because the substance is too toxic or explosive). Some novel compounds, with an 
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assumed structure, are rather instable in given experimental conditions, or simply, 
a compound is not available. In such cases, methods of evaluating physico-
chemical properties from the structural features of organic molecules are 
welcome.2-6 

 Another interesting field of research in biochemistry and pharmacology is 
the rationalization of the action of classes of chemicals with specialized modes of 
action. Specificity in enzymology, imunology and toxicity arises out of specific 
structural features which lead to particular types of interaction, within the complex 
effector-receptor. Topological and geometric descriptors were used in many QSAR 
studies in the above domain.7,8 

 The present paper reports an attempt to model the biological (antibiotic 
and antimycotic) and physico-chemical (chromatographic retention) properties of a 
group of 15 pirazolidin-3,5-diones (synthetised in our laboratoties) by Cluj and 
Szeged property indices.  
 

CLUJ AND SZEGED THEORETICAL DESCRIPTORS 
 
 The graph-theoretical descriptors9-14 CJ, CF and SZ represent the 
theoretical ground for counting the fragmental property indices. They are derived 
from the cardinality of the vertex sets defined by: 
 
CJ i,j,p = {v |v∈∈∈∈V(G);  di (G)v,i < di (G)v,j;  and  ∃∃∃∃ w∈∈∈∈Wv,i, V(w )∩∩∩∩V(p )  = {i}}  (1) 
CFi,j,p  = {v  |v ∈∈∈∈V(G);  di (Gp ) v , i  < di (Gp ) v , j  ;  Gp  = G – p   (2) 
SZi,j   = {v  |v ∈∈∈∈V(G);  di (G ) v , i  < di (G ) v , j      (3)  
 
 In the above relations, Gp  = G - p is the spanning subgraph, resulted by 
deleting the path p joining the vertices i and j (except its endpoints), di (G) and 
di (Gp ) denote the topological distances measured in G and Gp , respectively. 
 The sets CJi,j,p and CFi,j,p represent subgraphs (connected or not) in G, 
referred to the endpoint  i and related to j and path p.  
 In defining Cluj indices, the path p plays the central role in selecting the 
subgraphs (eqs 1 and 2), particularly in cycle-containing graphs, where more than one 
path could join the pair (i,j).  In such graphs, more than one subgraph (i.e. fragment), 
referred to i, can be counted. By this reason, the nondiagonal entries [UM]ij in Cluj 
matrices are defined as the maximum cardinality of the sets supplied by eq 1 or 2 
 

p,j,i
p

VUM
ij

max====][        (4) 

 
where p,j,iV  is either CJ i,j,p  or CFi,j,p  and consists of  vertices, v, lying closer to 

the vertex i than to the vertex  j. When p ∈∈∈∈Di(G), (i.e. the set of all topological 
distances, or geodesics in G) then M = CJDi (Cluj-Distance) or CFDi (Cluj-
Fragmental-Distance). When  p ∈∈∈∈De(G), (i.e. the set of all topological detours, or 
the longest distances in G) M = CJDe (Cluj-Detour) or CFDe (Cluj-Fragmental-
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Detour). The diagonal entries are zero. The Cluj matrices are square arrays, of 
dimension NxN, usually unsymmetric (excepting some symmetric regular graphs).  

Figure 1 illustrates the construction of CJDe matrix. 

3

1

4

2

5

6
7 8

4

8
 

Cluj Detour Sets CJDei,j,p ; pair (3, 4): 
( 3, 4 )  [  3,  6,  7,  5,  2,  1,  4 ]{  3 }    ( 4, 3 )  [  4,  1,  2,  5,  7,  6,  3 ]{  4,  8 } 

 
Cluj-Detour Matrix UCJDe 

0     1     1     1     1     1     2     1     8 
2     0     2     2     2     2     2     3    15 
2     1     0     1     1     1     1     1     8 
1     1     2     0     2     2     1     1    10 
1     1     1     1     0     1     1     1     7 
1     1     1     1     1     0     1     2     8 
3     2     2     2     2     2     0     2    15 
1     2     1     1     1     1     1     0      8 
11    9  10     9    10    10    9    11   79 

IP2(CJDe) = 56 

IE2(CJDe) = 15 

Figure 1.  Construction of Cluj Detour matrix, UCJDe 
 
 
 The entries in the unsymmetric Szeged distance matrix, USZDi, are 
supplied by the cardinality of the sets in eq 3. Note that in defining the Szeged 
fragments, the path joining the vertices i and j is irrelevant. Thus, for each pair (i,j) 
it results one and only one fragment.  
 When the distance criterion di (G ) v , i  < di (G ) v , j  (eq 3) is changed by the 
detour criterion de(G)v,i < de(G)v,j, the cardinality of the sets thus supplied 
represent entries in the unsymmetric Szeged detour matrix, USZDe.  
 The above definitions hold for any connected graph. 
 The unsymmetric matrices can be symmetrized, e.g., by the Hadamard 
product with their transposes 
 
SMp = UM • (UM)T       (5) 

SMe = SMp • A        (6) 
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 The symbol • indicates the Hadamard (pairwise) matrix product (i.e. [Ma • Mb]ij 
= [Ma]ij [Mb]ij ). In eq 6, the Hadamard product between the path-defined matrix SMp 

and the adjacency matrix A (i.e. the matrix having the non-diagonal entries unity for 
two adjacent vertices and zero otherwise) provides the corresponding edge-
defined matrix, SMe, which is a weighted adjacency matrix. For the symmetric 
matrices, the letter S is usually missing. 
 In trees, CJDi , CJDe, CFDi  and CFDe, are identical, due to the 
uniqueness of the path joining a pair of vertices (i,j). 
 The above matrices allow the calculation of indices by relations given for 
the fragmental property indices. 
 

FRAGMENTAL PROPERTY INDICES 
 
Model Parameters 
 In physical phenomena, the macroscopic interactions are often interactions 
of field-type. The field is produced by a scalar function of potential. Let f(x, y, z) be 
such a scalar function. The field induced by this function can be written as: 
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 For the potential of type  
f(x, y, z) = pz        (8) 
the associated field can be derived as 

pkpkpji

k
z

)pz(
j

y

)pz(
i

x

)pz(
k

z

f
j

y

f
i

x

f
f

rrrrr

rrrrrrr

==++=

=
∂

∂+
∂

∂+
∂

∂=
∂
∂+

∂
∂+

∂
∂=⋅∇

00
 (9) 

This is the case of the well-known uniform gravitational field: 

 gmG
rr

=        (10) 
with the corresponding potential given by  
 mgz)z(EE pp ==       (11) 

where m is the mass of the probe and z is the reference coordinate. 
 Note that eq 9 is applicable both to the Newtonian (gravitational) 
interactions and the Coulombian (electrostatic) interactions. In both cases the 
relation is valid if the mass m (or the charge q) that generates the potential f and 

associated field f⋅∇
r

  is far enough (r >> z) so that the approximation  (r + z)2/r2 = 
(r2 + 2rz + z2)/r2 = 1 + 2z/r + (z/r)2 ≅ 1 is valid. 
 For the potential of type: 
 f(x, y, z) = p/z        (12) 
eq 7 leads to the associated field: 
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 This is the case of well-known (non-uniform) gravitational field: 

 r
r

m
k)r,m(GG

rvr

3−==      (14) 

and the associated potential of the form: 

 
r

m
k)r,m(UU ==       (15) 

where m is the mass of the probe and r is the position relative to the location of the 
point producing the field. 
 For the Coulombian field eq 13 becomes: 

 r
r

q
krFF CC

rrr

3)( −==       (16) 

and the potential associated to the Coulombian field: 

 
r

q
k)r,q(UU ==       (17) 

 Four models were implemented in the view of building the fragmental 
property indices: two of them topological (dense topological and rare topological) 
and two others geometric (dense geometric and rare geometric). In these models a 
weak dependence on distance for the potential of the type (8) generating a uniform 
field (9), and a strong dependence on distance for the potential of the type (12) that 
generates a non-uniform field (13) were considered. 
 The variables in the models are:  property Φ (mass M, electronegativity E, 
cardinality C, partial charge or any other atomic property P), property descriptor Ω 
(p, d, pd, 1/p, 1/d, p/d, p/d2, p2/d2) and superposition Ψ (S, P, A, G, H). 
The expressions for the property descriptors are: 

Ω:p p= ;d d= ;pd dp ⋅= ; 1/p
p

1= ; 1/d
d

1= ; p/d
d

p= ; p/d2 2d

p= ; p2/d2
2

2

d

p= (18) 

where p is any property (p ∈ Φ) and d is any metric of distance. 
 The (mathematical) superposition Ψ , given by 

Ψ:  S ∑
=

=
n

i
ix

1

; P ∏
=

=
n

i
ix

1

; A n/S= ; G ( ) nn )P(abs⋅= sgn(P) ; H

1

1

1
−

=








= ∑

n

i ix
(19) 

is applied upon a string of vertex descriptors to give a fragment descriptor. The 
used symbols are: S = sum; P = product; A = arithmetic mean; G = geometric 
mean and  H = harmonic sum. The summation is suitable in case of any additive 
property (mass, volume, partial charges, electric capacities, etc.). The other 
operators find appropriate justification. 
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MODEL DESCRIPTION 
 
 Let (i,j) be a pair of vertices and Fri,j any fragment referred to i and related to j. 
 
Dense Topological Model 
 Let v be a vertex in the fragment Fri,j. The property descriptor applies to the 
vertex property pv and topological distance dTv,j. The fragmental property descriptor 
PD, resulting by the vertex descriptor superposition, gives the interaction of all the 
points belonging to the fragment Fri,j with the point j: 
 PD( jiFr , ) =

jiFrv
Ψ

,∈
( Ω ( dT v,j , pv ) )     (20) 

The j point can be conceived as an internal probe atom with no chemical identity.  
 
Rare Topological Model 
 Within this model, the property descriptor applies to the fragmental 
property and topological distance dT i,j. The fragmental property descriptor models 
the interaction of the whole fragment Fri,j with the point j and looks the global 
property being  concentrated in the vertex i: 
 PD( jiFr , ) = Ω ( dT i,j ,

jiFrv
Ψ

,∈
( pv ))     (21) 

 
Dense Geometric Model  
 The fragmental property descriptor is the vector sum of the vertex 
descriptor vectors. It applies the property descriptor to the vertex property pv and 
the Euclidean distance dE v,j in providing a point of equivalent (fragmental) property 
located at the Euclidean distance dE CP,j

 (with dE CP,j being the distance of property). 
The vector of the fragmental property has the orientation of this distance vector. 
The model simulates the interactions in non-uniform fields (gravitational, 
electrostatic, etc): 

PD( jiFr , ) = ( )vj,vE
Frv

p,d
j,i

ΩΣ
∈

r
; Ω
r

= Ω⋅
j,vE

j,vE

d

d
r

; P( jiFr , ) = )(
,

v
Frv

pΨ
ji∈

; 

 dE CP,j =
1−Ω p ( DG( jiFr , ),P( jiFr , )),    (22) 

where dE CP,j is the distance that satisfies: Ω( dE CP,j , P( jiFr , ) ) = PD( jiFr , ) 

 
Rare Geometric Model 
 The scalar fragmental descriptor applies the property descriptor to the 
center of fragment property and Euclidean distance between this center and the 
vertex j.  
The model simulates the interactions in uniform fields (uniform gravitational, 
electrostatic, etc.): 
PD( jiFr , ) =Ω( jCPE i

d , , )(
,

v
Frv

pΨ
ji∈

); 
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 CPi( j,CPi
x , j,CPi

y , j,CPi
z ); j,CPi

x = ∑∑
∈∈

⋅
j,ij,i Frv

v
Frv

vv ppx   (23) 

 j,CPi
y = ∑∑

∈∈

⋅
j,ij,i Frv

v
Frv

vv ppy ; j,CPi
z = ∑∑

∈∈

⋅
j,ij,i Frv

v
Frv

vv ppz  

Some Particular Fragmental Property Models were discussed elsewhere.14 

 
Fragmental Property Matrices 

 The fragmental property matrices are non-symmetric square matrices of 
order N (i.e. the number of non-hydrogen atoms in the molecule). The non-
diagonal entries in such matrices are fragmental properties corresponding to any 
pair of vertices (i,j) by a chosen model.  
In case of Cluj criteria, the fragmentation can supply more than one maximal 
fragment for the pair (i,j). In such cases, the matrix entry is the arithmetic mean of 
the individual values. 

 Thus, if i, j ∈ V(G), i ≠ j and Pi,j = { k
jijiji ppp ,

2
,

1
, ,...,, } paths joining i and j, then 

cf. CJ or CF definition (eqs 1-3), the fragments k
jijiji FrFrFr ,

2
,

1
, ,...,,  are generated. 

Let m be the number of maximal fragments among all the k fragments, 1≤ m ≤ k, 
and let σ1, …,σm  be the index for the maximal fragments. 
 By applying any of the above models, for all m maximal fragments we 
obtain m values, e.g.: 

 PD( 1
,
σ
jiFr ), PD( 2

,
σ
jiFr ), …, PD( m

jiFrσ
, ) 

and consequently, the matrix entry associated to the pair (i,j) is the mean value: 

 
m

FrPD
PD

m

t
ji

ji

t∑
== 1

,

,

)( σ

      (24) 

The resulting matrices are in general unsymmetric but they can be symmetrized 
(see eqs 5, 6). The symbols for the fragmental property matrices will be detailed 
below. 
 
Fragmental Property Indices 

 Fragmental property indices are calculated at any fragmental property 
matrices  above discussed, by applying four types of index operators: P_, P2, E_, 
E2 according to  the relations: 

 P_(M)=½ΣΣ[M]i,j                 ; P2(M)= ½ΣΣ[M]i,j[M]j,i;  

 E_(M)= ½ΣΣ[M]i,j [A]i,j   ; E2(M) = ½ΣΣ[M]i,j[M]j,i[A]i,j  (25) 

where M is any property matrix, symmetric or unsymmetric. 
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Symbolism of the Fragmental Property Matrices and Indices 

 The name of fragmental property matrices is of the general form: 

 ABcDdEfffffG       (26) 

where: 

 A ∈ {D, R}; D = Dense; R = Rare; 

 B ∈ {T, G}; T = Topological; G = Geometric; 

 c ∈ {f, j, s};  f = CF-type; j = CJ-type; s = Sz-type; 

 Dd ∈ {Di, De};  Di = Distance; De = Detour; 

 E ∈ Φ (i.e. E∈{M, E, C, P} where M = mass; E = electronegativity; C = 
cardinality; P = other atomic property - implicitly, partial charge; explicitly, a 
property given by manual input); 

fffff ∈ Ω (i.e. fffff∈{__p__, _1/p_, __d__, _1/d_, _p.d_, _p/d_, _p/d2, p2/d2}  

 G ∈ Ψ (i.e. G∈{S, P, A, G, H} with the known meaning (see above). 

 The name of fragmental property indices is of the general form: 

 ABcDdEfffffGii       (27) 

where: 

 ii ∈ {P_, P2, E_, E2} with the known meaning (eq 25). 

 If an operator, such as f(x)=1/x (inverse operator) or f(x)=ln(x), is applied 
the indices are labeled as follows: 

 

 lnABcDdEfffffGii := ln(ABcDdEfffffGii);  

 1/ABcDdEfffffGii := 
fGiiABcDdEffff

1
   (28) 

 For example, index lnDGfDeM__p__SP_ is the logarithm of index 
DGfDeM__p__SP_ computed on the property matrix DGfDeM__p__S. The model 
used is dense, geometric, on fragment of type CF, with the cutting path being 
detour. The chosen property is the mass, the descriptor for property is even the 
property (mass) and the sum operator counts the vertex descriptors. 
 The fragmental indices were calculated by the aid of Cluj3Cmd  original 
16-bit windows computer programs. 
 

CORRELATING STUDIES 
 

A mathematical model for correlating some biological activities or physical 
properties with molecular structures  can be built up by using multy linear 
regression MLR.  
MLR, for n observations and m independent variables is represented by equation 

∑∑∑∑++++====
m

j
ijij0i XbbY       (29) 
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The regression coefficients b ij can be determined by the least-squares 
method. Eq (29) can be used for estimating a chosen property in any other sets of 
chemical structures. 

To avoid the chance correlations, it is recommended that the number of 
descriptors  submitted to regression be less than 60 % of the number of 
observations in the training set.15 

 Within this work, biological activities as well as some physical properties of 
a set of 15 pirazolidin-3,5-diones were modeled by using FPIF descriptors.  
 

The set of pirazolidin-3,5-diones 
The molecules presented in Figure 2 were synthesized in our laboratory. 

The molecular structures were input and optimized by HyperChem (HyperCube 
Inc.) package. Partial charges were calculated by AM1 semiempirical approach. 
 
1. Modeling Biological Activity 

Pirazolidin-3,5-diones are known having antiinflamatory activity.16 They 
also show some antimicrobial and antifungal activity (on Staphylococus aureus, 
Bacilus subtilis, Escherichia coli, Pseudomonas aeruginosa, Candida albicans, 
etc.). Table 1. shows the biological activity, in mm inhibition zone. 
 

Table 1.  Antimicrobial Activity; Inhibition Zone (mm) 
 
Compound Fungi

Staphyl. Staphyl Bacill Esc Prot. Pseu. Cand.
aureus epider subtilis coli vulg. aerug albicans

1 0 0 0 0 0 0 0
2 10 10 10 0 0 0 0
3 14 10 13 0 0 10 0
4 12 17 14 0 0 10 10
5 0 0 10 0 0 10 10
6 0 0 10 0 0 10 10
7 12 0 10 0 0 10 0
8 12 0 10 0 0 10 0
9 12 0 10 0 0 10 0

10 12 10 10 0 0 0 10
11 12 13 13 0 0 10 12
12 0 0 12 0 0 10 13
13 0 0 0 0 0 10 12
14 0 0 0 0 0 0 0
15 0 0 0 0 0 0 0

Gram-positives Gram-negatives
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Figure 2.  The set of Pirazolidin-3,5-diones 

 
 
 In the following, only two activities are considered for modeling: BA vs 
Bacillus subtilis and BA vs Candida albicans. 
 The activity vs. Bacillus subtilis , was estimated, in minovariate 
regression. The best three regression equations are given below: 

BAcalc = – 147,1950 + 35,4337* lnRGjDeE_p/d_HP2   (30) 
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 n = 15; r = 0.8320 
BAcalc = – 147,3113 + 35,4626* lnRGfDeE_p/d_HP2   (31) 
n = 15; r = 0.8319 
BAcalc = – 75,9515 + 35,6724* lnRGjDeC_p/d_HP2   (32) 
 n = 15; r = 0.8316 
 

In bivariate regression the model is still improved: 
BAcalc = 21.0809 - 306.3117*1/RGfDeC_p/d_HP2 +  
            4.4915*lnDGjDeP__p__GE_     (33) 
 n = 15; r = 0.9857   
BAcalc = 6.2856 - 578.8831*1/DGjDeP_p/d2PE_ +  
             4.8740*lnDGjDeP_p*d_GE_      (34) 
 n = 15; r = 0.9883 
BAcalc = 4.0166 - 191.7906*1/RGjDeC_p/d2HE_+  
             4.9157*lnDGjDeP_p*d_GE_     (35) 
 n = 15; r = 0.9885  
Figure 3 shows the plots given by eqs 33-35. 
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Figure 3.  Bivariate regression: Plots BAobs  vs. BAcalc cf. eqs 33-35. 

 
 Table 2 includes the observed inhibitory activity vs. Bacillus subtilis and 
calculated BA by the above equations. 
 

Table 2.  Biological Activity BAobs. and BAcalc by eqs 33-35. 

Comp. No. BAobs BA  (eq 
33) 

BA  (eq 
34) 

BA  (eq 
35) 

1  9.9993 9.99972 9.99975 
2  10.22805 10.60008 10.60684 
3  9.9127 10.19882 10.1479 
4  10.58298 10.36314 10.41585 
5  10.07425 9.42429 9.72681 
6  12.21854 12.49914 12.65926 
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7  13.21094 12.01476 12.15526 
Table 2  (continued) 

8  11.72823 10.77013 10.90124 
9  0.01434 0.68207 0.69076 
10  0.79884 -0.07073 -0.04351 
11  -0.46738 -0.53454 -0.5304 
12  12.60716 13.32932 13.42582 
13  11.2599 11.98897 11.61886 
14  10.13089 10.84914 10.37846 
15  -0.29874 -0.1143 -0.15289 

 
 
 As can be seen from eqs 30-35, the inhibiting activity of phtalazines vs 
Bacillus subtilis is controlled by the geometry (G in the symbol of indices) and 
electronic features of these molecules (E - electronegativity and P - partial 
charges). 
 The activity vs. Candida albicans, was estimated, in monovariate 
regression, as shown below: 
 
BAcalc = - 4.3416 + 1.5663* lnDTfDeP_p*d_PP2    (36) 
 n = 15;  r = 0,9252 
 
BAcalc = - 4.1732 + 1.5461* lnDTjDeP_p*d_PP2    (37) 
 n = 15;  r = 0,9235 
 
BAcalc = - 2.3616 + 1.4733* lnDTfDiP_p*d_PP2    (38) 
 n = 15;  r = 0,8777 
  

In bivariate regression the improvement of correlation was not so sound as 
in case of Bacillus subtilis: 
 
BAcalc = 58.0019 + 1.9258 lnDTfDiP_p*d_PP2 –     (39) 
             14.1524*lnRGsDiEp2/d2GP2 

 n = 15 ; r = 0.9415   
 

BAcalc = 39.1986 + 1.9336*lnDTfDiP_p*d_PP2 –    (40) 
             18.7211*lnRGsDiE_p/d2AP2 

 n = 15; r = 0.9429    
 

BAcalc = 7.0326 + 2.3522 lnDTjDiP_p*d_PP2 –     (41) 
             42.8766 RGfDeP_p/d_AP2 

 n = 15; r = 0.9523      
 
Figure 4 shows the plots given by eqs 39-41. 
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Figure 4.  Bivariate regression: plots BAobs  vs. BAcalc cf. eqs 39-41. 
 

Table 3.  Biological Activity BAobs. and BAcalc  by eqs 39-41. 
 

Comp. No. BAobs BA  (eq 39) BA  (eq 40) BA  (eq 41) 
1  9.99997 10.0001 9.99971 
2  3.04322 3.45234 2.19974 
3  -0.50416 -0.04724 -2.04358 
4  -1.94599 -1.75724 -0.63512 
5  11.38851 10.55436 11.786 
6  6.21494 5.85683 6.79134 
7  1.34103 0.11115 0.59396 
8  -1.41583 -1.24372 -0.31398 
9  2.93834 2.92499 1.88119 
10  0.91587 0.71163 0.8347 
11  12.66418 12.95567 13.16947 
12  13.03083 13.13947 13.49032 
13  11.26882 11.61634 10.11394 
14  7.1924 7.60017 7.34929 
15  0.86788 1.12515 1.78304 

 
 From eqs 36-41, it is suggesting that the antimycotic activity of phtalazines 
is controlled basically by the topology (T) and geometry (G), on one hand and 
electronic features (P - partial charges and E - electronegativity) of molecules. 
 
2. Modeling Physico-Chemical Properties 
 Two physico-chemical properties were considered: the surface tension ε, 
(in Dyn/cm2)  and the chromatographic Rf values. 
The surface tension  ε,16  was calculated by eq 
 ε=(Pi/Mv)

4       (42) 
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where Pi is the parachor and Mv represents the molar volume. The values for ε are 
included in Table 4, along with FPIF descriptors showing the best scores in 
monovariate regression. The best mono- and bivariate QSPRs are listed below:  
ε = - 65.7844 + 1.9019* DTjDeE_p/d2PE2     (43) 
  n = 15;  r =0.8500 
ε= 2597 -0.2155*DTfDeE_p/d2PP2 - 39,3342*1/RTjDeP_p/d_GP2  (44) 
  n = 15; r = 0,9299 
 The models are basically topological (see eqs 43-44). However, the results 
are far from those required in predicting studies. 
 

 The TLC Rf values  were studied in the following. These values could give 
information about the global charge distribution as well as the steric feature of 
molecules. 
 Four solvent systems were considered for modeling Rf. The best scored 
regression equations are listed and plotted below: 
 

Monovariate regression : 
Solvent system  1 
Rfcalc = -22.0579 – 220.8479*1/RGfDeP_p/d_HP_   (45) 
 n = 15; r = 0.9683 
Solvent system  2 
Rfcalc = 69.6434 - 231.0150*1/RTsDiPp2/d2HP2     (46) 
 n = 15;  r = 0.8251 
 

Solvent system  3 
Rfcalc = 6.6979 - 151.3253*1/RGfDeP_p/d_HP_    (47) 
 n = 15;  r = 0.8896; 
 

Solvent system  4 
Rfcalc = 9.5721 - 181.2313*1/RGfDeP_p/d_HP_     (48) 
 n = 15;  r = 0.8856 
 The plot supplied by eq 45 is shown in Figure 5. 
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Figure 5.  Mono- and bivariate regressions: solvent system 1, plots Rfobs 

vs. Rfcalc cf. eqs 45 and 49. 
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Bivariate regression :  the best scored regression equations are presented.  
 
Solvent system   1 

Rfcalc = -26.7898 - 261.2937*1/RGfDeP_p/d_HP_    (49) 

+ 0.01356*DGjDeP__p__SP_  

 n = 15;  r =  0.9866 

Solvent system  2 

Rfcalc = 66.0139 + 0.0005*1/RTsDiPp2/d2HP2 –     (50) 

0.0213*RTjDeP_1/p_AE2   

 n = 15;  r =  0.9361 

Solvent system  3 

Rfcalc = 63.5664 + 14909.1133*lnRGjDeP_p/d_HP_ -   (51) 

38.3984*RTfDePp2/d2PP2  

n = 15;  r =  0.9575   

Solvent system  4 

Rfcalc = 15.9934 + 2.8441*1/RGfDeP_p/d_HP_ -     (52) 

162.3196*1/RTjDiP_p/d_GP_  

 n = 15;  r =  0.9566 
 
 
 The plot supplied by eq 49 is shown in Figure 5. 
 As can be seen from eqs 45-52, only the solvent system 1 Rf values are 
acceptably modeled by FPIF descriptors. The model is geometric (G) and the local 
property is the partial charge (P), as just expected for this property.  Recall that Rf 
is strongly influenced by the steric and electronic properties of molecules in the 
mobile phase. 
 
 
Conclusions 

 Some biological and physico-chemical properties of a set of pirazolidin-
diones (synthesised in our laboratory) were modeled by the aid of FPIF 
descriptors. These indices take into account the chemical nature of atoms  (mass, 
electronegativity and partial charge), various kinds of interactions between the 
fragments of molecules as generated by Cluj and Szeged criteria and the 3D 
geometry of molecular structures as well. 
 FPIF offer good description for various molecular properties of this class of 
compounds: the antimicrobial and antifungal activity, surface tension ε and TLC Rf 
index.  
 Despite a correlational model does not involve a causal relationship 
between descriptors and a molecular property. However, a look upon the nature of 
the best scored fragmental property indices can give insight of the type of intra- 
and/or intermolecular interactions. The results are encouraging in case of modeling 
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the activity vs Bacillus subtilis and Candida albicans as well as for the Rf index. 
They demonstrate the usefulness of our descriptors in modeling biological and 
physical properties of organic compounds.  
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2000. 
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ABSTRACT.  The correlating ability of Cluj and Szeged indices 
was tested on two sets of poly-chlorinated bipheniles (PCB) and 
barbiturates. The molecular property was the vapor pressure, at 
25oC and 100oC, and log P, respectively. The results are 
discussed in comparison with some well known topological indices. 

 
 
 
 
INTRODUCTION 

QSPRs (Quantitative Structure-Property Relationships) link in a 
quantitative manner the physico-chemical properties of chemicals with the 
molecular structure.1  

Some molecular properties (i.e. those of which numerical value vary with 
changes in the molecular structure) such as the normal boiling point, critical 
parameters, viscosity, solubility, retention chromatographic index, are often used 
for characterizing chemicals in databases. However, a certain property is not 
always available in tables or other reference sources. It is just the case of newly 
synthesized compounds. As a consequence, methods of evaluating physico-
chemical properties from the structural features of organic molecules become very 
important.  
 Monitoring the environmental pollution needs the prediction of toxicity of 
chemicals in air, waste waters and sole. QSARs (Quantitative Structure-Property 
Relationships) can be used to predict the toxicity accurately, without using more 
expensive experimental methods.2 Drug research and production is also related to 
the QSAR techniques.3 

 In this work new correlating results by using Cluj and Szeged topological 
indices are reported, with the aim to demonstrate the capability of our indices to 
model the molecular properties of organic compounds. 

                                                           
* E-mail: diudea@chem.ubbcluj.ro 
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 The above mentioned indices are calculated on the ground of the Cluj and 
Szeged matrices,4-10 respectively. Before defining these matrices, some graph-
theoretical background is needed. 
 
 
Definitions 

 Let G = (V, E) be a connected graph, with V being the set of vertices and E 
⊂⊂⊂⊂ V x V the set of edges. 
 

A walk w is11 an alternating string of vertices and edges, w1,n = (v1, e1, v2, 
e2, ..., vn-1, em, vn), v i ∈∈∈∈ V(G ), ei ∈∈∈∈ E(G ), m ≥  n - 1, such that any subsequent pair 
of vertices (v i-1, v i) ∈∈∈∈ E(G). Revisiting of vertices and edges is allowed. Then V(w1,n) 
= {v1, v2, ..., vn-1, vn} is the set of vertices of w1,n. Similarly, E(w1,n) = {e1, e2, ..., em-1,  em 
} is the set of edges of w1,n. The length of a walk, l(w1,n) = E(w1,n) ≥≥≥≥  V(w1,n) - 1, 
equals to the number of its traversed edges. The walk is closed if v1 = vn (i.e. its 
endpoints coincide) and is open otherwise. The set of all walks in G is denoted by 
W(G). 

A path p is a walk having all its vertices and edges distinct: v i ≠≠≠≠ v j, (v i-1, v i) 
≠≠≠≠ (v j-1, v j) for any 1 ≤≤≤≤ i < j ≤≤≤≤ n. As a consequence, the revisiting of vertices and 
edges, as well as branching, is prohibited. The length of a path is l(p1,n) = E(p1,n) 
= V(p1,n)- 1. A closed path is a cycle (i.e. circuit). The set of all paths in G is 
denoted by P(G).  

The distance, d ij, between two vertices v i and v j is the length of a shortest 
path joining them, if exists: d ij = min  l(p ij);  otherwise d ij = ∞∞∞∞. A shortest path is 
often called a geodesic. The eccentricity of a vertex i, ecc i, is the maximum 
distance between i and any vertex j of G: ecc i = max  d ij. The radius of a graph, 
r(G), is the minimum eccentricity among all vertices i in G:  r(G) = min  ecc i = min 
max d ij. Conversely, the diameter, d(G), is the maximum eccentricity in G: d(G) = 
max  ecc i = max max d ij. The set of all geodesics (i.e. distances) in G is denoted 
by D(G). 
 
Cluj Indices 

The Cluj Sets, CJ i,j,p  collect vertices obeying the relation 
CJi,j,p = {v |v∈∈∈∈V(G);  d(G)v,i < d(G)v,j; and ∃∃∃∃ w∈∈∈∈Wv,i, V(w)∩∩∩∩V(p) = {i}} (1) 
where d(G) denotes the topological distance in G and p∈∈∈∈D(G). 
 CJ i,j,p  represent subgraphs (connected or not) in G, related to the endpoint  
i and referred to j and path p. In Cluj criterion, the path p (joining the vertices i and 
j) plays the central role in selecting the sets/fragments. In cycle-containing graphs, 
more than one path could join the pair (i,j ) thus resulting more than one fragment 
related to i . We define the nondiagonal entries [UCJ]ij in the Cluj matrices as  
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pj,i,
p

CJmax
ij

=[UCJ]       (2) 

where pj,i,CJ  is the cardinality of the set CJ i,j,p . The diagonal entries are zero. 

The above definition holds for any connected graph.  
The Cluj matrices are square arrays, of dimension NxN, usually 

unsymmetric (excepting some symmetric regular graphs). They can be 
symmetrized, e.g., by the Hadamard product with their transposes 
 
SCJp = UCJ • (UCJ)T       (3) 
SCJe = SCJp • A       (4) 
The symbol • indicates the Hadamard (pairwise) matrix product12 ([Ma•Mb]ij  = [Ma]ij 
[Mb] ij). For the symmetric matrices, the letter S is usually missing. In eq 4, the 
Hadamard product between the path-defined matrix SCJp and the adjacency matrix 
A (i.e. the matrix having the non-diagonal entries unity for two adjacent vertices 
and zero otherwise) provides the corresponding edge-defined matrix, SCJe, which 
is a weighted adjacency matrix. An example of CJ i,j,p  set is illustrated in Figure 1. 

3

1

4

2

5

6
7 8

4

8
 

 
Cluj Matrix, UCJ 

0     3     3     4     2     2     2     3    19 
5     0     4     4     4     4     3     3    27 
3     2     0     3     2     3     3     2    18 
3     2     2     0     2     2     2     3    16 
3     3     3     4     0     3     3     3    22 
2     3     3     3     2     0     2     3    18 
3     3     4     4     4     4     0     5    27 
3     2     2     4     2     3     3     0    19 
22    18    21    26    18    21    18    22 

CJp = 243 
CJe = 103 

Figure 1.  Construction of Cluj matrix, UCJ 
 
 Cluj indices are calculated from the above matrices, by: 

CJ3,4,(3,2,1,4) = {3, 6, 5} 
CJ4,3,(4,1,2,3) = {4, 8}  
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CJe = ½ΣΣΣΣΣΣΣΣ [M]i,j [A]i,j   ;     CJe  = ΣΣΣΣΣΣΣΣ [UM]i,j[UM]j,i[A]i,j   (5) 
 

Szeged Indices 

Szeged Fragments, SZi,j representing the entries in the unsymmetric 
Szeged matrices, USZ, are defined by: 5,7,8 

SZi,j  = {v| v∈∈∈∈ V(G);   d(G)v,i < d(G)v,j  }                                 (6) 
and the corresponding indices are calculated cf. eq 5.  In any graph, CJe = SZe 
and, in general, CJp ≠ SZp.  
 In the view to account for heteroatoms and multiple bonds in molecular 
graph, we introduced the Szeged property matrices :10 
[USZP]ij  = Pi,p         (7) 
Pi,p   =  f(Pv) v∈V(G); d(G)v,i < d(G)v,j        (8) 
f(Pv) = m ∑∑∑∑v Pv         (9) 
f(Pv) = (ΠΠΠΠv Pv )

1/N        (10) 
The summation and product in eqs 9 and 10 run over all vertices in graph. 
 Entries in a Szeged property matrix (see eq 7), in fact properties Pi,p of 
vertex i (with respect to the path p), are defined by a function f(Pv), evaluated on 
vertices v which obey the Szeged index condition (see eq 6). In other words, the 
set of such vertices can be viewed as a fragment (i.e., a subgraph). Consequently, 
Pi,p  can be viewed as a fragmental property. Pi,p  is mainly a topological (local) 
property (e.g., a topological index) but other physico-chemical properties are also 
considered (e.g., atomic mass or group electronegativities – see below). Two types 
of f(Pv) are here proposed: an additive and a multiplicative one.  

Several cases of the additive function (eq 9) are considered: 
(a) Pv = 1 (i.e., the cardinality) and the weighting factor m = 1   
     (classical USZ matrix). 
(b) Pv = some vertex property; m = 1; (property matrix, USZP). 
(c) Pv = some vertex property; m = 1/P(G);  P(G) = a global property of the graph;  
(d) Pv = ∑∑∑∑v Av ; m = 1/12; Av is the atomic mass and the matrix, USZA . The factor 

m indicates that f(Pv) is a  fragmental mass, relative to the carbon atomic mass.  
The multiplicative function  (eq 10) was used for  group electro-

negativities: Pv  = Xv  ; (USZX matrix). Xv is a local electronegativity, calculated from 
the Sanderson group electronegativities, for heteroatoms and fragments.13  

The corresponding property indices  are calculated cf. eq 5. 
 

Correlating Studies 

The mathematical models of a certain property are performed by MLR 
(Multiple Linear Regression) and/or CNN (Computational Neural Networks). In our 
case, the model is built by using MLR. Next, it is validated by the leave-one-out 
cross-validation procedure. In the following, the MLR procedure is presented. 
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MLR, for n observations and m independent variables is represented by 

∑+=
m

j
ijiji XbbY 0        (11) 

or, in matrix form as 
 

bXY =         (12) 
 
where Y is the n x 1 vector of responses, X is an n x (m + 1) matrix of independent 
variables and b is the (m + 1) x 1 vector of regression coefficients. The regression 
coefficients can be determined by the least-squares solution of (12) 

YXXXb TT 1−= )(        (13) 
With b calculated, eq 12 can be used for estimating the chosen property 

for other chemical structures. 
To avoid the chance correlations, it is recommended that the number of 

descriptors  submitted to regression be less than 60 % of the number of 
observations in the training set.14 

 
Set 1. Poly-Chlorinated Bipheniles. 
 A set of 15 Poly-Chlorinated Bipheniles (PCB - Table 1) was correlated 
against the vapor pressure (as log), at 25oC and 100oC, respectively. This property 
is important in connection with the toxicity of this class of compounds.  
 Statistics of the correlation are given in Tables 2 and 3.  
 It can be seen that our descriptors are able to model this property at least 
as well as the Wiener W, and hyper-Wiener indices.15 The Szeged index weighted 
with the electronegativity brings some improvement in correlation. However, it is 
not a strong evidence of the electronegativity contribution since the set is a 
congeneric one.   
 The results of the bivariate regression can be used in prediction studies. 
 

Table 2.  Correlation of PCB:  logVP(25oC) = a+bx1+cx2... 

Indices a b c r s F 

CJe 1.9971 -0.0059 - 0.9649 0.5259 175.82 

CJp 1.6213 -0.0015 - 0.9704 0.484 209.98 

SZe 2.0179 -0.0060 - 0.9646 0.528 174.32 

W 1.6787 -0.0093 - 0.9630 0.5401 166.03 

WW 1.2497 -0.0030 - 0.9703 0.4843 209.67 

CJe + SZpX -8.5702 -0.0258 0.0287 0.9817 0.397 159.67 

CJp + SZpX -5.2096 -0.0030 0.0174 0.9810 0.4044 153.65 

SZe + SZpX -8.4933 -0.0159 0.0287 0.9812 0.4023 155.33 
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Table 3.  Correlation PCB:  logVP(100oC) = a+bx1+cx2 ... 

Indices a b c r s F 

CJe 4.0565 -0.0045 - 0.9753 0.3398 156.22 

CJp 3.7665 -0.0011 - 0.9833 0.2799 234.07 

SZe 4.067 -0.0045 - 0.9742 0.3471 149.44 

SZp 2.4867 -0.0003 - 0.9758 0.3362 159.75 

W 3.8154 -0.0071 - 0.9744 0.3457 150.67 

WW 3.4661 -0.0023 - 0.9819 0.2915 215.18 

CJe + CJp 2.8123 0.0137 -0.0045 0.9934 0.1876 265.92 

CJp + SZe 2.8591 -0.0042 0.0125 0.9936 0.1853 272.61 

CJp + SZpX -0.8422 -0.0021 0.0117 0.9930 0.1944 247.45 

CJp + W 3.5364 -0.0044 0.0207 0.9941 0.1791 291.91 

 

Set 2. Barbiturates. 
 A set of 25 barbiturates16 ( Table 4) was correlated against the logP. This 
property is important in connection with the drug membrane transport fenomena.  

HN NH

O

OO

R1 R2

  

HN NH

O

OO

R1 C
R2 H

R3

 

          G1            G2 
 
Statistics of data included in Table 4 are given in Table 5. For comparison, the 
correlation shown by the super-index EATI1 in monovariate regression was: r = 0.9293; 
s = 0.232.16 It is clear that the Szeged property index SZeA (Table 5, entry 4) is far 
more appropriate in modeling logP. The plot SZeA vs logP is shown in Figure 2. 
 

Table 5.  Statistics for Data in Table 4:  log P = a + ∑biXi 

 
No. Xi  b a r s cv (%) F 
1 SZp 0.0003 0.0604 0.9085 0.2627 15.924 108.82 
2 SZe 0.0045 -1.1072 0.9562 0.1840 11.154 245.66 
3 SZpA 0.0002 -0.1949 0.9541 0.1883 11.415 233.53 
4 SZeA 0.0041 0.9934 0.9935 0.0718 4.354 1740.58 
 Cross Validation - 0.9913 0.0824 4.999 - 
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Table 5  (continued) 
5 SZpX 0.0136 -0.8170 0.8310 0.3498 21.202 51.34 
6 SZeX 0.1397 -1.6967 0.7075 0.4445 26.941 23.03 
7 SZp 

SZe 
-0.0005 
0.0121 

-2.9098 0.9872 0.1023 6.202 423.46 

8 SZp 

SZeA 
0.0000 
0.0044 

-1.7284 0.9938 0.0717 4.351 871.96 

11 SZe 

SZpX 
0.0080 
-0.0131 

-0.9247 0.9881 0.0991 6.006 452.38 

12 SZe 

SZeX 
0.0066 
-0.1021 

0.0401 0.9895 0.0931 5.643 513.80 

13 SZpA 
SZeA 

-0.00001 
0.00486 

-1.8626 0.9943 0.0685 4.157 956.23 

 Cross Validation - 0.9921 0.0721 4.796 - 
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Figure 2.  The plot SZeA vs logP 

 
On the other hand, the Szeged property indices weighted with 

electronegativities show lower ability in describing this property (entries 5,6, 11 and 
12). No significant improvement was recorded in bivariate regression (entries 7 - 
13). The cross-validation test (no significant drop in r-value) indicates the good 
predicting ability of the equations given in entries 4 and 13. 
 

Concluding , the original descriptors, Cluj and Szeged-property, demonstrated 
a good ability in modeling some important physico-chemical properties. In the particular 
case of logP of barbiturates, the recorded results surpass that reported in literature and 
can be used in predicting studies. 
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ABSTRACT. The effect of copper, lead and iron ions on the oxidation 
of mercaptosuccinic acid (thiomalic acid or TMA) by chromate in 
acidic media has been investigated in order to draw a conclusion 
about its potential use in kinetic analysis. Similar studies have been 
carried out for the oxidation of mercaptoacetic acid (thioglycolic acid or 
TGA), but only in the presence of lead. All ions increase the overall 
reaction rate: the Fe(II)-Fe(III) couple via an induction mechanism, 
while the Cu(I)-Cu(II) and Pb(II)-Pb(IV) couples via catalytic cycles. 
Reaction mechanisms have been proposed for all cases and 
"saturation" at high ion concentration has been explained. The effect 
of five other metal ions on both TMA and TGA oxidation has also 
been checked. Finally, the possible applications of both indicator 
reactions among kinetic methods of analysis are discussed and some 
recommendations are made. 

 
 
 

Introduction 
 

The reactions between some thiols and chromate in acidic media have 
been recently used as indicator reactions in kinetic methods of analysis. For 
example, the oxidation of thiosulfate has been proposed to determine Cu(II) [1,2], 
while the reactions of mercaptosuccinic acid (thiomalic acid or TMA) and 
mercaptoacetic acid (thioglycolic acid or TGA) may be used to determine both 
Cu(II) [3] and Pb(II) [4,5] in water samples. On the other hand, the oxidations of 
cysteine [6] and ethanethiol [7] are far to slow to be employed in such a way. All 
these methods relay on the catalytic effect of the metal ions in order to determine 
their concentration. Reaction rate (or some parameter related to it) against catalyst 
concentration graphs are used in calibration. 
 In order to elaborate a sensitive and selective catalytic method of analysis, 
the mechanism and kinetics of both catalyzed and uncatalyzed reaction paths have 
to be known. Therefore, the aim of this work was to elucidate the influence of 
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copper, lead and iron ions on the reaction between thiomalic acid and chromate. 
The oxidation of thioglycolic acid (TGA) was investigated in more detail only in the 
presence of lead, since the effect of copper and iron is already known [8]. 
Experimental results for the reaction of TGA in the presence of Cu and Fe were 
compared with published ones. 
 
 

Experimental 
 

Reagents and solutions: Analytical grade reagents provided by Reactivul 
(Bucharest, Romania), Reanal (Budapest, Hungary), Merck (Darmstadt), Fluka 
(Buchs, Switzerland) and Panreac (Barcelona, Spain) were used without further 
purification. All solutions were prepared in demineralized and four times distilled 
water. 

Stock solutions of 0.1 M perchloric acid as well as of 5x10-3 M K2Cr2O7 
were used to prepare the working solutions of 5x10-3 M and 2.64x10-4 M 
respectively. The 10-2 M working solutions of thiomalic and thioglycolic acids were 
prepared on a daily basis. Aqueous 10-2 M stock solutions of copper sulfate, iron 
nitrate and lead nitrate were prepared by dissolving the appropriate weighted 
amount in volumetric flasks of 100 ml. When necessary, 10-3 M and 10-4 M working 
solutions were prepared by means of dilution. Ionic strength was adjusted with 2.18 
M natrium perchlorate. 

The acids were standardized by the usual procedures. Concentration of 
each salt was determined by titrating the acid generated when 2 ml stock solution 
passed through a column of C-100H cationite resin (Virolyte, Victoria, Romania). 

 

Instrumentation and procedure: A Jasco V-530 UV/VIS (Jasco, Japan) 
spectrophotometer with temperature controlled cell holders was employed to 
monitor the extent of the reaction. Temperature was kept constant with the aid of a 
Lauda-M12 (Lauda, Germany) precision circulation bath at 20.0 ± 0.1 oC. All 
solutions were thermostated prior to use and during the experiments in the same 
water-bath. Quartz cells of 5 cm path length were used at 345 nm. Data acquisition 
was performed automatically by means of a DTK personal computer. 

During all experiments, the colored species Cr(VI) was the limiting component. 
The reaction was initiated directly in the cell, by the rapid injection of 4 ml of the 
chromate solution into a mixture of 12 ml containing all the other reagents. 
Simultaneously, the automated data acquisition was started and values of the 
absorbance were recorded, depending on the needs of experiments, every 1 to 5 sec. 
The mixing time of reagents did not exceed 0.5 sec. The order of adding the solutions 
into the cell prior the addition of chromate, did not affect the results. Each kinetic run 
was carried out for aproximately four half-lives. The final value of the absorbance, A∞, 
was considered to be the smallest achieved value after 8 to 10 half-lives. Three to five 
replicate runs were carried out under identical experimental conditions. 
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Results and discussions 
 

The uncatalyzed oxidation of TMA [9], TGA [10] thiosulfate [11] as well as 
of other nine biological and non-biological thiols [12] by chromate in acidic media 
has already been investigated. When the substrate is in excess, a disulfide is the 
main reaction product in all cases: 

 
 6 RSH  +  2 HCrO4

−  +  8 H+  �  3 R2S2  +  2 Cr(III)  +  8 H2O (1) 
 
RSH stands for the thiol, while R2S2 stands for S2(CH(COOH)-CH2-COOH)2 in the 
case of TMA and for S2(CH2-COOH)2 in the case of TGA, respectively. The 
reaction starts with a rapid equilibrium to form a relatively stable thioester RSCrO3

−. 
This will further yield the products in some rate determining steps. 
 
 RSH  + HCrO4

−  ⇔  RSCrO3
−  +  H2O  Kf (rapid) (2) 

 
 RSCrO3

−  +  RSH  �  R2S2  +  Cr(IV)  kox (slow) (3) 
 
RSCrO3

− stands for HOOC-CH2-CH(COOH)-SCrO3
− in the case of TMA and for 

HOOC-CH2-SCrO3
− in the case of TGA, respectively. The rates of processes (2) 

and (3) are described by the following laws: 
 
 { } ][][][ 4

0 −++= HCrORSHHkkrate H
fff    (4) 

 
and { } ][][][ 4

0 −++= HCrORSHHkkrate H
oxoxox    (5) 

 
respectively. kf

0 and kox
0 stand for second order rate coefficients of the uncatalyzed 

paths of reactions (2) and (3) respectively, while kf
H and kox

H stand for third order, 
H+ catalyzed paths of the same processes. Their values, along with the equilibrium 
constant Kf of reaction (2), are given in Table 1 for both TMA [9] and TGA [10]. 
 

Table 1 

Individual rate coefficients - oxidation of TMA and TGA by chromate at 25.0 ± 0.1 oC. 
Literature data. 

Parameter Substrate 
 TMA TGA 

kf
0 (M-1s-1) 44.1 ± 0.3 66.3 ± 1.2 

kf
H (M-2s-1) (1.92±0.01) x 102 (2.47 ± 0.05) x 103 

Kf (M
-1) (1.48 ± 0.07) x 103 (1.10 ± 0.15) x 103 

kox
0 (M-1s-1) 23.8 ± 0.03 11.7 ± 0.70 

kox
H (M-2s-1) (2.03 ± 0.13) x 102 (4.33 ± 0.06) x 102 

Ionic strength (M) 0.5 0.2 
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It may be concluded from Table 1 that only the formation of the thioester of 
thiomalic acid occurs somewhat slower than that of thioglycolic acid. Otherwise, the 
rates of TMA and TGA oxidation are comparable under identical experimental 
conditions. 

The effect of Fe(II)-Fe(III) and Cu(I)-Cu(II) redox couples on the oxidation 
of TGA by chromate in acidic media was previously reported by Bâldea [8]. He 
observed that the reaction rate increased in the presence of small amounts of 
either iron or copper ions. However, concentrations of 10-6 mole/l copper bring 
about the same effect as a one order of magnitude higher iron ion content. Bâldea 
explained the rate enhancement by iron via an induction mechanism: Fe(II) 
reduces Cr(VI) to Cr(V) which is a better and faster oxidant  of the substrate than 
HCrO4

− itself. On the other hand, a catalytic cycle was proposed for copper. Under 
excess of RSH, Cu(II) traps the substrate as a ligand in Cu(II)-complexes, in ratios 
1:1 and 1:2 copper-ligand. These react more easily with chromate to yield the main 
reaction product. The released Cu(I) will regenerate the catalyst by oxidation with 
Cr(VI) to form Cu(II) and Cr(V). 

According to the rate law (5), under the excess of thiol and constant 
hydrogen ion concentration, the slow stage (3) obeys a first order rate law with 
respect to the colored Cr(VI) species. Hence, it can be written as follows: 
 

)]([
][ 3 VICrk

dt

RSCrOd
r obsd=−=

−

    (6) 

 

where kobsd is a pseudo-first-order rate constant. First order kinetics is proved by 
the linear dependence, in terms of absorbance, of the semilogarithmic plots of the 
equation below. 
 

 ( ) ( ) tkAAAA obsd−−=− ∞∞ lnln     (7) 
 

A, A0 and A∞ stand for the absorbance at any reaction time t, initial absorbance and 
the value of A at completion, respectively. 
 

Fig. 1. Oxidation of TMA: semilogarithmic plots to determine kobsd in the absence (line 
a) and presence (lines b,c and d) of metalic ions; 20.0 ± 0.1 oC, 10-3 M TMA, 

2.2x10-4 M HClO4, 6.6x10-5 M Cr(VI), ionic strength of 0.15 M. 

line a, no ions added

line c, [Pb(II)] = 10-5 M

line d, [Cu(II) = 10-5 M

line b, [Fe(III)] = 2x10-5 M
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Figure 1 refers to the oxidation of thiomalic acid. It shows that points lie on 
lines for more than 90 % of reaction completion, both in the absence (line a) and in 
the presence (lines b, c and d) of small amounts of iron, lead or copper ions. This 
proves that pseudo-first order kinetics is preserved in the presence of the metal 
ions.  The slopes give the values of the rate coefficients kobsd. The higher slopes of 
lines b,c and d as compared to the one of line a, reveal a rate enhacement by even 
very small amounts of the above listed ions. Similar conclusions were drawn for the 
oxidation of thioglycolic acid in the presence of small amounts of  lead. 

The dependence of kobsd versus total copper, lead and iron concentration is 
presented in Figure 2 for the oxidation of TMA. It is obvious that in the range of 
small ion concentrations kobsd may be expressed as: 
 

][0 ionkkk ionobsd +=        (8) 
 
where k0 and kion stand for the contributions of a pseudo-first and a -second order 
reaction path, respectively. Under the same experimental conditions, but an ionic 
strength of 0.2 M, similar results were obtained for TGA. However, preliminary 
experiments proved that the ionic strength does not affect reaction rates of neither 
TMA or TGA oxidation. 

Fig. 2. Oxidation of TMA: the dependence kobsd vs total ion concentration. 
Experimental conditions of Figure 1. 

 

The values we found for k0 and kion are given in Table 2 for both 
substrates. For TGA computed values on the base of literature data [8] are also 
given. It may be observed that although the overall reaction rates of TMA and TGA 
oxidation are comparable, the latter occurs somewhat slower under the same 
experimental circumstances, regardless of the absence or presence of any metallic 
ions. Further, for all metal species, kobsd levels off towards higher concentrations. 
Therefore, the following dependence was assumed: 
 

][1

][
0 ionb

iona
kkk obsdion +

=−=       (9) 
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where a and b are some constants. The equation above can also be written in its 
linear form: 

][

111

ionaa

b

kion

∗+=        (10) 

 

Table 2 

k0 and kion values for TMA and TGA oxidation at 20.0 ± 0.1 oC, 10-3 M RSH, 
2.2x10-4 M HClO4, 6.6x10-5 M Cr(VI), ionic strength of  0.15 M (TMA) and 0.2 M (TGA). 

Substrate Paramete
r TMA TGA 

k0 (s
-1) (7.85 ± 0.54)x10-3 (4.25 ± 0.16)x10-3 * 6.63x10-2 

Pb: (4.44 ± 0.23)x102 Pb: (3.85 ± 0.19)x102 * --- 

Cu: (1.96 ± 0.06)x103 Cu: (2.39 ± 0.24)x102 * Cu: 2.82x104 
kion 

(M-1s-1) 

Fe: (2.09± 0.75)x102 Fe: 1.80x102 * Fe: 2.55x103 

* Computed values on the base of literature data [8] at 25.0 ± 0.1 oC, 4x10-3 M 
TGA, 1x10-2 M H+, 4x10-4 M Cr(VI), ionic strength of  0.2 M. 

 
 

According to relationship (10), the plot of 1/kion vs 1/[ion] should give a 
straight line. From its slope and intercept, the values of a and b may be obtained. 
 

Fig. 3. Oxidation of TMA: the dependence of the inverse of kion on the inverse 
of the total ion concentration. 

 
 

Figure 3 presents the plots of equation (10) for the oxidation of TMA. For 
all the studied ions, points lie on lines with good or satisfactory correlation 
coefficients. Similar results were obtained for the oxidation of TGA. The constants 
a and b are given in Table 3 for both substrates, along with the values obtained on 
the base of literature data [8] for TGA. 

Cu: R2 = 0,9832

Pb: R2 = 0,9967

Fe: R2 = 0,9661

0

50

100

150

200

0 20000 40000 60000 80000

1 / [ion] (M -1)

1 
/ k

io
n 

(M
.s

)



EFFECT OF COPPER, LEAD AND IRON ON THE THIOMALIC ACID OXIDATION BY CHROMATE 
 
 

 113 

 
Table 3 

The constants a and b for TMA and TGA oxidation. Experimental conditions of Table 2. 
 

Substrate 
TMA TGA 

 
Paramete

r Cu Pb Fe Cu Pb Fe 
a (M-2s-1) 1965 542 227 488 

* 64350 
480 
* --- 

315 
* 3235 

b (M-1) 2413 7113 5033 6946 
* 303730 

2139 
* --- 

20268 
* 15872 

* Computed values on the base of literature data [8]. 
 

Based on Figures 2 and 3 as well as on data in Tables 2 and 3, it may be 
concluded that the effect of Cu(I)-Cu(II) and Fe(II)-Fe(III) redox couples on the 
oxidation of TMA by Cr(VI) is similar to that on the oxidation of TGA. Moreover, our 
findings for TGA oxidation are in agreement with those published by Baldea. 
Therefore, a rate enhancement via an induction mechanism for iron and via a 
catalytic cycle for copper may be assumed for the reaction of thiomalic acid. 
 Hence, the following sequence of steps is believed to concur processes (2) 
and (3) in the presence of iron: 
 
 Fe(II)  +  HCrO4

−  ⇔  Fe(III)  + HCrO4
2− K1 (rapid)  (11) 

 
 RSH  + HCrO4

2−  ⇔  RSCrO3
2−  +  H2O  Kf’ (rapid) (12) 

 
RSCrO3

2−  +  RSH  �  R2S2  +  Cr(IV)  kox’ (slow) (13) 
 
In step (11) Fe(II) reduces chromate to Cr(V) in HCrO4

2−. This is a better oxidant of 
the substrate than Cr(VI). An equilibrium has been considered for process (11) 
because the standard reduction potentials of the Cr(VI)/Cr(V) and Fe(III)/Fe(II) 
redox couples are comparable [8]. Equilibrium (12), in which HCrO4

2− combines 
with an TMA molecule to form a Cr(V)-S bonding, has been assumed by analogy 
with process (2) and the general tendency of all HnMO4

− type acids to form poly- or 
heteropoly-compounds.  Step (13), which yields the main reaction product, is slow 
within the sequence (11)-(13), but faster than step (3). Thus, the overall reaction 
rate (6) will increase. Steps (11)-(13) are consistent with an induction mechanism. 

Parallel to processes (2)-(3) and (11)-(13), the reactions below may also 
occur. These are consistent with rate a enhancement via a catalytic cycle [13]. 
 

 Fe(III)  + HCrO4
−  ⇔  FeCrO4

+  +  H+  K2  (14) 
 

 Fe(III)  +  RSH  ⇔  FeSR2+  +  H+  K3  (15) 
 

 FeSR2+  +  RSH  ⇔  Fe(SR)2
+  +  H+  K4  (16) 

 Fe(II)  +  HCrO4
2−  �  Fe(III)  +  Cr(IV)    (17) 
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 Fe(SR)2
+  +  FeSR2+  +  H+  �  2 Fe(II)  +  RSH  +  R2S2 (slow) (18) 

 

 Fe(II)  +  Cr(IV)  �  Fe(III)  +  Cr(III)    (19) 
 

 RSH  +  Cr(IV)  �  RS•  +  Cr(III)    (20) 
 

 2 RS•  �  R2S2       (21) 
 

All processes are faster than (3) or (13). Some regenerate Fe(II) or yield Cr(IV), 
which further may oxidize the substrate. The species RS• stands for a thiyl radical. 
The concentration of FeCrO4

+ from equilibrium (14), which will cause an inhibitory 
effect, is extremely low (K2 = 1.4 [14]) under the employed experimental conditions 
(both [HCrO4

−] and [Fe(III)] are small). Although the oxidation of Fe(II) by Cr(V) in 
step (17) is considered to be rate determining in the overall process of Fe(II) 
oxidation by Cr(VI) [14], within this context it is considered to proceed fast. 
 Under the excess of RSH and higher iron concentrations, equilibria (15) 
and (16) are shifted to the right; so that more Fe(III) is trapped in some complexes 
and less will be able to follow the sequence (11)-(13). Therefore, the contributions 
in the total reaction rate of the inductive and catalytic paths are modified. This 
explains the curvature of the kobsd vs total iron concentration in Figure 2. 
 The above inductive mechanism was proposed by Baldea [8] for the 
oxidation of thioglycolic acid, by taking into account the individual mechanisms of 
the TGA-Cr(VI), TGA-Fe(III) and Fe(II)-Cr(VI) reactions. 
 The reaction mechanism of thiomalic acid oxidation by chromate in the 
presence of copper ions relies on the formation of some copper-thiol complexes 
[15,16]. Thus, the sequence of steps below is considered to occur in parallel with 
processes (2) and (3): 
 

 Cu(II)  +  RSH  ⇔  CuIISR+  +  H+  K5  (22) 
 

CuIISR+  +  RSH  ⇔  CuII(SR)2  +  H+  K6  (23) 
 

 Cu(I)  +  RSH  ⇔  CuISR  +  H+   K7  (24) 
 

CuISR  +  RSH  ⇔  CuI(SR)2
−  +  H+  K8  (25) 

 

CuISR  +  HCrO4
−  �  CuIISR+  +  HCrO4

2−   (26) 
 

 CuII(SR)2  +  CuIISR+  �  2 Cu(I)  +  R2S2  +  RS− (slow)  (27) 
 

 Cu(I)  +  HCrO4
−  �  Cu(II)  +  HCrO4

2−    (28) 
Rapid equilibria (22)-(25) yield the above mentioned complexes. When RSH is in 
excess, Cu(I)-thiol complexes will be mainly formed in Cu:RSH ratios of 1:1 and 1:2 
[15,16]. Process (27) is similar to (18). It is (27) rate determining, but still much 
faster than step (3), (13) or (18). The catalytic cycle is closed and Cu(II) is 
regenerated by means of reaction (28). It may be compared with the similar 
process for iron in step (11). Instead, because the standard reduction potential of 
the Cu(II)/Cu(I) couple is far below the one of Cr(VI)/Cr(V) [8], process (28) is far 
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from equilibrium. This is why, a catalytic cycle and not an induction mechanism 
was proposed to explain the rate enhancement by copper ions. Cr(V) obtained in 
(26) or (28) may further be involved in steps like (12) and (13). However, these will 
have a negligible contribution to the overall reaction rate because (27) is faster 
than (13), kobsd values for copper laying higher in Figure 2 than those for iron. The 
sequence above is completed by fast steps (20) and (21). The tendency to level 
off, of the kobsd vs [Cu] plot in Figure 2, is explained in a similar way to that of iron: 
in excess of RSH and higher copper content more chelate complex CuI(SR)2

− will 
form. It is more stable against oxidation by chromate, hence it will remove part of 
copper from the catalytic cycle. 
 Because the oxidation of thiomalic acid in the presence of lead resembles 
that in the presence of copper (significantly higher reaction rate as compared to 
that of iron, curvature of the kobsd versus total ion concentration plots in Figure 2), a 
similar catalytic cycle has been assumed to explain the rate enhancement. Thus, 
the following reaction path was assumed to occur in parallel with (2) and (3): 
 

 Pb(II)  +  RSH  ⇔  PbIISR+  +  H+  K9  (29) 
 

 PbIISR+  +  RSH  ⇔  PbII(SR)2  +  H+  K10  (30) 
 

 PbIISR+  +  HCrO4
−  �  PbIVSR3+  +  Cr(IV)  (slow) (31) 

 

 PbIVSR3+  +  RSH  �  Pb(II)  +  R2S2  +  H+   (32) 
 

PbIVSR3+  +  PbII(SR)2  �  2 Pb(II)  +  R2S2  +  RS−  (33) 
 

Mchrotra [17] and Begley [18] proved that Pb(II) can form lead-thiol complexes in 

Pb:RSH ratios of 1:2. Přibil [19] also mentions that some thiols, such as thioglycolic 
acid, bind lead. Therefore, rapid equilibria (29) and (30) were assumed. Rate 
determining would be the two-equivalent electron transfer within the lead-thiol 
complex, that is step (31). This may be slow within the cycle (29)-(33), but it is 
faster than (3), (13) or (18) and slower than (27) (see the plots in Figure 2). 
Regeneration of the catalyst may also occur rapidly in (33), which could also 
involve a two-equivalent process with the formation of RS+. RS+ reacts immediately 
with RS- to yield R2S2. Process (33) is similar to (27) and (18). The sequence is 
completed by reactions (20) and (21). An analog catalytic cycle has been assumed 
for the oxidation of thioglycolic acid in the presence of lead. 
 Another slow electron transfer process - slower than  (31) - involves PbII(SR)2 
and chromate. We suppose, by similarity with copper, that the complex PbII(SR)2 is 
more resistant to oxidation by chromate than PbIISR+. Hence, at higher ion 
concentrations more lead will be bound in this form and thus removed from further 
catalytic action. This could explain the shape of the kobsd vs [Pb] plot in Figure 2. 

The curvature of the kobsd plots can be also explained, for all studied ions, 
on the base of equation (9) and the values of constants a and b given in Table 3. 
At small ion concentrations (of the order of magnitude of 10-6 M), the second term 
of the sum (1 + b[ion]) is negligible; hence rate enhancement depends linearly on 
[ion]. When the latter is increased, its significance in the sum will also increase and 
the plots of kobsd will level off. 
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The weaker effects of iron and copper on TGA oxidation are probably due 
to the fact that TGA is indicated as masking agent for iron in acidic media [19] as 
well as for copper in alkaline [20] or weak acid media [19]. With iron an intensely 
red complex is formed, while the complexes of copper may be colorless – in 
alkaline – or red – in weak acid media. This is consistent with our experimental 
observations: values of absorbance (including A∞) were somewhat higher when 
kinetic runs were carried out in the presence of iron or copper. 
 Both Figure 2 and Table 2 reveal the fact that, under the same 
experimental conditions, copper achieves the best rate enhancement of TMA 
oxidation. Lead and iron follow it. On the other hand, lead ions affect the most 
significantly the rate of TGA oxidation. Their catalytic effect is even stronger than 
that of copper ions, while rate enhancement by iron is barely sensed. These 
findings led to the conclusion that the CuI(SR)2

− complex of TGA is more stable 
against oxidation by chromate than the complex of TMA. The same is applicable 
for the PbII(SR)2 complexes, although rate enhancements by lead are almost 
identical for both substrates. 

Thus, from analytical point of view, the use of TMA oxidation in kinetic 
determination of Cu(II) is rather indicated than that of TGA oxidation, provided the 
effects of lead and iron can be suppressed. This was already achieved in the 
presence of pyrophosphate [3,19]. If only the effect of iron ions is masked, for 
example with the aid of 1,10-phenantroline [19], both substrate oxidations are 
recommended as indicator reactions for the joint analysis of Cu(II)-Pb(II) mixtures. 
However, the concentration of lead in the reaction mixture should not exceed  
5x10-4 M. Otherwise, precipitates will form with the thiols. 

The effect of several other ions on the oxidation of TMA and TGA by 
chromate has been investigated, under the same experimental condition as 
employed for copper, lead and iron.  Comments on the obtained results, along with 
the concentration limits Clim at which their presence in the reaction mixture is 
sensed via kinetic measurements, are given in Table 4. 
 

Table 4 
Effect of various metal ions on the rates of  TMA and TGA oxidation. 

Experimental conditions are the same as listed for Figure 1. 
 

Ion Clim (M) Comments 
Cd(II) 10-4 Increases rate for both TMA and TGA; 

If [Cd(II)] > 5x10-4 M, precipitates will 
form. 

5x10-4 Increases rate for TMA Ni(II) 
10-4 Increases rate for TGA 

Decreases slightly the rate for TMA Co(II) 10-3 

Increases significantly the rate for TGA 
Zn(II) 5x10-4 Increases rate for both TMA and TGA 
Mn(II) --- Does not affect reaction rates 

 
Oxidation of the two substrates behaves similarly in the presence of all, but 

Co(II), ions listed above. However, these species affect reaction rates only when 
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present in a relatively high concentration. Thus, it is unlikely that any kinetic 
method will be developed for their analysis, on the base of indicator reaction (1). 
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ABSTRACT. The applications of the Landolt-type hydrogen peroxide 
– iodide reaction has been extended to other species than those 
mentioned in the literature, such as vanadium, copper and iron. 
Detection of the incubation time was carried out visually. Reaction 
conditions towards Mo(VI) and V(V) were optimized and calibration 
lines t 0 / t  versus catalyst concentration were drawn. Further, the 
most often cited interferents, that is Cu(II) and Fe(III), were added to 
the reaction mixture and the joint behavior of V(V)-Cu(II), Cu(II)-Fe(III) 
and Mo(VI)-Cu(II)-Fe(III) matrixes have been studied. Their joint 
catalytic effect was proved to be neither additive nor synergistic. Bi-
component and tri-component calibration models based on a t 0 / t  =  f  
{[ion1],[ion2]} response surface or on a family of such surfaces 
respectively, were proposed. Results of visual and potentiometric 
detection of the reaction end-point were compared. The two methods 
have comparable performances. 

 
 
 

Introduction 
 

In recent years, kinetic or catalytic methods have opened a completely new 
area of research in analytical chemistry [1]. Within these, the analytical applications 
of Landolt reactions among chronometrical methods are obvious. Since the 
reaction time t decreases in the presence of a catalyst, it can be related to the 
catalyst concentration by means of 1/t or t0/t versus analyte concentration 
calibration graphs. t0 and t correspond to the absence and presence of the 
catalyst, respectively. 

The slow oxidation of iodide by hydrogen peroxide in acidic medium to 
form iodine 

 
2 I−  + H2O2  +  2 H+  �  2 H2O  +  I2    (1) 
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was studied by many scientists [2], but the first to elucidate its mechanism and to 
give some kinetic parameters were Liebhafsky and Mohammed [3].  The following 
law can describe the reaction rate: 

 ][][][][][
][

224222
22 +−− +== HIOHkIOHk

dt

OHd
r   (2) 

 To serve the purpose of kinetic analysis, the hydrogen peroxide-iodide 
reaction can be easily transformed into a Landolt-type system by adding some trap 
for iodine (ascorbic acid [4,5] or thiosulfate [38]) to the reaction mixture. In the case 
of ascorbic acid for example, the iodine produced by reaction (1) will 
instantaneously be reduced back to iodide and dehydroascorbic acid will be 
released: 
  C6H8O6  +  I2  �  2 H+  +  2 I−  +  C6H6O6   (3) 
Therefore, as long as the ascorbic acid is not completely consumed, iodine does 
not accumulate. When it is totally consumed, I2 is suddenly accumulated and the 
Landolt-effect [4,5] occurs. This phenomenon can easily be observed, even 
visually, because the mixture turns suddenly from colorless to yellow (which is 
typical for iodine), blue (in the presence of starch) or violet (in the presence of 
variamine blue). Yet, one may use any other indicator of the occurrence of the 
Landolt-effect. Its time lapse, also called "reaction time" t or "incubation time", 
depends on the concentration of the single reactants as well as on the 
concentration of any catalyst present in the mixture. Svehla [4], proved a linear 
dependence of t on the C6H8O6 concentration as well as an exponential correlation 
with the I− concentration. He also explained the linear dependence of 1/t and t0/t on 
the catalyst concentration, on the base of reaction kinetics and mechanism. 
Reaction (1) is catalyzed by many metal ions in their higher oxidation states and 
was proposed as possible indicator reaction in kinetic analysis for the 
determination of Zr, Hf, Th, Ta, Mo, W and Fe by Yatsimirskii [6]. Mottola [8] added 
Pb and Ag to the list. Methods to determine some non-metallic catalysts, such as 
Cr2O7

2− and PO4
3− [9], were also reported. 

 Yet, in spite of the long list of metal ions above, the majority of catalytic 
methods based on the hydrogen peroxide – iodide Landolt-type reaction were 
developed to determine molybdenum [10-27], tungsten [26-29] or their mixtures 
[33-37]. However, analysis of iron [30], hafnium and zirconium [31] or joint 
determination of molybdenum–iron [32,38,39], molybdenum–copper [38,39] 
mixtures were also mentioned. The end-point of the reaction was detected visually 
[10,17-18,28,38-39], spectrophotometrically [15,34-37], potentiometrically [11-
14,20,32-33], thermometrically [22] or amperometrically [19]. A large variety of 
samples were analyzed, such as water, food, vegetal material, minerals and steel. 

Many of the methods are highly sensitive; detection limits as low as 0.7 
µg/l [15] were reported. The most significant interferents for the determination of 
molybdenum are copper and iron, hence EDTA [14,20,29,32,38-39] is commonly 
used to remove their effect. Analysis of Mo(VI) is sometimes interfered by 
vanadium and tungsten [18] as well. Improvement of selectivity was also achieved 
either by removing the interferents during the pretreatment of samples [18,22-23] 
or by incorporating a cation-exchange resin column into the system [21]. Other 
scientists [27] preferred a mathematical correction of their calibration model. 
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During the 1970’s, researchers were enthusiastic because of the simplicity 
of the principle and experimental device. By just using some temperature controlled 
vessels and a stopwatch (the so-called "clock method"), they were able to visualize 
the end-point of the reaction and develop some fairly sensitive kinetic methods 
[10]. However, during the years to come more performant and accurate apparatus 
replaced this tedious "monitoring" procedure.  Nowadays, efforts concentrate rather 
on miniaturization [12-13,15] and automatization [9,13,15,21,25-26] of processes: 
samples can be as tiny as 100 µl [12] and sampling rates can reach up to 120 
every hour [25]. 

Bi-component analysis, although it does not require pre-separation, it still 
needs two distinct experiments to determine the concentration of both analytes. One 
corresponds to the cumulative effect of both ions, while the other only to the effect of 
one of them. The catalytic effect of the second ion is removed by masking it. Thus, 
Mo(VI)-Fe(III) and Mo(VI)-W(VI) mixtures were analyzed by masking Fe(III) with 
EDTA [32] and Mo(VI) with citric acid [35], respectively. These procedures, however, 
rely on the additive joint effect of the catalysts. Recent methods not only deal with 
synergistic effects [36,37] by compensating the deviation from additivity within the 
calibration model via a synergistic catalytic coefficient, but also give the composition 
of the matrix by means of just one experiment. 

The first purpose of this paper is to undertake the simple experimental 
device of the 1970’s and extend the application of the hydrogen peroxide – iodide 
Landolt-type reaction to other bi- and tri-component mixtures, such as Cu(II)-Fe(III) 
and Mo(VI)-Cu(II)-Fe(III) as well as to other species, such as V(V) and its mixtures 
with Cu(II). The Mo(VI)-Cu(II) and Mo(VI)-Fe(III) couples exhibit an additive 
catalytic effect [38] for narrow concentration ranges. Hence, the second purpose 
was to enlarge the Cu(II) and Fe(III) concentration ranges to values where the joint 
effect of the catalyst is neither additive nor synergistic. Some attempts were also 
made to elaborate a suitable calibration model for Mo(VI)-Cu(II)-Fe(III) and V(V)-
Cu(II) mixtures by obtaining the appropriate calibration surfaces or family of 
surfaces. Copper and iron were chosen as components of the mixtures because 
they are the most interferents in determination of molybdenum. Results of these 
simple kinetic experiments are verified by potentiometric runs for the case of 
Mo(VI) and some of its mixtures with Cu(II) and Fe(III). 
 
 

Experimental 
 
Reagents and Solutions 

Analytical grade reagents provided by Reactivul (Bucharest, Romania), 
Reanal (Budapest, Hungary) and Merck (Darmstadt, Germany) were used without 
further purification. All solutions were prepared in twice distilled water produced by 
a VDB-3A glass device. 

A stock solution of sulfuric acid was used as source of hydrogen ions. 
Ammonium molybdate (NH4)6Mo7O24, ammonium meta-vanadate NH4VO3, copper 
sulfate CuSO4.5H2O and iron chloride FeCl3 were used as sources for Mo(VI), 
V(V), Cu(II) and Fe(III) ions, respectively. Aqueous stock solutions of 10-2 mol.dm-3 
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of all salts were prepared by dissolving the appropriate amount in volumetric flasks 
of various volumes, according to the needs of the experiments. Working solutions 
were obtained by adequate dilution of stock solutions. The Cu(II) concentration was 
determined by titration of the acid gained when 2 ml stock solution passed through 
a column of C-100H cationite resin (Virolyte, Victoria, Romania). The Fe(III) content 
of the acidulated iron chloride solution was determined by titration of the iodine 
obtained when 2 ml stock solution were mixed with KI and H2SO4. The acidity of 
this solution was also established. The solutions of hydrogen peroxide ascorbic 
acid or sodium ascorbate were freshly prepared before each set of experiments. 
The H2SO4 and H2O2 solutions were standardized by usual procedures. An 
aqueous 1 % wg. starch solution was used as color indicator for iodine. 

 
Experimental device. Procedure 

Experiments were carried out at constant temperature of 293 ± 0.1 K. Two 
solutions were prepared for each experiment, so that after mixing the total volume 
was of 20 ml. The oxidant solution A, of 15 ml volume, contained H2O2, Na2C6H6O6 
or C6H8O6, H2SO4, starch and the catalyst, while the 5 ml of the reductant solution 
B contained only KI. Both were kept at controlled temperature as follows: solution 
A in a double wall glass vessel (which also served as reaction vessel) connected to 
a WOBSER U15 precision circulation bath, while solution B in a separate vessel 
kept in the water bath. The reaction vessel was placed on a magnetic stirrer. 
Solution B was injected into solution A under stirring and a precision stopwatch 
was started. Mixing time did not exceed 0.5-1 s. The reaction time t for the mixture 
to turn from colorless to blue, was recorded. Three to five replicate runs were 
carried out for each set of experimental conditions. Time measurements did not 
differ to more than ± 1 %. 

Potentiometric runs were carried out with an electrochemical cell consisting 
of two temperature controlled glass vessels. One contained the reaction mixture and 
a working I− - selective electrode, while the other a saturated calomel reference 
electrode. The electrodes were connected to a  Radelkis multimeter. A bridge salt of 
saturated potassium nitrate was used to connect the half-cells. The electromotive 
force was monitored versus time. The "Raluca Ripan" Chemical Research Institute of 
Cluj-Napoca provided the electrodes. The solutions used in potentiometric 
experiments were prepared in demineralized and four time distilled water. 
 

Results and discussions 
 

The catalytic effect of molybdate on the hydrogen peroxide – iodide 
reaction is probably due to the rapid formation of peroxymolybdic acid [4,14], that 
further reacts slowly with iodide to regenerate the catalyst: 
H2O2  +  H2MoO4  �  H2O2 •H2MoO4    (4) 
I−  +  H2O2 •H2MoO4  �  IO−  +  H2O  + H2MoO4   (5) 
Iodine is formed from IO−, so that the empirical reaction is the same as expressed 
in (1). Among the processes above, (5) is slow but much faster than its uncatalysed 
correspondent. The other steps occur rapidly. Thus, H2MoO4 is regenerated during 
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the entire cycle. Besides, combination of reactions (1) and (3) ensures constant I− 
concentration in the reaction mixture. 
 Hence, in the presence of molybdate and under an excess acid 
concentration (or in buffer solution), the consumption rate of hydrogen peroxide 
[40] can be described as: 

( ) ][)]([
][

22
22 OHVIMokk

dt

OHd
r catun +=−=    (6) 

where kun stands for a pseudo-first order rate coefficient in the absence of the 
catalyst. On the other hand, kcat stands for a second order rate coefficient of the 
molybdenum catalyzed reaction path. 

Rate equation (6) can be integrated by considering that when reagents are 
mixed (time t = 0) [H2O2] = [H2O2]0 and at the end of the induction period (time t) 
[H2O2] = [H2O2]0 - [C6H8O6]0 (the subscript indicates initial concentrations). This 
leads to 
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Hence, the ratio t0/t of reaction times recorded in the absence and presence of 
catalyst, can be expressed as 
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un

cat+=       (8) 

 
It is obvious that linear calibration graphs may be obtained by plotting 

either 1/t or t0/t against the catalyst concentration. Svehla [10] proved that the t0/t 
vs concentration plot is more independent of the individual time values, provided 
experimental conditions do not vary too much. Based on this as well as on its 
simplicity, we have chosen equation (18) as the base of calibration graphs for our 
analytical purposes. 
 
Monocomponent calibration for Mo(VI), Cu(II), Fe(III) and V(V) 
 

Molybdenum 

Optimal reaction conditions regarding concentration of reagents were 
searched for in order to ensure a high sensitivity towards molybdenum, that is a 
high slope in equation (8). Therefore, kinetic runs were performed at various 
ascorbic acid, potassium iodide and sulfuric acid concentrations, for both in the 
absence and presence of 10-6 mole.dm-3 Mo(VI). 

The mineral acid has to be in excess and the concentration of ascorbic 
acid should be two orders of magnitude smaller than that of hydrogen peroxide. 
The latter condition ensures less than 10 % reaction extent at the end-point. A 
small extent of the reaction presents the advantage that the side reactions, such as 
the decomposition of H2O2, will not affect the experimental results. 

Because of practical reasons, an initial H2O2 concentration of 1.2x10-2 
mole.dm-3 and a temperature of 293±0.1K were chosen for all experiments. 
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Experimental kcat/kun values (mean of at least three replicate runs) are presented in 
Table 1 along with the corresponding pH and ionic strength of the reaction mixture.  

No precautions were taken to maintain the ionic strength. Its value is 
practically given by the contributions of KI and the acid. However, these species 
have always the same initial concentration for each set of measurements and in all 
cases the ionic strength is high enough to cover any possible contribution due to a 
water sample to be analyzed [41]. 

 
 

Table 1 
 

Influence of reagent concentrations on the kcat/kun ratio at 
1.2x10-2 mole.dm-3 H2O2 and 10-6 mole.dm-3 Mo(VI) at 293 ± 0.1 K. 

 
Reaction 

conditions 
(concentrations 

given in mole.dm -3) 

Concentratio
n of studied 

species 
(mole.dm -3) 

10-5 x k cat/kun 
(dm 3.mole -1) 

 
pH Ionic 

strength 
(mole.dm -3) 

4x10-4 5.80 
8x10-4 2.80 

0.19 

2x10-4 6.50 
4x10-4 6.20 * 

Effect of  Na2C6H6O6 
: 

[H2SO4] = 0.1 
[KI] = 3x10-3 
[KI] = 6x10 -3 6x10-4 4.10 

1.02 
0.20 

3x10-3 6.00 
6x10-3 6.20 * 

0.19 Effect of  KI : 
[H2SO4] = 0.1 

[Na2C6H6O6] = 4x10-

4 12x10-3 6.50 
1.02 

0.20 

0.06 7.60 2.01 0.12 
0.10 6.20 * 1.02 0.20 
0.12 0.80 0.96 0.24 

Effect of  H2SO4 : 
[Na2C6H6O6] = 4x10- 

 
4[KI] = 6x10-3 

[Na2C6H6O6] = 
8x10-4 

[KI] = 1.2x10 -3 

0.16 1.70 0.85 0.32 

 
* Labeled values in the third column correspond to identical reaction conditions. 
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Table 2 
Results of kinetic runs. Calibration for Mo(VI). 

1.2x10-2 mole.dm-3 H2O2, 6x10-3 mole.dm-3 KI, 6x10-2 mole.dm-3 H2SO4, 
4x10-4 mole.dm-3 Na2C6H6O6 and ionic strength of 0.12 mole.dm-3 at 293 ± 0.17 K. 

 
107 x [Mo(VI)] (mole.dm -3) t  (s) Average t 0/t 

0.0 
(the blank run) 

10 recordings 
average t0 = 372 s 

1.000 

2.0 327, 328, 329 1.135 
4.0 288, 290, 291 1.287 
6.0 260, 261, 260 1.429 
8.0 239, 237, 238 1.562 
10.0 223, 220, 222 1.679 

 
It may be observed from Table 1 that all concentration values of the 

reagents are rather small; more concentrate solutions would lead to a much too 
rapid process for an accurate detection of the end-point with the employed device. 

According to rate laws (2) and (6), the iodide content of the reaction 
mixture should not affect reaction times t, that is values of kcat/kun. The same 
conclusion can be drawn from Table 1; the slight differences are probably due to 
the slight changes in pH and ionic strength of the mixture. Results in Table 1 also 
show that regardless the iodide content, lower ascorbic acid concentrations induce 
a better sensitivity. Lower concentrations of the "scavenger" for iodine also 
correspond to smaller extents of the reaction. Further, as expected from the 
expressions of kun and kcat, the acid brings about the most significant changes. It is 
obvious that the best experimental conditions, giving the highest sensitivity for 
molybdenum, imply the following reagent concentrations: 1.2x10-2 mole.dm-3 H2O2, 
6x10-3 mole.dm-3 KI, 6x10-2 mole.dm-3 H2SO4 and 4x10-4 mole.dm-3 Na2C6H6O6 
(see Table 1). 

Individual reaction time t and mean t0/t values obtained under these 
circumstances are presented in Table 2. One may observe that replicate runs give 
repeatable results. A concentration range of Mo(VI) up to 10-6 mole.dm-3 was 
covered. The following calibration line t0/t vs catalyst concentration was obtained: 

t0/t = (1.01 ± 0.02) + (6.81 ± 0.26)x105x[Mo(VI)]  (R=0.999) (9) 

Its correlation coefficient is very good and for all points RSd is less than 2 %. The 
statistically computed intercept, corresponding to the absence of the catalyst, 
approaches very well the theoretical value of unity in equation (8). The detection 
limit was estimated according to IUPAC recommendations [42] and is of 2.5x10-8 
mole.dm-3 (2.4 µg.dm-3) Mo(VI). 

Vanadium 

The same principle was applied to find the optimal experimental conditions 
for catalysis by V(V). It was found that only ascorbic acid, that is the reaction 
extent, affects significantly the sensitivity towards vanadium.  Reaction conditions, 
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at 293 ± 0.1 K, to ensure its highest value are: 1x10-2 mole.dm-3 H2O2, 5x10-3 
mole.dm-3 KI, 0.125 mole.dm-3 H2SO4 and 8.5x10-4 mole.dm-3 C6H8O6. Individual 
reaction time t and t0/t values recorded under these circumstances are presented 
in Table 3. Again, replicate runs are repeatable. 

 
 

Table 3 
Results of kinetic runs. Calibration for V(V). 

1x10-2 mole.dm-3 H2O2, 5x10-3 mole.dm-3 KI, 0.125 mole.dm-3 H2SO4, 
8.5x10-4 mole.dm-3 C6H8O6 and ionic strength of 0.15 mole.dm-3 at 293 ± 0.17 K. 

 
105 x [V(V)] 
(mole.dm -3) 

0.00 1.25 2.50 5.00 7.50 10.00 12.50 

 
t0/t 

0.998 
1.000 
1.002 

1.172 
1.175 
1.173 

1.383 
1.378 
1.381 

1.732 
1.725 
1.738 

2.175 
2.186 
2.209 

2.432 
2.474 
2.400 

3.049 
3.070 
2.965 

 
 

The covered concentration range is 1.25x10-5 ÷ 1.25x10-4 mole.dm-3 V(V).  
The equation of the obtained calibration line is: 

t0/t = (0.98 ± 0.08) + (1.57 ± 0.12)x104x[V(V)]  (R=0.996) (10) 
A good correlation coefficient and agreement between the computed and the 
theoretical intercepts can be noticed again. The detection limit is of 2.1x10-6 
mole.dm-3 (0.1 mg.dm-3) V(V). 
 
 
 Copper and iron 

Because one of our goals was the determination of molybdenum and 
vanadium in the presence of interferents, no attempts were made to find 
experimental conditions that give best selectivity towards copper and iron. 
Therefore, optimal conditions for analysis of Mo(VI) and V(V) were taken over. 
Table 4 presents the values of t0/t for both Cu(II) and Fe(III). Experiments for Cu(II) 
were performed in both conditions for Mo(VI) and V(V); while covered 
concentration ranges covered up to 10-5 mole.dm-3 and 10-4 mole.dm-3 Cu(II), 
respectively. Kinetic runs for Fe(III) were performed only under the optimal 
circumstances for molybdenum. The covered range was up to 10-5 mole.dm-3. 
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Table 4 

Results of kinetic runs. Calibration for Cu(II) and Fe(III). 
 

Calibration for Cu(II). Optimal experimental conditions of Mo(V I) – Table 2 
106 x [Cu(II)] 
(mole.dm -3) 0.00 2.00 4.00 6.00 8.00 10.00 

 
t0/t 

1.002 
1.000 
0.998 

1.420 
1.419 

1.828 
1.851 

1.909 
1.925 

2.079 
2.064 

2.371 
2.394 

Calibration for Cu(II). Optimal experimental conditions of V(V)  – Table 3 
105 x [Cu(II)] 
(mole.dm -3) 0.00 1.25 2.50 5.00 7.50 10.00 

 
t0/t 

1.002 
1.000 
0.998 

1.061 
1.049 
1.027 

1.038 
1.029 
1.034 

1.054 
1.050 
1.048 

1.056 
1.066 
1.060 

1.071 
1.070 
1.073 

Calibration for Fe(III). Optimal experimental conditions of Mo (VI) – Table 2 
106 x [Fe(III)] 
(mole.dm -3) 0.00 2.00 4.00 6.00 8.00 10.00 

 
t0/t 

1.002 
1.000 
0.998 

1.476 
1.481 

2.348 
2.348 

2.750 
2.784 

3.448 
3.500 

6.365 
6.197 

 
The following calibration lines were obtained for copper: 

t0/t = (1.05 ± 0.08) + (1.35 ± 0.13)x105x[Cu(II)]  (R=0.995) (11) 
and t0/t = (1.00 ± 0.01) + (6.90 ± 2.55)x102x[Cu(II)]  (R=0.966) (12) 

under optimal circumstances for Mo(VI) and V(V), respectively. Because of the 
steeper slope in equation (11), it is obvious that favorable conditions for the 
catalysis by Mo(VI) are also more convenient for the catalysis by Cu(II). Even 
though the studied concentration range is some orders of magnitude smaller than 
that in the case of V(V), the slope is much higher. Hence the detection limits of the 
two sets of experimental conditions will also differ considerably: 3x10-7 mole.dm-3 
(20 µg.dm-3) and 7.4x10-6 mole.dm-3 (0.5 mg.dm-3) Cu(II) according to equations 
(11) and (12), respectively. 
 

The calibration line for iron is: 
 
t0/t = (0.93± 0.17) + (3.26 ± 0.28)x105x[Fe(III)]  (R=0.996) (13) 

Its detection limit is of 5.6x10-7 mole.dm-3 (31 µg.dm-3) Fe(III). 
The slopes of calibration lines (11) and (13), corresponding to catalysis by 

Cu(II) and Fe(III) respectively, are smaller but still comparable to that in equation 
(9), corresponding to catalysis by Mo(VI) under identical experimental 
circumstances. This can explain the strong interference by the two ions in the 
determination of molybdenum. 
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Bi-component calibration. Vanadium – copper mixtures 
 

In order to study the joint catalytic effect of the vanadium – copper couple, 
the ions were added together to the reaction mixture. In the presence of constant 
Cu(II) concentration, the content of V(V) was increased stepwise. 
 

1

1.5

2

2.5

3

3.5

4

0 2 4 6 8 10 12 14
105 x [V(V)]   (mole.dm -3)

t 0
 / 

t

Cu(II) absent, slope 1.56e5
1e-3 Cu(II), slope 2.04e5
1e-4 Cu(II), slope 1.27e5
1.25e-5 Cu(II), slope 1.25e5

 

Fig. 1. t 0 / t  vs V(V) concentration for various Cu(II) contents. 
Other experimental conditions are the same as listed for Table 3. 

 
 
Figure 1 presents experimental t0/t values plotted against [V(V)], for various 

Cu(II) contents. Although the lines corresponding to 1.25x10-5 and 10-4 mole.dm-3 
Cu(II) have practically equal slopes, they lay under the line of "pure" vanadium. On 
the other hand, a very high content of copper, as compared to that of vanadium, 
seems to enhance the catalytic effect of the later. This phenomenon may also be due 
to the fact that Cu(II) promotes the side reaction of H2O2 decomposition, so that its 
contribution to the overall H2O2 consumption rate will be more significant. Still, 
because the extent of process (1) is of 8 %, the linearity of the plot is maintained. To 
restate, it is obvious that the cumulative catalytic effect of the V(V)-Cu(II) couple is 
neither additive (lines in Figure 1 are not parallel) nor synergistic. 

Therefore, a tri-dimensional t0/t = f {[V(V)],[Cu(II)]} representation to 
generate a calibration surface is required for this bi-component matrix. Figure 2 
presents the surface of t0/t values recorded for both stepwise increased vanadium 
and copper contents. Because t0/t did not vary significantly for small concentration 
steps, the surfaces are described by rather few points and are therefore quite 
"edgy". Figure 2a shows the case of equivalent covered concentration ranges, of 
up to 10-4 mole.dm-3. However, the Cu(II) content was extended to values of two 
orders of magnitude higher (till 2.5x10-3 mole.dm-3) than that of of V(V). This is why, 
in Figure 2b where all experimental results are presented, a logarithmic 
concentration scale was chosen for Cu(II). Both Figures 1 and 2b prove that as 
long as the contents in vanadium and copper are comparable, no dramatic 
changes of the incubation times occur. But as soon as [Cu(II)] exceeds 5x10-4 
mole.dm-3, the rate of hydrogen peroxide decomposition increases abruptly. As 
already mentioned, this is probably due to side reactions. 
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Fig. 2. t0/t = f {[V(V)],[Cu(II)]} response surfaces for the V(V)-Cu(II) mixture. 
a) equivalent concentration ranges; b) non- equivalent concentration ranges. 

Other experimental conditions the same as listed for Table 3. 
 

The supplementary catalytic effect of copper can be suppressed by 
masking it with EDTA. Table 5 presents average t0/t values, recorded both in the 
absence (column A) and presence (columns B and C) of 10-5 mole.dm-3 Cu(II) and 
10-3 mole.dm-3 EDTA. It is obvious that values in Column C are practically equal to 
those corresponding to catalysis by only V(V). 

To perform a bi-component V(V)-Cu(II) analysis, two distinct kinetic runs 
are required. The first experiment, carried out in the presence of EDTA, will 
generate a t0/t consistent with catalysis by only vanadium. From calibration line 
(10), its exact concentration can be calculated. The second experiment will lead to 
a t0/t value consistent with catalysis by both ions. By cutting the appropriate 
surface in Figure 2 with a plane, drawn parallel to the XOY plane at the t0/t value of 
the unknown sample, a concentration level curve will be obtained. This 
corresponds to all V(V)-Cu(II) concentration couples that generate the cumulative 
t0/t in the second experiment. With the already known V(V) concentration, that of 
Cu(II) can be easily determined. Figure 3 presents five examples of such level 
curves at arbitrary taken t0/t values. 

Table 5 

Kinetic runs in the presence of EDTA; 10-5 mole.dm-3 Cu(II) (columns B and C); 
10-3 mole.dm-3 EDTA (column C). Experimental conditions as listed for Table 3. 

 
105 x [V(V)] 
(mole.dm -3) 

t0/t 

 A B C 
0.75 1.100 1.145 1.085 
2.50 1.375 1.935 1.378 
7.50 2.129 2.460 2.139 
12.50 2.860 3.287 2.849 
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Fig. 3. Examples of concentration level curves corresponding to the surface in Figure 2a. 
 
Tri-component calibration. Molybdenum – copper – iron mixtures 

In order to study the joint catalytic effect of the molybdenum – copper – 
iron mixture, the ions were added together to the reaction mixture. Their 
concentration was increased stepwise and t0/t = f {[Cu(II),Fe(III)]} values were 
recorded, first in the absence of molybdenum and then in the presence of it. 

Figure 4 presents the t0/t values plotted against [Cu(II)] for various Fe(III) 
contents, in the absence of molybdenum. Because of some parallel lines, it is 
obvious that the cumulative catalytic effect of Cu(II)-Fe(III) couple is additive only 
for concentrations under 4x10-6 mole.dm-3 for both ions. Beyond this value their 
joint effect is neither additive nor synergistic. The same conclusion may be drawn 
also from Figure 5, that is the response surface t0/t = f {[Cu(II),Fe(III)]} in the 
absence of Mo(VI). 

 
 
Fig. 4. t0/t vs Cu(II) concentration for various Fe(III) contents given in 10-6 mole.dm-3. 
Molybdenum is absent. Other experimental conditions are the same as listed for  
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Fig. 5. t0/t = f {[Cu(II)],[Fe(III)]} response surface in the absence of molybdenum. 
Other experimental conditions the same as listed for Table 2. 

 
 

By increasing the Mo(VI) content of the mixture, a family of calibration 
surfaces was obtained. Their superposition is presented in Figure 6 and stands for 
the tri-component Mo(VI)-Cu(II)-Fe(III) calibration. Again, because t0/t did not vary 
significantly for small concentration steps, each surface is described by only 25 
points and has therefore quite sharp edges and angles. 

The picture in Figure 6 shows that even though higher t0/t values are 
sensed for higher catalyst concentrations, the surfaces lay on top of each other 
forming a multi-layer body, only for both copper and iron concentrations smaller 
than 4x10-6 mole.dm-3, regardless of the amount of molybdenum present in the 
mixture. This is probably due to the additive catalytic effect, applying only for 
narrow concentration ranges, of the Cu(II)-Fe(III) as well as of the Mo(VI)-Cu(II) 
and Mo(VI)-Fe(III) [38] couples. Moreover, high Cu(II) and Fe(III) contents will 
favorably influence the side reaction of H2O2 decomposition; so that, because it is 
catalyzed by Fe(III) and promoted by Cu(II), it may significantly affect the overall 
reaction rate (6). These phenomena may all contribute to the fact that when higher 
catalyst amounts are present in the sample, the same t0/t is measured for totally 
different concentration triplets and the surfaces will cut each other as it may be 
observed from Figure 6. 
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Fig. 6. Tri-component calibration.The family of t0/t = f {[Cu(II)],[Fe(III)]} response 

surfaces for 2x10-7, 4x10-7 mole.dm-3, 6x10-7, 8x10-7 and 10x10-7 mole.dm-3 Mo(VI).  
Other experimental conditions are the same as listed for Table 2. 

 
The calibration model to be elaborated is based on the t0/t measurements 

for known triplets of [Mo(VI)], [Cu(II)] and [Fe(III)]. Its purpose is to function in a 
reversed way: it will have to give some information about the unknown ion 
concentrations for a measured t0/t value of an unknown sample. 

The concentration of Mo(VI), like in the case of V(V), can be obtained by 
means of a distinct experiment. If EDTA is added to the reaction mixture, it will 
mask the cationic catalysts. Hence, the measured t0/t value will depend only on the 
Mo(VI) content of the sample. By using the calibration line of equation (9), its 
concentration can be determined. 

In order to gain some information about the Cu(II) and Fe(III) contents, a 
t0/t = f {[Cu(II),Fe(III)]} surface for the exact found [Mo(VI)] is needed. Again, the 
intersection of this surface with a plane, drawn parallel to the XOY plane at the t0/t 
value of the unknown sample, will generate some level curves. These correspond 
to the Cu(II)–Fe(III) concentration couples to generate the experimentally 
determined t0/t, for a certain Mo(VI) content. Figure 7 presents 15 examples of 
such curves obtained in the absence of Mo(VI), by cutting the surface in Figure 5 
with the same number of arbitrary chosen planes. As it may be observed, the exact 
concentrations of Cu(II) and Fe(III) may not be established, the curves will indicate 
only a range of values (a minimum and a maximum). 
 

0
2

4
6

8 0

2

4

6

8

0

2

4

6

8

10

to/
t 

106 x Cu(II) (M) 

106 x Fe(III) (M) 



THE HYDROGEN PEROXIDE – IODIDE REACTION IN KINETIC ANALYSIS 
 
 

 133 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Fig. 7. Examples of concentration level curves corresponding to the surface in 
Figure 5. 

 
In order to construct an appropriate t0/t = f {[Cu(II),Fe(III)]} calibration 

surface at any Mo(VI) concentration within the range of concentrations of up to  10-

6 mole.dm-3, we employed an artificial neural network (ANN) [43,44]. The surface 
has to be much smoother than those in Figures 5 and 6, thus described by much 
more points. 

To resume, the proposed calibration model would consist of both the 
calibration line (9), and a t0/t = f {[Cu(II),Fe(III)]} surface generated by an ANN. In 
order to elaborate such a model, an artificial neural network was trained by using 
115 sets of experimental data t0/t = f {Mo(VI)],[Cu(II)],[Fe(III)]}. Its characteristics 
are listed in Table 6. A Levenberg–Marquardt learning algorithm [45] was 
employed for 60 epochs till the sum squared error reached a satisfactory 
predetermined value. Testing was performed with 10 sets of data. 

To evaluate the prediction capacity of the network, calculated data Y were 
plotted against experimental data X, for both the training and the testing set of 
values. The equations of the obtained lines are: 

Y = 0.117 + 0.974 X  (R = 0.987)   (14) 
and Y = 0.079 + 0.980 X  (R = 0.985)   (15) 
respectively. Both have rather good correlation coefficients, intercepts close to zero 
and slopes close to unity (ideal values). Thus, the simulation capacity of the ANN is 
expected to be rather good. 

The trained network was further used to generate, by means of simulation,  
the replicate of the t0/t = f {[Cu(II),Fe(III)]} surface in Figure 5. The obtained result is 
presented in Figure 8. 
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Table 6 
Characteristics of the artificial neural network 

 
Parameter Value 
Input nodes 3 

Output nodes 1 
Hidden layers 1 
Hidden nodes 7 
Input layer transfer function Identity 
Hidden layer transfer 
function 

Sigmoid: ( )xexf −+= 1/1)(  

Output layer transfer 
function 

Sigmoid: ( )xexf −+= 1/1)(  

Bias Variable 
Learning rate Variable 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8. ANN generated t0/t = f {[Cu(II),Fe(III)]} calibration surface in the absence 
of molybdenum. The chosen concentration step is of 2x10-7 mole.dm-3. 

 
It is obvious that the two surfaces, the experimental one in Figure 5 and 

the simulated one in Figure 8, do not match. The latter exhibits a steep increase 
exactly in the region of concentrations where the response surfaces in Figure 6 cut 
each other. Only for Cu(II) and Fe(III) concentrations smaller than 4x10-6 mole.dm-3, do 
simulated data approximate measured ones. 

As a result, because in a certain range of catalyst concentrations their 
cumulative effect is completely nonlinear and completely different sets of inputs 
correspond to the same output, none of the surfaces obtained by means of 
simulation by this ANN are suitable in the proposed calibration model. However, in 
a more narrow concentration range of copper and iron, where experimental 
response surfaces lay one on the top of each other, an artificial neural network 
could be employed in calibration. In this case an other ANN, with different 
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characteristics, has to be trained, tested and used for generating the required t0/t = 
f {[Cu(II),Fe(III)]}  surfaces. Unfortunately, there is not enough available experimental 
data, for [Cu(II)] and [Fe(III)] less than 4x10-6 mole.dm-3, to do so. 
 

Potentiometric detection of the end-point 
 

Because visual detection of the reaction’s end-point is a monotonous and 
tedious process, the accuracy of the results may be questioned. Therefore, 
potentiometric verification of the calibration line (19) for molybdenum was 
performed. Moreover, some results for Mo(VI)-Cu(II) and Mo(VI)-Fe(III) couples 
were also compared. It is worth mentioning that the water to prepare these 
solutions was more pure (contained no ionic residuals) than that used for previous 
experiments, so that results may be affected.  In order to have a basis for 
comparison potentiometric measurements were doubled by visual detection, under 
identical reaction conditions and by using the same reagent solutions. 

During these experiments, the electromotive force of the 
Hg / Hg2Cl2 / Cl− (sat) // I− / EMIS – I 

electrochemical cell was monitored versus time. Typical kinetic runs are presented 
in Figure 9 for both the absence (the blank) and the presence of 10-6 mole.dm-3 
Mo(VI). The plots have the shape of titration curves. For the simplicity of 
computing, the end-point of the reaction was considered to correspond to the 
inflection point of the curve. The time at which it occurred, was considered to be 
the searched for incubation time. 

Fig. 9. Typical potentiometric kinetic runs. Experimental conditions as listed for 
Table 2. 

 
Values of the individual t0/t ratios for potentiometric detection of the 

reaction time t were plotted against the values obtained by visual detection. Some 
selected results are presented in Figure 10. It is obvious that the kinetic runs are 
repeatable and the two methods give comparable results. 

The equations of the obtained calibration lines are: 
 t0/t = (0.97± 0.05) + (4.04 ± 0.83)x105x[Mo(VI)]  (R=0.990) (16) 
and t0/t = (0.99± 0.03) + (3.77 ± 0.46)x105x[Mo(VI)]  (R=0.992) (17) 
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for potentiometric and visual detection of incubation time, respectively. The lines 
have good and comparable correlation coefficients. Their intercepts and slopes are 
also in good agreement. However, both slopes are somewhat smaller than 
6.81x105 in equation (9). This is due to the fact that the water used to prepare the 
reagent solutions was more pure in these cases. It was demineralized as well as 
four times distilled, while the water used in previous experiments was only twice 
distilled. We suspect that is also contained some residual amounts of ions with 
catalytic activity towards the indicator reaction. This fact was confirmed by other 
kinetic experiments in our laboratory, too. 
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Fig. 10. Potentiometric versus visual detection of the end-point. 

 
By taking into account the experimental data in Figure 10 as well as the 

calibration equations (16) and (17), it may be concluded that the two methods have 
comparable performances. 
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ABSTRACT. The starting point of this study is represented by the 
trilacunar structure of the polyoxotungstate anion [BiW9O33]

9- having 
the capacity of functioning as the coordinating ligand for the cupper 
Cu2+ cation, and the formation of the complex polyoxotungstate 
anions of the type [Cu3(BiW9O33)2]

12-.and [Cu4(BiW9O33)2]
10-. The pH 

range of the complexes’ formation was established and the stability 
constants were calculated by the electrophoresis method. By applying 
the molar ratio method to spectrophotometry, the molar ratio of 
polyoxometalate ligands and Cu2+ cations have been found to have 
the values of 2:3 and 2:4, respectively. 

 
 
 

INTRODUCTION 
 

The lacunar polyoxometalates generally react readily with any potential 
addenda or with a wide variety of octahedrally coordinating metal ions to refill the 
vacant sites. This produces complexes that are hybrids between polyoxometalate 
species and coordination complexes.[1] We reported a lot of works to 
polyoxometalate complexes containing metallic cations, especially those wherein 
that atoms act as a bridge connecting two lacunar units.[2-9] 

This paper presents the results of our work on the formation in solution of 
Cu2+ polyoxometalates with BiW9O33

9- as ligand by the paper electrophoresis 
method, which permits the identification of the formed polyoxometalates in very 
limited pH ranges, thus enabling them to separate in the electric field due to the 
various electrophoretic mobilities of the existing ionic species.[10] 

One of the widely used methods in establishing the stoichiometry of the 
formation reactions of the complex combinations is the method of the molar ratio 
variation applied to the spectrophotometric study.[11,12] This method has also 
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been applied to the systems Cu2+-BiW9O33
9- in order to establish the values of the 

combination ratio between Cu2+ ion and the polyoxometalate ligand. 
 
EXPERIMENTAL PART 

1.  Solution Preparation 
The experiments were carried out on a Na9BiW9O33 polyoxometalate in 

aqueous medium; the polyoxometalate was prepared according to Krebs [13] at 
the concentration of 10-2 - 5x10-2 mole‧l-1 in the ligand and at pH values ranging 
from 1.5 to 8.5. The aqueous solutions of Cu(SO4)2 were obtained out of the 
Cu(SO4)2·5H2O in distilled water. 
 

2. Spectrophotometric study 
A set of solutions was prepared, containing Cu2+ and BiW9O33

9-, and 
having a 10-2 mole‧l-1 concentration in various molar ratios. The pHs of the solutions 
were adjusted to the values of 6.5 and 4 with NaOH 10-1 mole‧l-1 and HCl 10-1 
mole‧l-1, respectively, with the purpose of being within the optimal pH of the 
formation of Cu2+ polyoxometalates.  

The absorbances of these solutions were measured with a SPECORD UV-
Vis spectrophotometer, using 1 cm wide glassy cuvettes at a vawelength of 824.13 
nm and 780 nm, respectively. 
 

3. Electrophoretic Study. 
This study was carried out on an ordinary electrophoresis apparatus, at 

usual voltage, cooled with water. The Cu(SO4)2 solution, of 10-4 mole‧l-1 
concentration was deposited with a microdropper in the center of a Karl-Schneider 
Schull chromatographic paper impregnated in the ligand solutions having 10-4 - 10-2 
mole‧l-1 concentration, with different pH values (1.5 to 8.5). The pHs were adjusted 
with HCl and NaOH solutions and their values were measured with a OK-102 
Radelkis pH-meter. The ionic strength was maintained at constant value by a 
corresponding addition of NaClO4  10-1 mole‧l-1. 

Experiments were performed at a difference in voltage of 360 V, at a 
temperature of 15±2 0C, for 3600 s. The formed polyoxometalates were identified 
by their green color, the Cu2+ ion was identified by developing with rubeanic acid 
and the noncomplexed ligand by reducing W6+ with  UV rays to “blue tungsten”. 

Besides the solutions containing the metallic cation, an electrically neutral 
glucose drop was added, towards which the shifts of the ionic species after 
electromigration were adjusted. The Rf values of the formed polyoxometalates 
were determined by the ascending paper chromatography, relating the shift of the 
formed chemical species to the front of the saturated NaCl as eluent.  

 
RESULTS AND DISCUSSION 

If a solution that contains Cu2+ ions is rapidly added to a solution of sodium 
salt of [BiW9O33]

9- polyoxometalate anions, the following reactions take place, 
according to the following chemical equations: 

2 Na9[BiW9O33] + 3 CuSO4 = Na12[Cu3(BiW9O33)2] + 3 Na2SO4 (a) 
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Na12[Cu3(BiW9O33)2] + CuSO4 = Na10[Cu4(BiW9O33)2] + Na2SO4 (b)  
We observe that the green colour of the obtained solutions appears 

immediately. The colour intensity doesn’t change, even on standing 24 hours. 
The spectrophotometric study concerned with the formation of the 

polyoxometalate complexes having Cu2+ as central ion has been carried out by the 
molar ratios method. 

By representing graphically the absorbances of the solutions that contain 
the two compounds, the copper sulfate and the sodium salt of the polyoxometalate 
ligand, versus different molar ratios combination, we obtain three straight lines 
which cross each other in two points which correspond to the molar ratio of 3:2 and 
4:2 respectively (Fig.1). 

 
Fig. 1. Dependence of the absorbance versus various molar ratios of components: 

Cu2+-BiW9O33
9-. 

According to the reaction stoichiometry, the molar ratios Cu2+:ligand=3:2 
and 4:2 respectively, the values of the equivalence points that were calculed 
theoretically concord with the values obtained experimentally. 

In order to established the pH-range of the [Cu3(BiW9O33)2]
12- and 

[Cu4(BiW9O33)2]
10- heteropolyanion formation, we started from the premise that the 

reactions (a) and (b) of the polyoxoanion species’ formations may be considered as 
reactions with formation of complex combinations according with the following 
equations: 
3 Cu2+ + 2 L = Cu3L2     (a`) 
Cu3L2 + Cu2+ = Cu4L2     (b`) 

In order to establish the optimal conditions of the formation of Cu3L2 and 
Cu4L2 polyoxometalates, where L=BiW9O33

9-, a study has been accomplished on 
their formation by the chemical reactions (a`) and (b`) in solutions of 10-2 mole.l-1 
concentrations, using the electrophoresis method. 

Thus, considering that the studied reactions occur according to the 
equations (a`) and (b`) they have the following equilibrium constants: 

232
23

1 [L]][Cu

]L[Cu
K

⋅
= +

     (1) 
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][Cu]L[Cu

]L[Cu
K

2
23

24
2 +⋅

=      (1’) 

The Kunkel and Tiselius [14] method has been applied to estimate the sum 
of the electrophoretic mobilities of the formed ions which is given by the relations: 

]L[Cu]Cu[

]L[Cu]Cu[

23
+2

23LCu
+2

1
23

2

+
⋅+⋅

=Μ
+ µµ Cu   (2) 

]LCu[]L[Cu

]LCu[]L[Cu

2423

24LCu23LCu
2

2423

+
⋅+⋅

=Μ
µµ

  (2`) 

where: M1, M2=the sum of the electrophoretic mobilities; 
L= Na9[BiW9O33]; 

+2Cu
µ , 

23LCuµ , 
24LCuµ = the electrophoretic mobilities of Cu2+, Cu3L2 and 

Cu4L2 ions; 
[Cu2+], [Cu3L2], [Cu4L2]= the mole concentrations of the Cu2+, [Cu3L2] and 
[Cu4L2] ionic species. 
The sum of the electrophoretic mobilities of the formed ions, which are pH-

dependent, was graphically represented in order to obtain the stability range and 
the optimal pH of the formation of the polyoxometalates. As a result of the 
electrophoretic study on the formation reactions of the polyoxometalates, values 
ranging from to 3.5 to 5.5 for the first complex, and from to 5.5 to 7 for the second 
were found. Subsequently, the values of the stability constants were calculated 
according to the above-mentioned method in a two step chemical reaction, as 
follows: 3.615 and 1.879 for Na12[Cu3(BiW9O33)2] and Na10[Cu4(BiW9O33)2] 
respectively; the values of the equilibrium constants being of 0.97x102 and 0.5x102 
respectively. 

The electrophoretic study on the Na12[Cu3(BiW9O33)2] and 
Na10[Cu4(BiW9O33)2] polyoxometalates informs us about the optimum pH of 
formation, 4.5 and 6.25 for these compounds, about the relative stability of these 
compounds as well as about their purity. These compounds are unitary and not 
mixtures of polyoxometalates. 

The displacement in centimeters of the formed polyoxometalates was 
observed experimentally, thus allowing the calculation of the electrophoretic 
mobilities (µ), the determination of the Rf values and the calculation of the real µd 

mobilities of the formed species by means of the Kunkel-Tiselius [14] relation (3): 
2

'1







⋅
⋅⋅

⋅=
l

l

RtV
d

f
dµ     (3) 

where: µd= the sum of the experimentally determined electrophoretic mobilities; 
 d= the migration of the ionic species in cm; 
 V= the difference of potential; 
 t= the time of electromigration; 
 l= the length of the chromatographic paper (38,5 cm); 
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l

l '
= 1.69; the porosity factor of the chromatographic paper ; 

 Rf = 0.99 for Na12[Cu3(BiW9O33)2] and 0.98 for Na10[Cu4(BiW9O33)2] 
The variation of the sum of the electrophoretic mobilities depending on the 

pH is plotted in Fig. 2. 
It may be observed that += 2Cu

µµ  for the minimal µ value in case the 

formation of the polyoxometalate Cu3L2 has not proceeded yet, and [Cu3L2]=0, 
while 

23LCuµµ =  for the maximal µ value in case Cu2+ is partialy consumed in 

reaction (a`); it also be comes obvious that 
23LCuµµ =  for the minimal µ value in 

case the formation of the polyoxometalate Cu4L2 has not proceeded yet and 
[Cu4L2]=0, while 

23LCuµµ = , for the maximal µ value in case Cu2+ is completely 

consumed in reaction (b`), µ being equal to 
24LCuµ . 

The optimal formation ranges of the complexes were determined from the 
electrophoretic curves and correspond to the pH range within which the sum of the 
electrophoretic mobilities is: µformation ≥ 90%. The optimal pH formation ranges of the 
formed polyoxometalates given by the µ90% values are 3.5 - 5.5 for Cu3L2 and 5.5 - 
7 for Cu4L2, respectively. The values +2Cu

µ , 
23LCuµ , and 

24LCuµ  were obtained 

from the curves presented in Fig.2. By introducing them into relations (4) and (4’), 
the equilibrium constants K1 and K2 were determined. 

1 2 3 4 5 6 7 8 9
-2

-1

0

1

2

3

4

 

 

µµ µµ 
10

-4
 c

m
2 V

-1
s-1

pH

 
Fig.2. Dependence of µd electrophoretic mobilities versus pH values for the 

systems Cu2+-[BiW9O33]
9-. 

 
 In order to study the formation (equilibrium) constants of the complexes, 
the Consden, Gordon and Martin equation is applied to the studied systems: [15] 

ClogKloglog 1
1LCu

Cu1

23

2

+=
Μ−

−Μ +

µ
µ

   (4) 
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ClogKloglog 2
2LCu

LCu2

24

23 +=
Μ−

−Μ
µ

µ
   (4`) 

where: C= the concentration of the ligand solution; 
K1, K2= the equilibrium constants. 
The equilibrium constants will further be used in the determination of the β  

stability constants, according to relation (5). 

log β= log K + log c     (5) 

where: β= the stability constant; 
K= the equilibrium constant; 
c= the optimal concentration of the ligand solution. 
Furthermore, a graphic representation of log [ 1LCuCu1 M/µµM

23
2 −− + ] and   

log [ 2LCuLCu2 M/µµM
2423

−− ], respectively vs. the various ligand concentrations  

(Fig. 3 and 4) is presented. By extrapolating the straights presented in Fig. 3 and 4, 
we obtained the optimal ligand concentration which is later on introduced into relation 
(5) in the purpose of determining the stability constants. 
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M

1 )
]
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Fig. 3. Dependence of log 1LCuCu1 M/µµM
23

2 −− +  vs. various ligand 

concentrations. 
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Fig. 4. Dependence of log 2LCuLCu2 M/µµM
2423

−−  vs. various ligand 

concentrations. 
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CONCLUSIONS 
 
The spectrophotometric study and the method of molar ratios variation has 

established the formation, in both cases, of the complexes with the molar ratio 
Cu2+:polyoxometalate ligands of 3:2 and 4:2 respectively. 

As a result of the electrophoretic study on the Cu2+-[BiW9O33]
9- system by 

the paper electrophoresis method there is clear-cut evidence of the formation, in 
the two steps, of a single pure complex polyoxometalate species. 

The formation pH range of the Cu3L2 and Cu4L2 complexes are to be found 
between 3.5-5.5 and 5.5-7 respectively. The optimal pH values are 4.5 and 6.25 for 
Cu3L2 and Cu4L2 respectively.  

The similar values of the stability constants point out to the formation of 
some stable polyoxometalate complexes. 
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1. Introduction 

The selection of sampling procedures is the basis of environmental study 
because any sample must be representative of the environment from which they 
are taken. In water sampling we must know all problems associated with sampling 
contamination from sampling equipment; sorption and leaching of contaminants by 
sampling tool materials; replication; frequency of sampling; nature of samples and 
problems associated with sample collection. 

Perhaps the most critical element in environmental analysis is the sampling 
and analysis plan. Recently, some guidelines about the quality control in sampling 
for water analysis were reported [1]. 

Sampling plan objectives after Barcelo [2] are: 
1. Definition of objectives Aims of the measurements 
2. Select target analytes and analytical methods 
3. Determine sampling locations 
4. Fix number of increments and method of sampling 
5. Select methods for sample preservation and pre-treatment 
6. Prepare final plan. 

A general book on this topics was republished in 1996 by Keith as Editor [3]. 
 
2. Types of samples 

The two basic types of water and wastewater samples are: discrete and 
composite samples. In fig. 1 are illustrated the types of samples . 
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Figure 1. Types of water and wastewater samples 

 
 

A discrete sample , also known as a grab sample , is an individual sample 
collected in less than 15 min. Discrete sample are recommended when the quality 
of the discharge is essentially constant. 

A composite sample, consist of series of smaller samples collected over 
time and deposited into the same container. They are useful in calculating the 
average concentration and pollutant loading during the sampling period. 
Depending on the collection method, can be produced : a time composite sample; 
a flow- proportional composite sample, a sequential composite sample.  
 A single grab sample or a half-dozen grab sample over a 24-h period give 
representative sample only if the streams essentially constant-flow, spatially 
homogeneous in composition at any time and varying in composition gradually 
over an extended period of time. A modest series of grab samples may give a fair 
approximation of stream characteristics. Industrial wastewaters rarely meet the 
requirements for this idealised model  
 Particularly for a river ,the most practical river sampling program is 
accomplished from a boat at known sampling location. The sort of sample collected 
is almost always a manual grab or a series of manual grab sample composites 
prior to analysis. 

There are various techniques for choosing appropriate locations. One 
technique especially appropriate for sampling rivers for chemical constituents is the 
spatial gradient technique. 
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3. Manual and Automatic Sampling 

Discrete and composite sampling can be collected manually or 
automatically. The sample should be collected in a container which is compatible 
with both the analyte being determined and the sample matrix. USEPA has 
published requirements for selecting the right type of containers(Table 1) [4]. 

According the 1980s, manual sampling lost ground to automatic samplers 
with many advantages: rapidity, improved accuracy and reduce costs associated 
with manual collection. 

The two basic types of automatic samplers are portable and permanent 
samplers. 
 The sample delivery system is a pump designed to transfer the sample 
from the liquid source to the bottles for storage. At the beginning was used vacuum 
pumping but now the most commonly used are peristaltic pumps and bladder 
pumps [5]. 

Sample volume inaccuracy in peristaltic pump samplers was solved with 
introduction of liquid detectors [6]. The detector used a thin piezoelectric film 
sensor. The piezoelectric film does not contact the water or wastewater to be 
sampled and does not depend on the conductivity, pH, or other characteristics of 
the water.  

According to the EPA more than 100 models of portable automatic sample 
collection devices existed. All of the portable samplers offer units that operate on 
ac and dc, weigh less than 20 kg empty, offer sampling intervals from 1 min to at 
least 4 h , are capable of flow-proportional or timed-interval sampling, have no 
metal parts in contact with the sample, operate over temperature range from -30 to 
500C and purge the sample line before and after sampling. 

 
Table 1.  

Partial list of Parameters and Required Containers 

Parameter Container type 
Acidity Plastic(P), Glass(G) 
Alkalinity P, G 
BOD P, G 
COD P, G 
Chlorinated hydrocarbons G, Teflon-lined cap 
Chlorine, total residual P, G 
Coliform, faecal and total P, G 
Colour P, G 
Cyanide P, G 
Fluoride P 
Nitrate P, G 
Metals Polyethylene 
Oil and grease G, G 
OD G, G 
Temperature P, G 
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An ideal sampler after Newburn [7] should have include the following: 
  1. ac and dc operation with adequate dry battery energy for 120 h of operation at 

1-h sampling intervals 
  2. suitability for suspension in a standard manhole and accessibility for 

inspection and sample removal 
  3. total weight including batteries under 18 kg 
  4. sample collection intervals from 10 min to 4 h 
  5. capability for flow-proportional and time-composite samples 
  6. capability for collecting a single 9.5 L sample or collecting 400-mL discrete 

samples in a minimum of 24 containers 
  7. capability for multiplexing repeated aliquots into discrete bottles 
  8. a single intake hose having a minimum ID of 0.64 cm 
  9. intake-hose liquid velocity adjustable from 0.61 to 3 m/s 
10. explosion-proof materials and electronics 
11. no metal parts in contact with waste souse or samples 
12. an integral sample container compartment capable of maintaining samples 

from 4 to 6 0C for a period of 24 h in ambient temperature ranging from -30 to 
50oC 

13. purge cycle before and after each collection interval 
14. interchangeability between glass and plastic bottles, particularly indiscreet 

samplers 
15. sampler exterior surface light in colour to reflect sunlight 
 
4. Preserving Sample integrity 

The main purpose of sampling project is to collect a sample that truly 
represents the source at the time of collection. It will be necessarily to preserve the 
integrity of the sample during and after sampling. 

Ideally, the samples should be completely analysed immediately after 
collection. However, immediate analysis may not be done according to permit 
requirements, regulations and consist of refrigeration, chemical fixation or both. 
First step is to select the right automatic sampler (sample bottles and sample 
tubing. Harris and Keffer [8] concluded that vacuum sampler produced higher BOD 
and COD and solid concentration than sampler using peristaltic pumps. Vacuum 
samplers produced higher values than manual flow-weighted grab samples. In 
conclusion high-vacuum, high liquid intake velocity samplers were more effective in 
capturing solid than peristaltic pump samplers. Thomas and Eads [9] study about 
contamination of successive samples in portable sampling systems showed that a 
vacuum sampler produced more cross-contamination than peristaltic pump 
sampler. For a good recovery of VOC was recommended moderate speed 
peristaltic pumps [10]. 

The basic difference between one sampler over another is in liquid intake 
velocity and the wetted surface area of the liquid transport system. For toxic 
pollutants, the sample should contact only Teflon, glass and medical-grade silicone 
rubber if a peristaltic pump is being used in the sample transport system. 

The type of contaminates contributed to water sample by material used in 
sampling tools are shown in table 2. 
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Contamination can be minimised by stream cleaning. If the water are 
transported through soldered pipes the most common contaminants are tin and 
lead [12]. Adsorption of metals at low concentration on container walls is 
determined by metal concentration, pH of the sample, length of contact with the 
container, sample and container composition [13, 14]. Sorption of dilute 
halogenated hydrocarbon mixture in water by various plastics and PVC was 
studied [15, 16]. Many samples start changing physically, chemically or biologically 
almost instantaneously. Sample preservation must be done immediately after 
collection. At the moment the sample is removed, the chemical processes that 
affect the sample may deviate from what occurs in situ. In process of collection, the 
sample is often exposed to ambient light and its temperature most likely has 
changed. Consequently, photochemical reactions may take place, and the 
temperature-dependent kinetics of other types of reactions will be altered. The 
presence of oxygen may initiate oxidation of some chemical species. 

The vessel may contribute to the process by adsorbing certain components 
of the sample. This adsorption permits additional loss of volatile compounds or 
introduces extraneous compounds into the sample. Complete stability of the 
sample through preservation cannot be totally achieved for every constituent in a 
sample, nor can all constituents be stabilised with the same degree of success. 
The most common change that preservation technique attempt to minimise are  
physical changes such as adsorption volatilisation, , diffusion and precipitation, and 
chemical changes including air oxidation, photochemical changes and 
microbiological degradation. 
 

Table 2.  

Contaminates of Water Samples from Materials Used in Sampling Device. 

Material Contaminants 
PVC - threaded joints Chloroform 
PVC - cemented joints Methyl ethyl ketone, toluene, acetone, 

methylene chloride, benzene, ethyl acetate, 
tetrahydrofuran, cyclohexanone, three 
organic Sn compounds, and vinyl chloride 

Teflon(polytetrafluoroethylene) Nothing detectable 
Polypropylene or polyethilene Plasticizers and phthalates 
FRE(Fiberglas-reinforced epoxy 
material) 

Nothing detectable 

Stainless steel Cr, Fe, Ni, and Mo 
Glass B and Si 
 
Table 3 illustrate a partial list of Preservatives and maximum holding time in water 
analysis.  
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Table 3.  

A Partial List of Preservatives and Maximum Holding Time 

Parameters Preservative Maximum Holding Time 
Acidity and Alkalinity 4oC 14 days 
BOD 4oC 48 h 
COD 4oC; H2SO4 to pH<2 28 days 
Chlorinated 
hydrocarbons 

4oC 7 days until extraction 

Coliform, faecal and 
total 

4oC 6 h 

Oil and grease 4oC, H2SO4 or HCl to pH<2 28 days 
VOCs 4oC 14 days 
SVOC, pesticides, 
dioxins 

4oC 7  days until  extraction 

Metals 2 ml HNO3 50% to pH<2  6 months 
Cyanide 2 ml NaOH 50% to pH<12 14 days 
Sulfide 4oC, 1 ml Zn(Ac)2, 1 ml NaOH 

50% to pH<9 
7 days 

Fluoride 4oC 28 days 
 
Rapid cooling down to 4oC reduces microbiological activity and the 

potential for volatilisation of dissolved gases and organic substances contained in 
the sample [17]. 

Some parameters, such as temperature, pH, DO, and residual chlorine 
cannot be preserved. They must be measured on-site during sampling. Proper 
preservation requires a co-ordination of activities between the field crew and the 
laboratory staff.  

Holding time is defines by ASTM as “ the time during which a water 
sample can be stored after collection and preservation without significantly 
affecting the accuracy of analysis [18]. In fact, evidence suggests that holding 
times can be extended for some parameters [19].  The maximum time that a 
sample can be held before compromising the integrity of the analysis is dictated by 
the matrix (e.g. surface, ground or wastewater), the properties and concentration of 
the substance being determinate, and preservation technique employed. 

Oak Ridge National Laboratory (USA) conducted holding time studies [20, 
21] for 17 VOCs and four explosives in three waters types (distilled, ground and 
surface water) and three soil matrices. With respect to VOCs in water preservation 
with sodium bisulphate provides considerable stability (>28 days) and is 
considerable safer than hydrochloric acid.  

A concept called practical reporting time (PRT) was introduced, which 
provides a technically valid approach for assessing the data usability of samples 
analysed after the regulatory holding time has expired [22].  

The PRT is defined as the day when there is a probability of 15% that the 
measured analyte will be below the CC. A critical concentration (CC) is determined 
on the first day of the holding time study; the CC is the concentration below which 
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there is only a 5% chance, due to measurement error, that a measure concentration 
will be observed. 
 
5. Replication 

The number of replications is determined by the purpose of samplings: a) 
determination of chemical composition of water body and b) sampling for the 
purpose of monitoring. 
 

Table 4.  

Chemical Results from Various Water Sampling Techniques 

Number of Sub-
samples 
Replicated 10 Times 

Ca 
mg/L 

Mg 
mg/L 

Sr 
µg/L 

P 
µg/L 

Pb 
µg/L 

Three aliquots 1-L 
samples 

53(4.5) 30(8.3) 130(20) 20.4(5.1) 2.4(0.5) 

1 aliquot/three 1-L 
samples 

29.7(5.0) 11.8(3.8) 64(20) 72(30) 13(4) 

χ2, P< 0.02 0.05 0,001 0.001 0.01 

Three 2-L samples 55(10.0) 56.2(10.0) 155(25) 100(25) 5(3,0) 
Three 5-L samples 40(11.0) 22(10.0) 120(21) 110(25) 10(3.1) 
Three 20-L samples 30(3.0) 12(2.1) 75(10) 75(10) 15(2.4) 
Three 30-L samples 31(2.8) 14(2.1) 70(10) 80(8) 18(2.1) 
Note: The depth sampled was from the surface to 2,5 m below the surface. The 
numbers in parentheses denote the standard deviation. 
 

The percent coefficient of variations are dependent of the number of 
aliquots analysed and is always lower when more aliquots per litter are analysed 
than when one sub-sample is analysed [23]. Table 3 containing results from 
various sampling techniques. 
 
6. Nature of Samples 

Type of water body (e.g. lakes, rivers, oceans, streams or aquifer) and 
physical state of sample (e.q. snow, ice, rain, fog or dew ) have problem 
associated with sample collection. 

The chemical composition of a following liquid, like a river, may vary with 
accordance to the changes in a number of parameters such as temperature, flow 
rate, distance from the source among others; none of them can be controlled 
during sampling. The full information may be available after a large number of 
samples have been taken an analysed. 

Surface waters include a wide range of different types of waters: surface 
run off, ditches, creeks, rivers, lakes, estuaries, seas, industrial areas, effluents, 
piped water. 

There is no single way or devise that is adequate to sample such a variety 
of situations. An overwiew of the different details was published [3, 24]. 
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In many water bodies, the stratum from which the sample is gathered is 
very important from the standpoint of chemical composition. Data presented in 
table.4. illustrate this point [  25 ]. 

Most of the variability is reasonable consistent within the deeps sampled. 
Position of sample collection is also important in the collection of ice and snow [26, 
27]. Ideally snow should be sampled at the time of snowfall ,because its 
composition changes on standing. The oceans present sampling problems 
because the chemical composition is far more variable than any composition in 
freshwater bodies [28] 
 

Table 5. 

Variation in Chemical Composition in Relation to Sampling Strata in a 33-m 
Drinking Water Well 

 

Strata 
m 

Mo 
x10-2µg/L 

V 
x10-4µg/L 

Bi 
x10-2µg/L 

Hg 
µg/L 

Be 
x10-2µg/L 

19 - 21 15(2.5) 0.8(0.2) 8.5(1.7) 1.6(0.4) 0.7(0.2) 
24 - 26 10(2.0) 30(4.0) 4.5(1.0) 18.3(1.7) 18(3.0) 
29 - 31 28(3.5) 1115(97.3) 18.2(2.0) 3.0(0.5) 11(1.0) 
Note: The numbers in parentheses denote the standard deviation. 
 

A general recommendation is that samples from a stream, should be 
collected 30 cm below the surface and similar distance above the bottom. If 
systematic sampling takes place in a lake or reservoir then locations in the lake 
should be planned, generally by dividing the surface in squares or grids and 
sampling in each on of these imaginary squares. 

Water samples collected from the wells follow a protocol that consists of 
purging water standing in the well prior to the sampling. Usually the water is purged 
till the pH and conductivity remain constant. Various protocols of groundwater 
residue sampling were described [29] . The description of multilevel samplers and 
the pipe diameters, between 38 to 50 mm are given. The distance to the water 
table should also be defined when groundwater monitoring is performed. In 
general, when ground or well water monitoring is performed it is very important to 
know the history of the cultivated field, crops and chemicals used in the land which 
is above the wells. 

Industrial wastewaters are never pure solutions. Substantial suspended 
particulate are present and rarely are these suspension stable. Sampling of such 
sedimentary materials used two categories: bottom grab sampling and core 
sampling. Abundant variants and devices of each type are available. 

For the sampling of wastewater discharges the three major sampling 
techniques are available: grab sampling, composite sampling and continual 
sampling. A continuous sampler, should give the most nearly representative 
sample of a wastewater flow. This statement is especially true for those 
proportional to stream flow. Such samples, however, generally require large 
collection containers and present a more challenging routine maintenance problem 
that the somewhat simpler automatic composite samplers. 
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Groundwater is one of the most important natural resources, and has a 
very complex matrix. Although each aquifer represents a different water quality all 
groundwater has two unique properties for natural water system: 

1. the movement of groundwater through the aquifer precludes the 
transport of chemicals by particulate. Only the substances soluble in the 
groundwater matrix are mobile within the aquifer. 

2. Groundwater is nearly oxygen free and dissolved ions tend to be in their 
most reduced state. 

Groundwater sample cannot contain any particulate matter, and must be 
protected from air at all times if the sample is to be truly representative. 

Techniques for proper groundwater sampling must include the following [30]: 
• purge-volume test 
• consistent sampling protocol 
• anaerobic sampling and sample handling conditions 
• filtration of all samples 

One of the least consistent elements of groundwater sampling is the time 
between the purging of the well and the sample removal from the well. Various 
methods for determining the necessary extent of well purging have been 
recommended [29-32]. The US Geological Survey recommended pumping the well 
until temperature, pH, and specific conductance are constant. The USEPA 
recommends removal of three well-casing volumes prior to sampling. The position 
of well water sampling should be as close as possible to the point of well purging. 
From sampling to sampling the sampling point within the well water column must 
be the same.  

In the next review we will present techniques for extraction of the trace 
analytes (organic compounds and metals) from various water samples.  
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ABSTRACT. Optimized structures and energies were 
calculated for 57 small- and medium-ring strained 
polycyclic aliphatic hydrocarbons using ab initio HF/3-21G, 
HF/6-31G* and HF/6-31G** as well as P (semiempirical) 
and MMX (force field) methods. Best fit CH2, CH and C 
group increments relating ab initio total energies to heats 
of formation were derived from the experimentally known 
∆Hf. The ab initio increments deviate little from those 
previously reported by Wiberg and by Ibrahim and 
Schleyer, yielding the expected conclusion that the 
intrinsically isodesmic group increment approach extends 
efficiently to small- and medium-ring strained systems. For 
the present data set, the standard deviation between 
experimental and calculated heats of formation, from ab 
initio total energies and group increments, is 1.81 kcal/mol 
for the RHF/6-31G*//RHF/6-31G* calculation, and 1.74 
kcal/mol for RHF/6-31G**//RHF/6-31G**, respectively. 
Less successful results are obtained from the HF/3-21G, 
PM3 and MMX data. As expected, systems with fused 
small rings are especially problematic for the latter 
methods. 

 
 
 INTRODUCTION 
 In the course of a study of hybridization and 13C-1H NMR 
coupling constants,1 we recently obtained RHF/6-31G*//RHF/6-31G* 
wavefunctions and ab initio total energies for a large number of small- 
and medium-ring strained polycyclic hydrocarbons. Roughly half of this 
number have had experimental heats of formation reported. It was of 
interest to examine the performance of the Wiberg2 and 
Ibrahim/Schleyer3 (IS) hydrocarbon group increments in calculating 
heats of formation from ab initio energies for these compounds, as most 
previous work has focused on unstrained or small-ring systems. This 
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paper provides such an analysis for 57 hydrocarbons, of which several 
were beyond the range of practical computational tools when the above 
papers appeared. The new best fits for the CH2, CH and C fragments 
deviate little from those previously reported, yielding the expected 
conclusion that the intrinsically isodesmic group increment approach 
extends effectively to medium-ring strained systems. 
 
 RESULTS AND DISCUSSION 

 The heat of formation of a compound is a useful characteristic, 
traditionally determined from combustion measurements. However, the 
accumulation of computational data at a consistent level for a wide variety 
of molecules and their correlation with experimental results allow an 
evaluation of their heats of formation from ab initio energies, as well. The 
ability to produce reliable estimates depends upon the computational 
method that is chosen. Molecular mechanics (MM) or semiempirical 
methods are not as generally useful, since the former method needs good 
experimental data, not always available, for parametrization,4 while the 
latter approximates minimal basis-set calculations which frequently handle 
strained small-ring compounds unevenly.5 
 Conversion of ab initio calculated energies to heats of formation is 
commonly done by the use of isodesmic comparisons with closely related 
compounds of known thermochemistry, such that errors due to 
inadequacies of basis set or electron correlation treatment largely cancel 
out.6 An isodesmic reaction is defined as a hypothetical thermoneutral 
process in which the number of formal bonds of each type is identical on 
both sides of the reaction. By appropriately choosing the components of the 
isodesmic reaction, the unknown heat of formation can be calculated from 
the corresponding energy differences. The absolute errors are likely to be 
comparable and can be assumed to cancel in calculation of the energy 
differences between related molecules. Isodesmic comparisons can provide 
a test of the reliability of the computational method by comparing the 
computed results with known experimental values. 
 The heat of formation of a compound may be estimated from 
tabulated data pertaining to individual structural fragments. Procedures 
have been developed for estimating thermodynamic characteristics by 
summing the contributions of the constituent groups. As was pointed out 
by Wiberg2, such group equivalent schemes can be viewed as a subset 
of isodesmic reactions in which the substitution levels of all C sites are 
maintained constant. Thus, Wiberg2 and subsequently, Ibrahim and 
Schleyer3, empirically determined sets of group and atom equivalents, 
which, when subtracted from a compound’s ab initio energy, yield its 
heat of formation, ∆Hf(calcd). Accordingly, ∆Hf(calcd) is expressed as 
the difference between the molecule’s total energy and the summed 
increments of the component groups, as shown by the following relation: 
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where ET is the ab initio total energy, n represents the number of atoms 
or groups of each sort, and E is the corresponding atom or group 
equivalent. Following these reports, simplified schemes with reduced 
number of parameters have been proposed,7 and individualized atom or 
group parameters were developed for particular classes of compounds.8 
Bond/group equivalents have also been derived for alkanes from density 
functional calculations.9 In a series of recent articles, Allinger et al.10 
outlined an alternative method which combines bond energy with group 
increments, while it includes terms to explicitly account for statistical 
mechanical effects of populating a molecule’s higher energy 
conformations and low-lying vibrational states, as well as its translational 
and rotational motions. 
 The present study confirms that group equivalent-based heats of 
formation can be calculated with an accuracy close to that from 
experiments (see Table 1 and Figure 1). The wide variety of small- and 
medium-ring strained hydrocarbons used in this work provide a stringent 
test of the method. Heats of formation may also be estimated for species 
where experimental values are not available or difficult to obtain. In 
addition, strain energies have been calculated for all the compounds 
recorded in Table 1.11 The experimental heats of formation, ∆Hf(exp), 
and calculated RHF/3-21G12, RHF/6-31G*13 and RHF/6-31G**13 ab initio 
total energies for the compounds considered in this study are listed in 
Table 1. All quantum-chemical calculations (ab initio and semiempirical) 
were carried out using the SPARTAN program (version 5.0, Wavefunction 
Inc., Irvine, CA) running on a SGI Indigo2 workstation and include full 
geometry optimization. Three gaussian basis sets were used in the ab 
initio calculations; the resulting enthalpies of formation become more 
accurate with the use of systematically improved basis sets and point to 
the necessity of inclusion of d-type functions (basis sets 6-31G* and 6-
31G**) in the basis set for more accurate predictions. The calculated 
values refer only to the lowest energy conformation, although in several 
cases the compounds exist as a Boltzmann distribution of different 
conformational isomers with somewhat different energies. 

A least squares fit14 of experimental vs. calculated heats of 
formation using equation 1 with the increments for CH2, CH and C groups 
as adjustable parameters, yielded ∆Hf(calcd) values at the 3-21G, 6-31G* 
and 6-31G** basis set levels as listed in Table 1, along with the group 
increments in Table 2. For a range of ∆Hf(exp) from -60 to +150 kcal/mol, 
the standard deviation of experimental vs. calculated heats of formation is 
1.81 kcal/mol for the RHF/6-31G*//RHF/6-31G* calculation and 1.74 
kcal/mol for RHF/6-31G**//RHF/6-31G**, respectively, (see Table 2). 
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Figure 1.  Plot of experimental heats of formation,  ∆Hf (exp), vs. calculated 

values, ∆Hf(calcd), from the HF/6-31G* group equivalents evaluated in this 
work, for the compounds in Table 1. Slope 1.00 was taken for the correlation 

line. 
 
 
 The thermochemical measurements recently reported for a 

variety of spirocyclopropanated cyclopropane and cyclobutane 

derivatives15 allowed to establish unambiguously an equivalent for the 

quaternary carbon atom, which was not available from the work of 

Ibrahim and Schleyer3, while Wiberg’s2a value for this parameter is 

based only on neopentane and spiropentane. The equivalents derived in 

this work for the CH2, CH and C fragments (see Table 2) are essentially 

unchanged from those previously reported, supporting the consensus 

that errors due to incompleteness in basis set correlation treatment, and 

vibrational contributions scale linearly with the numbers of each group. 

They are absorbed in the group parameters, to yield calculated heats of 

formation of accuracy comparable to experimental measurements. The 
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improved 6-31G** basis set gives ∆Hf(calcd) basically unchanged from 

the 6-31G* values, which appears to be the minimal basis set necessary 

to appropriately describe systems incorporating small strained rings. The 

∆Hf(calcd) values derived for the 3-21G basis set show large errors 

especially in the case of cyclopropane derivatives, where the flexibility 

afforded by inclusion of polarization functions into the basis set is 

essential for a proper description of these compounds. 

 Analogous values for the semiempirical PM3 method16 are 

included in Table 1 for comparison. In general, it can be stated that the 

ab initio calculations are more reliable whereas semiempirical 

calculations are faster in terms of computer time. The semiempirical 

PM3 method is claimed to reliably estimate energies, however, in this 

work the resulting semiempirical heats of formation show unacceptably 

large errors; the standard deviation for the best linear fit between PM3 

calculated and experimental heats of formation for the compounds listed 

in Table 1 is 8.0 kcal/mol. Unlike ab initio methods where self-

consistency is achieved by iterative procedures and complex 

calculations with fewer assumptions, the accuracy of empirical methods 

is limited to the accuracy of the data used in parameterization, whereby 

parameters are included in the protocol to  

adjust the results to match experimental data. Semiempirical methods 

should be applied with care when employed in prediction of properties or 

compounds not used in the parameterization, where frequent 

comparison of calculated and experimental results is imperative. 

 The MMX method, derived from Allinger’s17 MM2 force field, was 

also employed to compute heats of formation for the compounds 

included in Table 1.18 Usually, MM reproduces well the thermodynamic 

properties of hydrocarbons; e.g., the new MM4 force field applied to 56 

alkanes and cycloalkanes, excluding small rings, calculates ∆Hf with a 

standard deviation of 0.4 kcal/mol vs. experimental values.19 However, 

the MMX results in Table 1 show that although most compounds have 

MMX ∆Hf(calcd) within experimental accuracy, in some cases there are 

large discrepancies between experiment and calculation (5 compounds 

in Table 1 have MMX ∆Hf(calcd) in error vs. ∆Hf(exp) with more than 10 

kcal/mol). Thus, the performance of the MMX method (the best linear fit 
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of ∆Hf(exp) vs. ∆Hf(calcd) gives a s.d. of 4.2 kcal/mol for the compounds 

listed in Table 1), although much better than that of PM3 or HF/3-21G 

models, is not entirely consistent, leaving the ab initio HF/6-31G* or 

HF/6-31G** group equivalent schemes as the most reliable when 

compared to experiment. 

 

 CONCLUSIONS 

 The estimates of the enthalpies of formation using the 6-31G* or 6-

31G** basis sets are in fair agreement with experimental measurements. 

As expected, the equivalents at the unpolarized 3-21G basis set cannot be 

used safely for strained compounds since polarization functions are known 

to be needed to properly describe small ring carbocyclics. These 

calculations can be used when experimental results for heats of formation 

are unavailable, or as an independent check when an experimental result of 

a particular heat of formation is in question. 
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ABSTRACT. Solvent extraction of zirconium(IV) from chloride 
aqueous media by tritolylphosphate (TTP) has been investigated. The 
effect of certain variable such as acidity, the concentration of the 
extractant and the concentration of chloride anion have been 
examinated. Based on slope analysis applied to the distribution data, 
a possible mechanism for the extraction of Zr(IV) has been proposed. 

 
 
 

INTRODUCTION 
 
 During recent years we reported a lot of works on the extraction of some 
actinide and lantanide with acidic and neutral organophosphorus extractants [1-5]. 
We have studied the separation of uranium(VI) and thorium(IV) from zirconium(IV), 
lantanum(III), cerium(III) and other trivalent and divalent metals by solvent 
extraction and thin layer chromatography[6-8]. 
 This work deal with the extraction of zirconium(IV) from acidic aqueous 
solutions with tritolylphosphate in benzene, in order to establish the extraction 
mechanism. 
 

EXPERIMENTAL 
 
Reagent and equipment 
 

Zirconium chloride, tritolylphosphate and Arsenazo III were supplied by Aldrich 
and Ventron AG Germany. All the other reagents used were of analytical grade. 

A Spekol C. Zeiss Jena (DDR) spectrophotometer was used for the 
determination of zirconium(IV). The acidity of the aqueous phase was determined 
by titration with NaOH. 
 
Operating procedure 
 The partition experiment were carried out by equilibrating equal volumes 
(10 ml) of organic and aqueous phases in 100 ml separation fuels. Preliminary test  
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showed that the distribution equilibrium is attained in 4 min. at room temperature 
(20-230C). After the phases were separated the zirconium content in the aqueous 
phase was determined photometrically with Arsenazo III [9]. 
 

RESULTS AND DISCUSSION 
 
 The extraction of zirconium(IV) with tritolylphosphate (TTP) in benzene 
was studied. The dependence of  the distribution ratio on the aqueous layer acidity, 
the concentration of chloride anion and the concentration of the extractant in the 
organic phase was investigated. 
 
Treatment of data 
 The extraction equilibrium of metal ion Mm+ with an neutral organophilic 
extractant S can be described by the following equation: 
 
Mm+ + mA- + z(S)o  (M Am Sz)o   (1) 
 
where A- is the counter anion present in the aqueous phase and "o" indicates the 
organic phase. 
 The extraction equilibrium constant is given by the relation: 
 

z
o

mm
ozm

[S]]][A[M

]S[MA
K −+=       (2) 

 
 Defining the distribution ratio D as the ratio between the total concentration 
of the metal in the organic phase and the total concentration of the metal in the 
aqueous phase it follows that: 

z
o

m [S]][A

1
DK −⋅=       (3) 

 
After some simple transformations one obtains: 
 
log D = log K + m log [A] + z log [S]o    (4) 
 
 Equation (4) can give information concerning the nature of the species 
involved in the extraction process. It should be mentioned that K and D are not 
thermodynamic constants since they ignore activity coefficient. They can serve only 
for comparing various extraction systems under similar conditions. 
 
Zr(IV) – TTP – benzene system 
 

The effect of HCl concentration on the extraction of Zr(IV) with TTP in 
benzene was investigated. The results ilustrated in Table 1 indicate an increase of 
distribution ratio; the maximum value of D is obtained at 1.0 – 1.5M HCl. If the 
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concentration of the hydrocloric acid is greater than 1.5M the extraction of Zr(IV) 
decrease. This trend in the extraction behaviour of Zr(IV) has been reported by 
other workers too [10]. 

Table 1. 
The effect of HCl concentration of Zr(IV) with 0.5M TTP in benzene 

 
CHCl Distribution ratio (D) 
0.10 0.50 
0.50 0.85 
1.00 1.41 
1.50 1.53 
2.00 0.85 
2.50 0.72 
3.00 0.54 
4.00 0.20 

 
Maintaining constant the concentration of HCl (1M) the influence of TTP on 

the distribution ratio of Zr(VI) was studied. The data obtained ilustrate that the 
extraction increase with the increasing of extractant concentration. The plot of logD 
against to log[TTP] was determined (Fig. 1, curve 2). The slope of 2 for the linear 
portion of the curve indicate that two TTP molecules are involved in the formation 
of the extracted species in the organic phase (Eq. 4, z = 2). 

 

 
Fig. 1.The dependence of zirconium(IV) extraction with TTP concentration 

CHCl = 1M; CZr = 0.001M 
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 The distrubution ratio was also determined for different concentrations of 
chloride ion in the aqueous phase. The variation of logD versus log[Cl-], at constant 
acidity (1M) of the aqueous phase, is ilustrated in Figure 2, curve 1. The slope 3.7 
of the straight line obtained suggest that four chloride anions are involved in the 
extraction process (Eq. 4, m = 4). At lower acidity of the aqueous phase (<1M) the 
slope value of 2 shows that only 2 chloride anion participate in the formation of the 
extracted species. 

 
Fig. 2. The dependence of zirconium(IV) extraction with chloride ion concentration. 

CZr =0.001 M; CTTP = 0.5 M 
 
Final remarks 
 The data  presented above show that the extraction of zirconium(IV) is 
strongly affected by the acidity of the aqueous phase. This can be understood 
taking into account that the acidity plays an important role in the existence of many 
chemical forms of Zr(IV) in aqueous phase. At high acidity zirconium(IV) exist as 
Zr4+ ion. In this case the extraction of metal can be described by the equation: 
 
Zr4+ + 4Cl- + 2(TTP)o  [ZrCl4(TTP)2]o 
 
At moderate acidity (<2M) ZrO2+ species is dominating in aqueous solutions and 
extraction process may be represented by the following equation: 
 
ZrO2+ + 2Cl- + 2(TTP)o  [ZrOCl2(TTP)2]o 
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 The decrease of extraction at higher acidities might be due to the formation 
of the less extractable acido-complex of zirconium in aqueous phase [11] 
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ABSTRACT. Compression isotherms of stearic acid (SA), dipalmitoyl 
phosphatidylcholine (DPPC), distearoyl phosphatidylcholine (DSPC) 
and of cholesterol (C) monolayers, as well as of mixed DPPC and C 
films have been recorded both in the absence and the presence of 
procaine. The penetration of procaine molecular species from the 
aqueous subphase into the lipid monolayers has been studied. By 
using Gibbs’ equation, penetration numbers were derived from 
compression isotherms. Results are discussed in terms of molecular 
conformations, hydrophilic and hydrophobic interactions, allowing an 
insight into the molecular mechanism of procaine binding and 
penetration into the insoluble lipid monolayers studied. 

 
Keywords. Compression isotherms; lipid monolayers; procaine 
binding; procaine penetration 

 
 
 

INTRODUCTION 

Studies concerning the interaction between anesthetics and natural 
membranes revealed a direct correlation between the efficiency of local 
anesthetics and their penetration into the lipid monolayers [1]. Investigations 
performed by using different experimental techniques showed some anesthetics to 
increase the fluidity of lipid bilayers [2], to decrease the order in hydrocarbon 
chains [3,4], to lower the temperature of the gel to liquid crystal phase transition 
[5,6], to extend the surface area of both monolayer films maintained at constant 
surface pressure [7.8] and of erythrocyte membranes [7,9] and to increase the 
surface pressure of lipid films maintained at constant area [1,10-12]. The molecular 
origin of the effects observed is presumed to be the weakening of the packing of 
the lipids due to the anesthetic molecules inserted [8]. The penetration has been 
evidenced by the energies of interaction of anesthetics with phospholipid 
monolayers spread at the air/water interface [1]. 
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The major part of the experiments was performed by using monolayer 
membranes of lipids [1,8,11, 12]. The reason for using these model systems is the 
evidence of a direct correlation between the anesthetic efficiency and the oil/water 
partition coefficients of anesthetics [1]. Further, the monolayer represents the half 
of a lipid bilayer, the latter one determining the structure of the biomembrane [30]. 
The study of monolayers allows us to obtain direct information, at the molecular 
level, concerning the conformation and packing of molecules having biological 
significance in natural biomembranes under conditions near to the "in vivo’ ones. 
Monomolecular films called also monolayers provide a convenient structural 
framework for experimental research and allow a quantitative treatment of the 
physico-chemical interactions between the film forming molecules, between the 
latter ones and the various subphase components (drugs, electrolytes, soluble 
proteins etc.). Monolayers spread at the air/water interface are sufficiently stable 
and suitable for experimental research. 

Previously, we studied the influence of procaine (P), dissolved in the bulk 
subphase, upon stearic acid (SA) monolayers, spread at the air/water interface, by 
recording surface pressure (π, mN/m) versus mean molecular area (A, nm2/molecule) 
isotherms, by using acidic, unbuffered and alkaline aqueous subphases [13-20]. 
Besides SA, also L-α-distearoyl phosphatidylcholine (DSPC), L-α-dipalmitoyl 
phosphatidylcholine (DPPC) and cholesterol (C) monolayers, as well as mixed DPPC 
and C containing monolayers have been used as membrane models [21-23].  

In this paper we present the maximum binding and the maximum 
penetration of procaine into various lipid monolayers as a function of the subphase 
pH, and of the lipid nature, as well as a function of the compactness of the lipid 
monolayers in the absence and in the presence of cholesterol. The surface 
solution thermodynamics will be employed to describe the binding and the 
penetration of procaine into lipid monolayers and we will show that our biophysical 
approach can be simultaneously fitted to multiple sets of data (e.g., binding at 
various subphase pH values and at different lipid layers in the absence and in the 
presence of cholesterol). Finally, we will compare the maximum penetration 
numbers of procaine into different lipid monolayers at the saturation of lipid layers 
with procaine molecular species. 

The primary purpose of this study is to determine the maximum of procaine 
penetration into various lipid layers and to evidence the role of electrostatic effects 
in binding of anesthetics to lipid membranes and the role of cholesterol on the 
procaine penetration into lipid layers. A secondary purpose is to establish the pH 
conditions where the most of procaine is bound to the lipid monolayer membranes 
showing an enhanced stability of the lipid monolayer membranes. 
 
 RESULTS AND DISCUSSIONS 

In our studies the π vs. A compression isotherms have been recorded by 
using the Wilhelmy method SA has been spread on different aqueous subphases: 
viz. having pH 2 generated by HCl, bidistilled water with pH 5.6, which will be 
referred to as unbuffered subphase and phosphate buffer solution with pH 8.  

Compression isotherms have been recorded both in the absence of P and 
by dissolving P in the aqueous subphase ensuring a P concentration of 10-3 M or 
10-2 M. Since both film forming materials SA and P may participate in protolytic 
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equilibria, it is interesting to see the fraction α of different molecular species as 
function of pH. In these calculations the surface acidity constant of SA, equal to 
pK=5.63 [24], as well as the acidity constants of the double protonated PH2

2+ and 
the single protonated PH+, equal to pK=1.95 and 8.87, respectively [25], have been 
used. Results are presented in Fig.1. 

 
 

Figure 1. Fraction of molecular species as function of pH; 
a – for stearic acid (SA or SH); b – for procaine (P). 

 
 
 As seen from Fig.1 at pH 2 the SA film is completely unionized. On 
unbuffered water of pH 5.6 besides the neutral SA molecules an important amount 
of stearate anions is present. At pH 8 stearic acid is completely ionized and gives a 
charged film. 
 Procaine is a tertiary amine compound (anesthetic), containing also a primary 
amine group bound to the aromatic ring and may exist as neutral molecules (P), 

monocations (PH+) or dications ( +2
2PH ). At pH 2, the +2

2PH  amounts to 47%, the 
remaining part of 53% being PH+. On pure unbuffered water the only species is PH+. 
At pH 8 the predominant species is PH+, but one has also 12% of neutral molecules. 
 The effect of t9he subphase procaine upon the compression isotherms can 
be seen from Fig. 2. Obviously, procaine molecular species (P) have an expanding 
effect upon the SA monolayer, i.e. at a given π, value A is higher in the presence of 
P, which shows the penetration of P molecules into the SA monolayer, in 
substantial agreement with literature data on simplified membrane models [26-28]. 
In the same time an important increase of the collapse pressure is observed, i.e. in 
the presence of P the lipid monolayer becomes more stable. 
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Figure 2. Compression isotherms of SA monolayers; curves (1) and (2) – 

unbuffered subphase of pH 5.6 and pH 5.2, respectively; curves (3) and (4) for pH 
8; (1) and (3) for [P] = 0; (2) and (4) for [P] = 10-3 M. 

 
Let us introduce some notations. The water will be considered as being 

component 1, the soluble surfactant as component 2 and the insoluble surfactant 
as component 3. The number of molecules of these components at the air/water 
interface will be denoted as N1, N2 and N3, respectively. The mean molecular area 
of the insoluble surfactant will be denoted with A3. Nevertheless, this magnitude is 
correlated to At, the whole area of the interface, according to the relation 

   A3 = At / N3      (1) 
By denoting the partial molecular areas (cross-section areas), i.e. the 

actual area necessities of the molecules, by 1A , 2A  and 3A , one has 

  At  =  N1 1A  +  N2 2A  +  N3 3A    (2) 
 

Since the procaine substrate has an expanding effect upon the SA 
monolayers, it is useful to define an area increment ∆A = A3 – A30, representing the 
difference between the mean molecular area of the insoluble surfactant (A3), at a 
given surface pressure π in the presence of component 2, and the mean molecular 
area of component 3, at the same surface pressure π, but in the absence of the 
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soluble surfactant 2 (A30). Since in the absence of the soluble surfactant, the 
interface is a binary system, instead of Eq.(2) one has  

  At’  =  N1’ 1A   +  N3’ 3A    (3) 
and the significance of A30 will be: 

A30  =  (N1’ 1A   +  N3’ 3A ) / N3’   (4) 
 By constructing the area increment (∆A) vs. π curves given in Fig. 3, one may 
observe that at compression ∆A and consequently the P penetration increases, but at 
the highest π values ∆A vanishes, i.e. the penetrated P is squeezed out from the 
monolayer, probably by forming a monolayer of procaine cations, leading to the 
stabilization of the SA monolayer, and to its enhanced collapse pressure. 

 
 

Figure 3. Molecular area increment (∆A) due to the subphase P: curve (1) pH 2;    
(2) for pH 5.2; (3) for pH 8 

 
 One may see further that the expanding effect of P increases with 
increasing pH and becomes very important in alkaline media. 

The penetration of P into the SA monolayer can be characterized by the 
penetration number np, which can be defined as the number of drug molecules (N2) 
divided by the number of SA molecules (N3) 

 
np = N2 / N3    (5) 

 
It can be shown [14], that the penetration number may be correlated to the 

area increment ∆A, viz. 

  np  =  ∆A / (A30 – 3A  + 2A )   (6) 
 

Since the SA molecules are vertically oriented in the interface even at low 

surface pressures, for 3A , the cross sectional area of the COOH group may be 
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taken, 3A  = 0.18 nm2. Concerning the area requirement 2A  of procaine, 
molecular model calculations have been performed for different conformations of 
the molecule [14] and the results were compared to the adsorption data for pure 
procaine monolayers [20, 29]. Eq. (6) describes very well the experimental np vs. 
A3 curves if for the variation of A2 one presumes that at the spreading of the SA 
monolayer the P  
molecules are adsorbed at the interface in a horizontal, lying down position (A2 = 
1.50 nm2/molecule). At compression of the procaine monolayer the P molecules 
gradually adopt a vertical position and this process is completely achieved (A2 = 
0.40 nm2/molecule) at π about 26 mN/m, that corresponds to the liquid condensed 
to solid phase transition of the SA pure monolayer. 
 Penetration number values have been derived from the compression 
isotherms, by using Gibbs’ equation. The adsorption of the subphase component 2 
at the air/water interface in the presence of an insoluble lipid monolayer forming 
component 3, obeys the following relation: 
 

3A,T2
2 clnkT

1









∂
π∂=Γ    (7) 

at constant T and for constant mean molecular area A3 of the insoluble surfactant. 
The penetration number np is equal to: 
 

3A,T2

33
p clnkT

AA
n 









∂
π∂−

=   (8) 

where 3A  stands for the partial molecular area of component 3. By taking in Eq.(8) 

for 3A  the collapse area A3c of SA, np values were calculated as function of A3. 
 The np vs. A3 curves allowed us to have an insight into the conformational 
changes of P during the compression of the SA monolayer. Upon compression of 
the SA monolayer spread on subphases of pH = 2, np increases at the beginning 
and it attains a maximum value at about 10 mN/m. Further on, it begins to 
decrease, indicating a squeezing out of the P molecules from the SA monolayer. 
 Penetration number values increase with increasing pH, especially in the 
alkaline region, as seen from the maximum np values given in Table 1 for 10-3 M 
and 10-2 M of P solutions. 

This is due to the protolytic equilibria in which participate both P and SA. 

Increasing pH entails gradual deprotonation of +2
2PH  into PH+ and P and 

consequently increases the surface activity of the soluble surfactant. On the other 
hand the deprotonation of the SA molecules makes easier the penetration of the P 
cations into the negatively charged SA monolayer. 
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Table 1. 
Influence of pH upon the maximum penetration 

number values of  P into  SA monolayers 
Subphase Maximum np 

 c2 = 10-3 M c2 = 10-2 M 
pH 2 0.040 0.051 

Unbuffered 0.059 0.089 
pH 8 0.113 0.130 

 
 We have performed a similar study by using, instead of SA, L-α-dipalmitoyl 
phosphatidyl choline (DPPC) and L-α-distearoyl phosphatidylcholine (DSPC) as 
insoluble film forming surfactant. The subphase was a solution of procaine in twice 
distilled water, the pH being of 5.6. The maximum penetration numbers are given 
in Table 2. 

Table 2.  
Maximum penetration number values of P into 

SA, DSPC and DPPC monolayers 
Insoluble surfactant Maximum np 

 c2 = 10-3 M c2 = 10-2 M 

SA 0.059 0.089 
DSPC 0.075 0.091 
DPPC 0.127 0.170 

 
As seen, at the same P concentration np increases in the order SA < 

DSPC < DPPC. The effect of the insoluble monolayer to enhance the P adsorption 
is due to the hydrophobic interactions between the molecules of both surfactants, 
but it is strongly influenced also by the compactness of the film. 

The hydrophobic moiety of the P molecule is of small dimensions and, 
consequently, in its interaction with the long hydrocarbon chains of the insoluble 
surfactants no important differences may arise. Thus, the different behaviour might 
be assigned to the hydrophobic interactions between the molecules of the 
insoluble surfactant. The attracting forces between the neighbouring molecules will 
be the most important in the case of SA, having a small polar group and a single 
saturated hydrocarbon chain and thus SA will give the most compact film, being 
the most disadvantageous for the P penetration. 

DSPC and DPPC have identical polar headgroups and two saturated 
hydrocarbon chains each one. These chains are longer with DSPC as compared to 
DPPC and therefore the former gives more compact films than the latter. Both films 
are however looser than the SA one and consequently the above order of 
penetration numbers is quite reasonable. 

As lipid membrane models also cholesterol (C) monolayers and mixed 
monolayers containing C and DPPC in the molar ratio 1:1 have been used. The 
pure C monolayer at the air/water interface is very condensed even at low surface 
pressures, characterized by close packing of vertically oriented molecules. 

The maximum np values observed at 10-2 and 10-3 M subphase P 
concentration are presented for C, DPPC, and mixed C and DPPC (1:1) films. 
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Results are compared with the arithmetical mean of np values for C and DPPC 
films, noted (C + DPPC) / 2, given in the last column of Table 3. 

Table 3. 
Maximum penetration number values of P into C, DPPC, and 

mixed C and DPPC monolayers 

[P], M Maximum np for 
 C 

Experimental 
C and DPPC 
Experimental 

DPPC 
Experimental 

(C + DPPC)/2 
Calculated 

10-2 0.032 0.058 0.170 0.101 
10-3 0.023 0.031 0.127 0.077 

 
The np values reveal that procaine has affinity to the DPPC domain 

interfaces that are probably dominated by lipid chain conformations in substantial 
agreement with epifluorescent microscopy data [23].  

It is interesting to observe that the maximum np values of the mixed 
monolayer are much more closer to the np values for C monolayers, that the ones 
obtained with DPPC. Due to the hydrophobic interactions between the air phase 
hydrocarbon moieties of C and DPPC, the mixed monolayer is almost as 
condensed as the pure C one. Thus, cholesterol being a membrane stabilizer in 
the same time it is found to diminish the membrane permeability and the 
adsorption of procaine on lipid monolayers. It is also shown that cholesterol 
appears to squeeze out procaine from the interfaces, especially near the collapse 
of lipid monolayers. These results are in substantial agreement with findings on the 
general model study of anesthetics, like halothane and cocaine-derivatives, and 
lipid membrane interactions [28].  
 

CONCLUSIONS 
Our results show that the compression isotherms of insoluble monolayers 

are a very useful tool in investigating membrane models. It allows to observe the 
insertion and penetration of soluble surfactants from the subphase into the 
insoluble lipid monolayer and  to have an insight into the molecular mechanism of 
this penetration, which may play an important part in the physiological effects of 
anesthetics. In the same time one may observe the effect of cholesterol upon the 
compactness of phospholipid monolayers and upon the membrane permeability.  
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ABSTRACT. Metallic bis-[4-methoxyphenyl-O-methyl]-dithio-
phosphonate complexes (MII=Fe, Ni, Cu, Zn, Cd, Hg, Sn) and 
the adducts with tertiary amines of Fe(II) and Ni(II) 
dithiophosphonates were prepared and investigated by UV-VIS, 
IR and EPR spectroscopies. The electronic spectra show the 
changes in coordination sphere of Fe(II) and Ni(II)-bis(4-
methoxyphenyl-O-methyl-dithiophosphonates) by formation of 
the adducts. The characteristic frequencies of the PS2 group 
confirm different coordination types of dithiophosphonate anion. 
EPR spectrum presents hyperfine and superhyperfine structure, 
suggesting a distorted D4h symmetry. 

 
 
 
 
 Introduction 
 For several years we have studied the chemistry of transition metal 
phosphorodithioates, particularly the ability of nickel(II) phosphorodithioate to form 
adducts whith various donor ligands. Amine adducts of nickel(II) 
phosphorodithioates of the general formula Ni[S2P(OR)2]2 · B, where R=alkyl, 
phenyl, 1- and 2-naphtyl and B=mono- and di-amines were investigated 1-6. We 
were also interested in coordination behaviour of some phosphonodithioates, such 
as M[S2(OR)(C6H4-O-CH3-p)]n, where M=VO2+,n=2, R=-CH3, -C2H5, -

iC3H7, -
nC3H7, 

-nC4H9, -iC4H9, -sC4H9
7, M=Cr3+, n=3, R=-CH3, -C2H5, -nC3H7, -iC3H7

8 and 
Cr[S2P(OCH3)(C6H4-O-CH2-CH3-p)]3 and Cu[S2P(OCH3)(C6H4-O-CH2-CH3-p)]9. 
 In the present paper we report the preparation and investigation of some 
metallic O-methyl-p-anisil-dithiophosphonates (dtp) of general formulae M(dtp)2 
(where MII=Fe, Ni, Cu, Zn, Cd, Hg, Sn) and some of Ni(dtp)2 and Fe(dtp)2 
adducts with tertiary amines, in order to follow the influence of different metallic 
ions and amines on the coordination behaviour of the O-methyl-p-anisil-
dithiophosphonate ion. 
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Results and Discussion 
  

Our compounds (table 1 and 5) were obtained with good yields, varying 
between 40 and 90%. It can be observed that the yields of simple metallic 
dithiophosphonate are greater than those of the corresponding adducts. Some of 
the compounds studied have sharp melting points, while the others do not present 
such behaviour, or undergo decomposition after melting (adducts with pyridine and 
picolines, Hg(dtp)2, etc). 
 The compounds are relatively stable on storage; the relatively low melting 
points (table 1) suggest monomeric molecular structures, while the compounds 
whithout melting points may have a polymeric or, at least, a dimeric structure. 

In order to gain some insight into the thermal behaviour of compounds, 
thermogravimetric curvers were recorded for selected compounds, considered as 
representatives from this point of view. Since the thermolysis curves were not 
recorded in an inert atmosphere, the presence of oxygen should be taken into 
account in the interpretation of data. Small endothermal efects, without weight loss 
are observed on all curves at melting temperature. The next thermal process is a 
weight loss accompanied by an exothermal effect, at temperatures immediately 
above the melting points, which corresponds to the elimination of the tertialy 
amines. This process takes place in two steps: the first molecule of pyridine and 
picolines is eliminated at 160o (Ni(dtp)2·pic)2), 165o (Ni(dtp)2(4-pic)2) and the 
second one at 190o, 180o, 200o respectively. The adducts of the type Fe(dtp)2·B2 
(B=pyridine, 3-, 4-picoline) have the same behaviour; the loss of the tertiary amine 
takes place in an overlapping process, between 130-200o. 

The loss of coordinated amines is followed by the combustion of the organic 
groups, with the py2), 150o (Ni(dtp)2(3- thermal effects partially overlapping with one 
another. After the combustion of the organic components of the molecules, the 
inorganic residue exhibits some minor exothermal effects between 550-700o, probably 
due to some polymorphic transformations. Such a thermal behaviour of our complexes 
resembles the one observed in other similar compounds6,10. 
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* 1950 re-solidifies; 2250 greenish; 245-2550 re-melts 

Table 1 
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Electronic Spectra 
The changes in iron(II) and nickel(II) coordination induced by adding the 

amine ligands are clearly shown by the features of the electronic spectra. The 
electronic transitions in the spectra of the adducts are strongly dependent on the 
nature of the amine ligands. 

Electronic spectra for Fe(dtp)2 and its adducts were recorded and spectral 
data were listed in table 2. 

For Fe(dtp)2 the recorded spectrum is only qualytative because of the 
insolubility of this compound in solvents without donor properties. The spectrum 
was recorded on a freshly-prepared solution by the reaction of metallic iron with O-
methyl-p-anisil dithiophosphonic acid, before the precipitations should have 
become quatitative. In the electronic spectrum, two bands are resolved, located at 
19 300 and 16 400 cm-1. 

The data in table 2 certify the formation of complex combinations: in the 
UV domain two bands appear located between 43 000 and 34 000 cm-1, wich 
represent intraligand transitions and have high values of molar extinction 
coefficient. These bands will be shifted towards lower values in complexes as 
compared to the free dithiophosphonate ion, thus certifying the structural 
modifications which occur by the shift of the negative charge density towards the 
central ion through coordination. 

 
Table 2.  

Electronic Spectra of Fe(dtp)2 Adducts 
 

Compound c (mol/L) Bands (cm-1) ε (l · mol-1 · cm-

1) 
Transitions 

NH4 dtp 7.9 · 10-6 42 640 
41 773 

1.15· 104 
1.27 · 104 

n-π* (L) 

Fe(dtp)2·py2 3 · 10-6 40 325 
35 800 
18 400 
16 500 

6.8· 104 
6.1· 104 
5 · 103 
2 · 102 

n-π* (L) 
 

t2g(Fe)-π*(L) 

Fe(dtp)2·dipy 9 · 10-6 38 462 
37 981 
21 792 
19 948 

5.29 · 104 

5.38· 104 
5.1· 103 
5.9 · 103 

n-π* (L) 
 

t2g(Fe)-π*(L) 

Fe(dtp)2·(o-phen)2 9 · 10-6 41 827 
34 616 
22 915 
21 792 
20 509 

9.23· 104 
2.1· 104 
3.67· 103 
4.44· 103 
4.91 · 103 

n-π* (L) 
 

t2g(Fe)-π*(L) 

 
In the visible range, bands appear between 22 300-16 900 cm-1, bands 

whose molar extinction coefficients have lower values; yet, these values are not 
low enough to be associated with d-d transitions, they are due to metal-ligand 
transitions (t2g (Fe)-π*(L)). The values of these transitions decreases from the o-
phenantroline adduct to the one with pyridine. The presence of these bands in the 
spectra represents another proof of the formation of complex combination an they 
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are responsable for the colour of the compounds. One may notice that the values 
of the t2g-π* transitions increase from the pyridine adduct to the one with o-
phenantroline, which corresponds to the peculiar structures of organic ligands. 

The electronic spectrum of Cu(dtp)2 exhibits the following bands in UV: 41 
900 cm-1 and 38 000 cm-1 (n-π*), 29 070 cm-1 (π-π*), all of them being intraligand 
transitions. There are also some bands in visible: 23 800 cm-1 (t2g-π*(L)), 21 690 
cm-1 and 15 105 cm-1 (2B1g→2Eg and 2B1g→2A1g respectively). Similar bands are 
observed also for other Cu(II)-dithiophosphonates11; their positions indicate a 
distorted square-planar geometry arround the copper atom involved in the CuS4 
chromophore. 

The electronic transitions in the spectra of Ni(dtp)2 adducts are dependent 
on the nature of the amine ligands (table 3). Ni(dtp)2 exhibits two bands in the 
visible region situated at 14 400 cm-1 (1A1g→1B1g) and at 18 600 cm-1 (1A1g→1B2g), 
usually values for NiS4 chromophores12. 

The assigment of transitions is in accordance with a (more or less 
distorted) Oh symmetry13. The Lever`s method14 was used to calculate the 
crystalline field splitting parameter (10 Dq), the Racah parameter (B) and the 
nephelauxetic parameter β (table 3). The calculates values of 10 Dq depend on the 
type of chromophore (higher for NiN6 than for NiS4N2, i.e. 9 380 cm-1 and 9 420 cm-

1 for Ni(dipy)3·(dtp)2 and Ni(o-phen)3·(dtp)2 respectively). The covalent contribution 
of the dithiophosphonic ligand is reflected by the values of the β nephelauxetic 
parameter; this parameter is lower when the sulphur atoms are coordinated and 
slightly higher when only nitrogen atoms are coordinated to the nickel atom 
(table3). 

 

Table 3. 
Electronic Spectra of Ni(dtp)2 Adducts 

 
Compound ν2 (cm-1) 

3A2g(F)→3T1g(F) 
ν3 (cm-1) 

3A2g(F)→3T1g(P) 
B  

(cm-1) 
β ν1= 10Dq (cm-1) 

3A2g(F)→3T2g(F) 
Ni(dtp)2·py2 13 800 22 140 664 0.63 8 630 
Ni(dtp)2·(3-pic)2 13 650 21 700 620 0.59 8 060 
Ni(dtp)2·(4-pic)2 13 750 22 200 660 0.63 8 580 
Ni(dtp)2·dipy 13 900 22 300 669 0.64 8 690 
Ni(dipy)3·(dtp)2  15 000 24 050 721 0.68 9 380 
Ni(dtp)2·o-phen 14 000 22 700 681 0.65 8 850 
Ni(o-phen)3·(dtp)2  15 100 24 150 724 0.69 9 420 
 
 

EPR Spectrum of Cu(dtp)2 
The powder EPR spectrum of Cu(II)-bis[4-mothoxyphenyl-O-methyl]-

dithiophosphonate at room temperature is typical for square planare CuS4 species 
(figure 1). The shape of the spectra shows the presence of hyperfine and 
superhyperfine structure. 



RODICA MICU-SEMENIUC, IONEL HAIDUC, RADU SEMENIUC, ONUC COZAR 
 
 

 190 

 
 

Figure 1. EPR spectrum of Cu(dtp)2 
 

The spin Hamiltonian used for the studied complex is: 

n=1

2
H=β[g Bz Sz + g (Bx Sx + By Sy )] + A Sz Iz + A (Sx Ix + Sy Iy ) + S Σ a   Ip

P
31

 
where gll and g⊥ are the principal values of the g tensor, β is the Bohr magneton, 
Bx, By and Bz are the components of the external magnetic field, Sx, Sy and Sz are 
the components of the electron magnetic moments S, Ix, Iy and Iz are the 
components of the nuclear spin moment of 63,65 Cu and Ip-the nuclear spin moment 
of 31P and a31P the superhyperfine tensor. 

Using the experimental EPR parameters (figure 1) and optical spectral 
data we have estimated, according to Kivelson and Neiman15 the covalency 
degree of the σ in plane bonding (α2=0.52) and the delocalisation degree of the 
paramagnetic electron in 3s orbital of phosphorous atoms (cs

2=0.002). Both values 
are tipicaly for distorted CuS4 chromophores9. 
 
 

Infrared Spectra 
The interpretation of IR spectrum of O-methyl-p-anisildithiophosphonic 

acid was based on the literature data16-21 concerning phosphoro- and 
phosphonodithionate acids. Thus, two bands in νSH region, situated at 2 593 
and 2 526 cm-1 were observed, corresponding to A, respectively to B isomers. 
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The intramolecular hydrogen bond in both A and B structures was  
responsable for splitting of νSH band. The difference between the two bands in our 
spectrum and that of the literature21 can be correlated with influence of organic 
radical directly bonded to the phosphorous atoms (-C6H4-O-CH3 comparatively to -
CH3). The bands at 593 cm-1 and 526 cm-1 were assigned to νP=S and νP-S 
respectively. The smaller value of νP=S related to νP=S(620 cm-1) in 4-
methoxyphenyl-thionophosphine sulfide can be a consequencies of the involvment 
of SH group to hydrogen bonding (structures A-D). 

The infrared spectra can provide useful information concerning the 
coordination of the PS2 groups. The IR absorption bands containing the higest PS2 
contributions, namely νa (PS2) and νs (PS2) are listed in table 4. The combinations 
with other normal modes (especially νP-O and νP-C) have some influence upon the 
behaviour of these bands. The atributions were made accroding to the literature 
data22 and by comparison with NH4dtp spectrum (table 4). 

Table 4. 
Infrared Spectra of Compounds 

Compound νa (PS2) νs (PS2) ∆ν Coordination type of the PS2 group 
NH4dtp 627 556 71 ionic 
Fe(dtp)2 627 

653 
531 
546 

96 
107 

anisobidentate 
bridge 

Fe(dtp)2·py2 633 533 100 anisobidentate 
Fe(dtp)2·dipy 633 543 90 anisobidentate 

Fe(dtp)2·(o-phen)2 643 520 123 monodentate 
Ni(dtp)2 620 552 68 isobidentate 

Ni(dtp)2·py2 628 550 78 iso-anisobidentate 
Ni(dtp)2·(3-pic)2 628 550 78 iso-anisobidentate 
Ni(dtp)2·(4-pic)2 628 543 85 iso-anisobidentate 

Ni(dtp)2·dipy 635 546 89 anisobidentate 
Ni(dipy)3·(dtp)2 629 559 70 ionic 
Ni(dtp)2·o-phen 632 542 90 anisobidentate 

Ni (o-phen)3·(dtp)2 622 553 69 ionic 
Cu(dtp)2 647 534 113 bridge 
Zn(dtp)2 621 540 81 iso-anisobidentate 
Cd(dtp)2 622 

642 
521 
541 

101 
101 

anisobidentate 
bimetallic triconective bridge 

Hg(dtp)2 634 536 98 anisobidentate 
Sn(dtp)2 610 

655 
525 
539 

85 
116 

iso-anisobidentate 
bridge 
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On analysing the data in the table 4 and the refrence in the literature22 
according to which the mode of coordination of the PS2 group can be established 
in keeping with the values of the ∆ν = νa (PS2) - νs (PS2) difference, i.e.: 

  60 < ∆ν < 70 cm-1 (isobidentate coordination) 
and  90 < ∆ν < 100 cm-1 (anisobidentate coordination), 

we find that: 
a) The O-methyl-p-anisildithiophosphonic anion may be ionically bonded in 

compounds having the formula Ni(dtp)2·B3 (B=dipyridil (dipy) and ortho-
phenantroline (o-phen)), for which the νa and νs (PS2) and ∆ν values are close to 
the once found in the IR spectrum of NH4dtp. 

b) The phosphonodithioate anion may achive a monodentate coordination 
(structure I) like in the case of Fe(dtp)2(o-phen)2 when the double character of the 
P=S bond is strenghtened, while the P-S bond is weakned, which leads to an 
increase of the νa frequency and to the decrease of the νs frequency as related to 
the corresponding values for NH4dtp compound. In fact νa becames νP=S, while νs - 
νP-S; ∆ν assumes the highest value (table 4). 

c) The bidentate coordination of the -S2P(OCH3)(C6H4OCH3) ion may be of 
two types: isobidentate (structure II) which is found in Ni(dtp)2; both frequencies νa 
and νs will shift to lower values as related to those of NH4dtp, as a consequence of 
sulphur coordinatin to the central atom. Anisobidentate coordination takes place 
whitout delocalisation of the π system of electrons over the whole PS2 group 
(structure III), with a ∆ν difference located within the ~90-100 cm-1 interval. This 
occurs in Hg(dtp)2 and in the Fe(dtp)2 ·B (B=2py, dipy) or the Ni(dtp)2 ·B (B=dipy, o-
phen) adducts (structure IV). There are compounds in which the νa and νs (PS2) 
frequences assume intermediary values, between those specific to isobidentate 
and anisobidentate coordinations, as is the case with the Ni(dtp)2 ·B2 (B=py, 3- and 
4-pic) adducts (structure V) and for Zn(dtp)2. 

In the case of bidentate coordination of the anion, the frequencies 
characteristic of the PS2 group vibrations will undergo the following changes: νa 
shifts to higher values, while νs - to lower once compared to the values of the 
frequences characteristic of the parent compound, Fe(dtp)2, respectively Ni(dtp)2. 
Such shifts can be explained by the fact that, as a consequence of the coordination 
of tertiary amines. The density of negative charge arround the central ion 
increases, which induces a weakening of the metal-sulphur bond and, 
concomitantly, the strengthening of the phosphorous-sulphur bond. 

d) For the M(dtp)2 (M
II=Fe, Cu, Cd, Sn) compounds, there are two pairs of 

bands in the range of νPS2 (700-500 cm-1) which may attributed to different types 
of dithiophosphonate ions coordination; they correspond to structures VI-VIII. In 
order to discriminate these structures one can appeal to the ∆ν values and thermal 
behaviour of the compounds. Thus for Fe(dtp)2, ∆ν=96 cm-1 suggests the PS2 
group bound by chelation, while ∆ν=107 cm-1 can be correlated with bridge 
coordination. Since the compound is decomposed generating a black waxy oil 
product only over 300o (table 1), it means that this compound is at least dimeric, 
taking a VI type structure. For Cd(dtp)2 the two values of ∆ν are equal (table 4), but 
the νa and νs values undergo such shifts that the structure of the compound can be 
associated with a model in which a sulphur atom of two PS2 group is bonded 
bimetallic triconective23 (structure VII). 
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For Cu(dtp)2 , ∆ν=113 cm-1 suggests a bridged-bonded dithiophosphonate 
anion as in the structure VIII, which fits with no melting point of these substance. 
For Sn(dtp)2, there are two values for ∆ν (table 4): one of them suggests a 
bidentate anion and the other - a bridged one, like in structure IX; this compound 
have no melting point also. The last two compounds undergo changes of colour by 
increasing of the temperature (table 4), so a polymeric structure is expected. 

However, it is hard to assume, relying only on data provided by IR spectra 
whether the bridge achived is iso- or anisobidentate. 

 
Experimental 
Reagents and Procedures 
The reagents used here were analitycal grade purity. 
4-Methoxy-phenylthiophosphine sulfide was obtained by Lecher`s 

method23 and used for preparation of O-methyl-p-anisildithiophosphonic acid: 4g 
disulfide was refluxated, under stirring with 100 mL anhydrous methanol for 30 
minutes. The acid was separated by vaccuum distilation as an incolour viscous 
liquid. Yield: 88.6%: acidic constant, ka, is 1.4 · 10-4 mol/l. Other acids were 
obtained by the same procedure with different alcohols, ROH (R=-C2H5, n- and i-
C3H7, n-, i-, sec- and t-C4H9; -CH2-CH2OPh, -CH2-CH2-OMe, -CH2Ph, -C5H11, -
C6H11, α- and β-C10H7, but here we report only O-methyl derivative and some 
coordination properties of it. 

Ammonium O-methyl-p-anisil-dithiophosphonte was obtained by refluxing 
4g methoxy-phenyl-thionophosphine sulfide in 50 mL anhydrous benzene and the 
stoechiometric amount (0.5 mL) of anhydrous methanol, at 40-60o, under stirring, 
for 30 minutes. In the benzenic solution of O-methyl-p-anisil-dithiophosphonic acid 
thus obtained, was bubbled a current of dry ammonia. The bulky, white precipitate 
resulted was filtred, washed with benzene and dried in vaccuum. Elemental 
analysis: %P found(calc) 12.15(12.35): %S found(calc) 22.25(22.50); Mpo=152-158 
(with decomposition), η%=70. 

 
Table 5.  

Synthesis and Yields of Compounds 
Compound MX2 · nH2O                        (g) 

solvent                              
(mL) 

NH4dtp    (g) 
solvent   (mL) 

M(dtp)2    
(g) 

solvent  
(mL) 

Base      (g) 
solvent (mL) 

Yield   
(%) 

Fe(dtp)2
a (NH4)2 · Fe(SO4)2 · 6H2O 

(0.4) 
water                          (20) 

             (0.5) 
water      (25) 

- - 60 

Fe(dtp)2·py2
b (NH4)2 · FeSO4 ·    6H2O 

(0.4) 
water                        (20) 

             (0.5) 
water      (25) 

- py          (0.2) 
MeOH    (10) 

62 

Fe(dtp)2·2,2`dipyb (NH4)2 · FeSO4 ·    6H2O 
(0.4) 
water                        (20) 

             (0.5) 
water      (25) 

- dipy    (0.154) 
MeOH  (20) 

51 

Fe(dtp)2·o-phenb (NH4)2 · FeSO4 ·    6H2O 
(0.4) 

             (0.5) 
water      (25) 

- o-phen  (0.36) 
MeOH   (25) 

40 
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                               (20) 
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Table 5.  
Synthesis and Yields of Compounds 

Compound MX2 · nH2O                  (g) 
solvent                      (mL) 

NH4dtp    (g) 
solvent   (mL) 

M(dtp)2    (g) 
solvent  mL)   

Base      (g) 
solvent (mL) 

Yield   
(%) 

Ni(dtp)2
c NiCl2 · 6H2O             (4.75) 

MeOH                     (20) 
          (10.04) 
MeOH  (20) 

- - 78 

Ni(dtp)2·py2 - - Ni(dtp)2 
(0.52) 
acetone  (50) 

py          (0.2) 
acetone   (10) 

86 

Ni(dtp)2·(3-pic)2 - - Ni(dtp)2 
(0.52) 
acetone  (50) 

3-pic      (0.2) 
acetone   (10) 

40 

Ni(dtp)2·(4-pic)2 - - Ni(dtp)2 
(0.52) 
acetone  (50) 

4-pic      (0.2) 
acetone   (10) 

60 

Ni(dtp)2·dipy - - Ni(dtp)2 
(0.52) 
acetone  (50) 

dipy    (0.156) 
acetone  (20) 

41 

Ni(dipy)3·(dtp)2 - - Ni(dtp)2 
(0.52) 
acetone  (50) 

dipy    (0.465) 
acetone  (30) 

62 

Ni(dtp)2·o-phen - - Ni(dtp)2 
(0.52) 
acetone  (50) 

o-phen  (0.18) 
acetone  (10) 

45 

Ni(o-phen)3·(dtp)2 - - Ni(dtp)2 
(0.52) 
acetone  (50) 

o-phen  (0.54) 
acetone  (30) 

80 

Cu(dtp)2
d CuSO4 · 5H2O             (0.25) 

water                        (20) 
           (0.25) 
water    (20) 

- - 61 

Zn(dtp)2
e ZnSO4 · 7H2O             (0.29) 

water                        (20) 
             (0.5) 
water      (15) 

- - 70 
 

Cd(dtp)2 Cd(NO3)2 · 4H2O         (0.308) 
water                        (20) 

             (0.5) 
water      (10) 

- - 75 

Hg(dtp)2 HgI2                         (0.455) 
MeOH                      (20) 

             (0.5) 
MeOH:H2O 1:1 
(20) 

- - 30 

Sn(dtp)2 SnCl2 · 2H2O                (0.23) 
slightly acidulated water (30) 

             (0.5) 
water      (25) 

- - 67 

 
a) Iron (II) O-methyl-p-anisildithiophosphonate was also obtained by 

another method, namely, the reaction between Hdtp and iron powder: 0.4g p-anisil-
tiophosphine sulfide in 20 mL anhydrous methanol with an excess of iron powder 
were refluxated for 90 minutes. A brown-greenish solution was obtained, from 
which a brown-reedish compound, Fe[S2P(OCH3)(C6H4OCH3)]2 was separated on 
cooling. The precipiate was filtred, washed with methanol (5-7 mL) and ether (5-7 
mL) and was dried in air. Elemental analysis: %Fe found(calc): 10.50(10.70); %P 
found(calc): 11.52(11.88); %S found(calc): 24.13(24.52); η=50%. It does not 
present melting point, it decomposes up to 300o. 

b) Iron (II) O-methyl-p-anisilphosphonodithioate adducts can not be 
obtained directly from Fe(dtp)2 due to its insolubility in usualy solvents. However, 
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these adducts were prepared also by following method: the solutions obtained in a, 
were separated by decantation over the methanolic solutions containing the 
amounts of tertiary amines listed in table 5. Under stirring the corresponding 
adducts precipitated. The precipitates were filtred, washed with 2 mL methanol and 
3 mL ether, then were dried in air. 

c) Nickel (II) O-methyl-p-anisildithiophosphonate can be obtained also by 
reaction of 4g p-anisil-thionophosphine sulfide in 20 mL anhydrous methanol and 
an excess of nickel powder. It was refluxed, under stirring, during 90-120 minutes. 
The violet precipitate of Ni[S2P(OCH3)(C6H4OCH3)]2 was separated, filtred washed 
with methanol (5-10 mL) and ether (5-10 mL). The same product was obtained by 
the reaction of Hdtp with other nickel salts. 

d) NH4dtp solution was added to the CuSO4 solution (table 5), drop by 
drop, under continuous stirring for 30 minutes. 

e) Zn(dtp)2 can be obtained also by the methods described at a and c. 
The metallic compounds and their adducts were obtained according to the 

known procedure1-8 and are listed in table 5. 
The compounds were analysed by classical methods25 and the results 

were listed in table 1. 
Thermolysis curves were recorded using a MOM Erdely-Paulik 

derigratograph. Electronic spectra were recorded in methanol, chloroform or 
methylene chloride with a JASCO V-530 UV-VIS aparatus, infrared spectra - in KBr 
pellets, with a FT-IR JASCO-615 instrument and the powder EPR spectrum was 
recorded at 9.4 GHz (X band) using a standard JEOL-JES-3B equipment with a 
magmetic field modulation of 100 kHz. 
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ABSTRACT. Metallic bis-[4-methoxyphenyl-O-methyl]-dithio-
phosphonate complexes (MII=Fe, Ni, Cu, Zn, Cd, Hg, Sn) and 
the adducts with tertiary amines of Fe(II) and Ni(II) 
dithiophosphonates were prepared and investigated by UV-VIS, 
IR and EPR spectroscopies. The electronic spectra show the 
changes in coordination sphere of Fe(II) and Ni(II)-bis(4-
methoxyphenyl-O-methyl-dithiophosphonates) by formation of 
the adducts. The characteristic frequencies of the PS2 group 
confirm different coordination types of dithiophosphonate anion. 
EPR spectrum presents hyperfine and superhyperfine structure, 
suggesting a distorted D4h symmetry. 

 
 
 
 
 Introduction 
 For several years we have studied the chemistry of transition metal 
phosphorodithioates, particularly the ability of nickel(II) phosphorodithioate to form 
adducts whith various donor ligands. Amine adducts of nickel(II) 
phosphorodithioates of the general formula Ni[S2P(OR)2]2 · B, where R=alkyl, 
phenyl, 1- and 2-naphtyl and B=mono- and di-amines were investigated 1-6. We 
were also interested in coordination behaviour of some phosphonodithioates, such 
as M[S2(OR)(C6H4-O-CH3-p)]n, where M=VO2+,n=2, R=-CH3, -C2H5, -iC3H7, -nC3H7, 
-nC4H9, -iC4H9, -sC4H9

7, M=Cr3+, n=3, R=-CH3, -C2H5, -nC3H7, -iC3H7
8 and 

Cr[S2P(OCH3)(C6H4-O-CH2-CH3-p)]3 and Cu[S2P(OCH3)(C6H4-O-CH2-CH3-p)]9. 
 In the present paper we report the preparation and investigation of some 
metallic O-methyl-p-anisil-dithiophosphonates (dtp) of general formulae M(dtp)2 
(where MII=Fe, Ni, Cu, Zn, Cd, Hg, Sn) and some of Ni(dtp)2 and Fe(dtp)2 
adducts with tertiary amines, in order to follow the influence of different metallic 
ions and amines on the coordination behaviour of the O-methyl-p-anisil-
dithiophosphonate ion. 
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Results and Discussion 
  

Our compounds (table 1 and 5) were obtained with good yields, varying 
between 40 and 90%. It can be observed that the yields of simple metallic 
dithiophosphonate are greater than those of the corresponding adducts. Some of 
the compounds studied have sharp melting points, while the others do not present 
such behaviour, or undergo decomposition after melting (adducts with pyridine and 
picolines, Hg(dtp)2, etc). 
 The compounds are relatively stable on storage; the relatively low melting 
points (table 1) suggest monomeric molecular structures, while the compounds 
whithout melting points may have a polymeric or, at least, a dimeric structure. 

In order to gain some insight into the thermal behaviour of compounds, 
thermogravimetric curvers were recorded for selected compounds, considered as 
representatives from this point of view. Since the thermolysis curves were not 
recorded in an inert atmosphere, the presence of oxygen should be taken into 
account in the interpretation of data. Small endothermal efects, without weight loss 
are observed on all curves at melting temperature. The next thermal process is a 
weight loss accompanied by an exothermal effect, at temperatures immediately 
above the melting points, which corresponds to the elimination of the tertialy 
amines. This process takes place in two steps: the first molecule of pyridine and 

picolines is eliminated at 160o (Ni(dtp)2·pic)2), 165o (Ni(dtp)2(4-pic)2) and the 

second one at 190o, 180o, 200o respectively. The adducts of the type Fe(dtp)2·B2 

(B=pyridine, 3-, 4-picoline) have the same behaviour; the loss of the tertiary amine 
takes place in an overlapping process, between 130-200o. 

The loss of coordinated amines is followed by the combustion of the organic 
groups, with the py2), 150o (Ni(dtp)2(3- thermal effects partially overlapping with one 
another. After the combustion of the organic components of the molecules, the 
inorganic residue exhibits some minor exothermal effects between 550-700o, probably 
due to some polymorphic transformations. Such a thermal behaviour of our complexes 
resembles the one observed in other similar compounds6,10. 
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* 1950 re-solidifies; 2250 greenish; 245-2550 re-melts 

Table 1 
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Electronic Spectra 
The changes in iron(II) and nickel(II) coordination induced by adding the 

amine ligands are clearly shown by the features of the electronic spectra. The 
electronic transitions in the spectra of the adducts are strongly dependent on the 
nature of the amine ligands. 

Electronic spectra for Fe(dtp)2 and its adducts were recorded and spectral 
data were listed in table 2. 

For Fe(dtp)2 the recorded spectrum is only qualytative because of the 
insolubility of this compound in solvents without donor properties. The spectrum 
was recorded on a freshly-prepared solution by the reaction of metallic iron with O-
methyl-p-anisil dithiophosphonic acid, before the precipitations should have 
become quatitative. In the electronic spectrum, two bands are resolved, located at 
19 300 and 16 400 cm-1. 

The data in table 2 certify the formation of complex combinations: in the 
UV domain two bands appear located between 43 000 and 34 000 cm-1, wich 
represent intraligand transitions and have high values of molar extinction 
coefficient. These bands will be shifted towards lower values in complexes as 
compared to the free dithiophosphonate ion, thus certifying the structural 
modifications which occur by the shift of the negative charge density towards the 
central ion through coordination. 

 
Table 2.  

Electronic Spectra of Fe(dtp)2 Adducts 
 

Compound c (mol/L) Bands (cm-1)  (l · mol-1 · cm-

1) 
Transitions 

NH4 dtp 7.9 · 10-6 42 640 
41 773 

1.15· 104 
1.27 · 104 

n-* (L) 

Fe(dtp)2·py2 3 · 10-6 40 325 
35 800 
18 400 
16 500 

6.8· 104 
6.1· 104 
5 · 103 
2 · 102 

n-* (L) 
 

t2g(Fe)-*(L) 

Fe(dtp)2·dipy 9 · 10-6 38 462 
37 981 
21 792 
19 948 

5.29 · 104 

5.38· 104 
5.1· 103 
5.9 · 103 

n-* (L) 
 

t2g(Fe)-*(L) 

Fe(dtp)2·(o-phen)2 9 · 10-6 41 827 
34 616 
22 915 
21 792 
20 509 

9.23· 104 
2.1· 104 

3.67· 103 
4.44· 103 
4.91 · 103 

n-* (L) 
 

t2g(Fe)-*(L) 

 
In the visible range, bands appear between 22 300-16 900 cm-1, bands 

whose molar extinction coefficients have lower values; yet, these values are not 
low enough to be associated with d-d transitions, they are due to metal-ligand 
transitions (t2g (Fe)-*(L)). The values of these transitions decreases from the o-
phenantroline adduct to the one with pyridine. The presence of these bands in the 
spectra represents another proof of the formation of complex combination an they 
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are responsable for the colour of the compounds. One may notice that the values 
of the t2g-* transitions increase from the pyridine adduct to the one with o-
phenantroline, which corresponds to the peculiar structures of organic ligands. 

The electronic spectrum of Cu(dtp)2 exhibits the following bands in UV: 41 
900 cm-1 and 38 000 cm-1 (n-*), 29 070 cm-1 (-*), all of them being intraligand 
transitions. There are also some bands in visible: 23 800 cm-1 (t2g-*(L)), 21 690 
cm-1 and 15 105 cm-1 (2B1g2Eg and 2B1g2A1g respectively). Similar bands are 
observed also for other Cu(II)-dithiophosphonates11; their positions indicate a 
distorted square-planar geometry arround the copper atom involved in the CuS4 
chromophore. 

The electronic transitions in the spectra of Ni(dtp)2 adducts are dependent 
on the nature of the amine ligands (table 3). Ni(dtp)2 exhibits two bands in the 
visible region situated at 14 400 cm-1 (1A1g1B1g) and at 18 600 cm-1 (1A1g1B2g), 
usually values for NiS4 chromophores12. 

The assigment of transitions is in accordance with a (more or less 
distorted) Oh symmetry13. The Lever`s method14 was used to calculate the 
crystalline field splitting parameter (10 Dq), the Racah parameter (B) and the 
nephelauxetic parameter  (table 3). The calculates values of 10 Dq depend on the 
type of chromophore (higher for NiN6 than for NiS4N2, i.e. 9 380 cm-1 and 9 420 cm-

1 for Ni(dipy)3·(dtp)2 and Ni(o-phen)3·(dtp)2 respectively). The covalent contribution 
of the dithiophosphonic ligand is reflected by the values of the  nephelauxetic 
parameter; this parameter is lower when the sulphur atoms are coordinated and 
slightly higher when only nitrogen atoms are coordinated to the nickel atom 
(table3). 

 

Table 3. 
Electronic Spectra of Ni(dtp)2 Adducts 

 
Compound 2 (cm-1) 

3A2g(F)3T1g(F) 
3 (cm-1) 

3A2g(F)3T1g(P) 
B  

(cm-1) 
 1= 10Dq (cm-1) 

3A2g(F)3T2g(F) 
Ni(dtp)2·py2 13 800 22 140 664 0.63 8 630 
Ni(dtp)2·(3-pic)2 13 650 21 700 620 0.59 8 060 
Ni(dtp)2·(4-pic)2 13 750 22 200 660 0.63 8 580 
Ni(dtp)2·dipy 13 900 22 300 669 0.64 8 690 
Ni(dipy)3·(dtp)2  15 000 24 050 721 0.68 9 380 
Ni(dtp)2·o-phen 14 000 22 700 681 0.65 8 850 
Ni(o-phen)3·(dtp)2  15 100 24 150 724 0.69 9 420 
 
 

EPR Spectrum of Cu(dtp)2 
The powder EPR spectrum of Cu(II)-bis[4-mothoxyphenyl-O-methyl]-

dithiophosphonate at room temperature is typical for square planare CuS4 species 
(figure 1). The shape of the spectra shows the presence of hyperfine and 
superhyperfine structure. 
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Figure 1. EPR spectrum of Cu(dtp)2 
 

The spin Hamiltonian used for the studied complex is: 

n=1

2
H=[g Bz Sz + g (Bx Sx + By Sy )] + A Sz Iz + A (Sx Ix + Sy Iy ) + S  a   IpP

31

 
where gll and g are the principal values of the g tensor,  is the Bohr magneton, 
Bx, By and Bz are the components of the external magnetic field, Sx, Sy and Sz are 
the components of the electron magnetic moments S, Ix, Iy and Iz are the 
components of the nuclear spin moment of 63,65 Cu and Ip-the nuclear spin moment 
of 31P and a31P the superhyperfine tensor. 

Using the experimental EPR parameters (figure 1) and optical spectral 
data we have estimated, according to Kivelson and Neiman15 the covalency 
degree of the  in plane bonding (2=0.52) and the delocalisation degree of the 
paramagnetic electron in 3s orbital of phosphorous atoms (cs

2=0.002). Both values 
are tipicaly for distorted CuS4 chromophores9. 
 
 

Infrared Spectra 
The interpretation of IR spectrum of O-methyl-p-anisildithiophosphonic 

acid was based on the literature data16-21 concerning phosphoro- and 
phosphonodithionate acids. Thus, two bands in SH region, situated at 2 593 
and 2 526 cm-1 were observed, corresponding to A, respectively to B isomers. 
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The intramolecular hydrogen bond in both A and B structures was  
responsable for splitting of SH band. The difference between the two bands in our 
spectrum and that of the literature21 can be correlated with influence of organic 
radical directly bonded to the phosphorous atoms (-C6H4-O-CH3 comparatively to -
CH3). The bands at 593 cm-1 and 526 cm-1 were assigned to P=S and P-S 
respectively. The smaller value of P=S related to P=S(620 cm-1) in 4-
methoxyphenyl-thionophosphine sulfide can be a consequencies of the involvment 
of SH group to hydrogen bonding (structures A-D). 

The infrared spectra can provide useful information concerning the 
coordination of the PS2 groups. The IR absorption bands containing the higest PS2 
contributions, namely a (PS2) and s (PS2) are listed in table 4. The combinations 
with other normal modes (especially P-O and P-C) have some influence upon the 
behaviour of these bands. The atributions were made accroding to the literature 
data22 and by comparison with NH4dtp spectrum (table 4). 

Table 4. 
Infrared Spectra of Compounds 

Compound a (PS2) s (PS2)  Coordination type of the PS2 group 
NH4dtp 627 556 71 ionic 
Fe(dtp)2 627 

653 
531 
546 

96 
107 

anisobidentate 
bridge 

Fe(dtp)2·py2 633 533 100 anisobidentate 
Fe(dtp)2·dipy 633 543 90 anisobidentate 

Fe(dtp)2·(o-phen)2 643 520 123 monodentate 
Ni(dtp)2 620 552 68 isobidentate 

Ni(dtp)2·py2 628 550 78 iso-anisobidentate 
Ni(dtp)2·(3-pic)2 628 550 78 iso-anisobidentate 
Ni(dtp)2·(4-pic)2 628 543 85 iso-anisobidentate 

Ni(dtp)2·dipy 635 546 89 anisobidentate 
Ni(dipy)3·(dtp)2 629 559 70 ionic 
Ni(dtp)2·o-phen 632 542 90 anisobidentate 

Ni (o-phen)3·(dtp)2 622 553 69 ionic 
Cu(dtp)2 647 534 113 bridge 
Zn(dtp)2 621 540 81 iso-anisobidentate 
Cd(dtp)2 622 

642 
521 
541 

101 
101 

anisobidentate 
bimetallic triconective bridge 

Hg(dtp)2 634 536 98 anisobidentate 
Sn(dtp)2 610 

655 
525 
539 

85 
116 

iso-anisobidentate 
bridge 
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On analysing the data in the table 4 and the refrence in the literature22 
according to which the mode of coordination of the PS2 group can be established 
in keeping with the values of the  = a (PS2) - s (PS2) difference, i.e.: 

  60 <  < 70 cm-1 (isobidentate coordination) 
and  90 <  < 100 cm-1 (anisobidentate coordination), 

we find that: 
a) The O-methyl-p-anisildithiophosphonic anion may be ionically bonded in 

compounds having the formula Ni(dtp)2·B3 (B=dipyridil (dipy) and ortho-
phenantroline (o-phen)), for which the a and s (PS2) and  values are close to 
the once found in the IR spectrum of NH4dtp. 

b) The phosphonodithioate anion may achive a monodentate coordination 
(structure I) like in the case of Fe(dtp)2(o-phen)2 when the double character of the 
P=S bond is strenghtened, while the P-S bond is weakned, which leads to an 
increase of the a frequency and to the decrease of the s frequency as related to 
the corresponding values for NH4dtp compound. In fact a becames P=S, while s - 
P-S;  assumes the highest value (table 4). 

c) The bidentate coordination of the -S2P(OCH3)(C6H4OCH3) ion may be of 
two types: isobidentate (structure II) which is found in Ni(dtp)2; both frequencies a 
and s will shift to lower values as related to those of NH4dtp, as a consequence of 
sulphur coordinatin to the central atom. Anisobidentate coordination takes place 
whitout delocalisation of the  system of electrons over the whole PS2 group 
(structure III), with a  difference located within the ~90-100 cm-1 interval. This 
occurs in Hg(dtp)2 and in the Fe(dtp)2 ·B (B=2py, dipy) or the Ni(dtp)2 ·B (B=dipy, o-
phen) adducts (structure IV). There are compounds in which the a and s (PS2) 
frequences assume intermediary values, between those specific to isobidentate 
and anisobidentate coordinations, as is the case with the Ni(dtp)2 ·B2 (B=py, 3- and 
4-pic) adducts (structure V) and for Zn(dtp)2. 

In the case of bidentate coordination of the anion, the frequencies 
characteristic of the PS2 group vibrations will undergo the following changes: a 
shifts to higher values, while s - to lower once compared to the values of the 
frequences characteristic of the parent compound, Fe(dtp)2, respectively Ni(dtp)2. 
Such shifts can be explained by the fact that, as a consequence of the coordination 
of tertiary amines. The density of negative charge arround the central ion 
increases, which induces a weakening of the metal-sulphur bond and, 
concomitantly, the strengthening of the phosphorous-sulphur bond. 

d) For the M(dtp)2 (MII=Fe, Cu, Cd, Sn) compounds, there are two pairs of 
bands in the range of PS2 (700-500 cm-1) which may attributed to different types 
of dithiophosphonate ions coordination; they correspond to structures VI-VIII. In 
order to discriminate these structures one can appeal to the  values and thermal 
behaviour of the compounds. Thus for Fe(dtp)2, =96 cm-1 suggests the PS2 
group bound by chelation, while =107 cm-1 can be correlated with bridge 
coordination. Since the compound is decomposed generating a black waxy oil 
product only over 300o (table 1), it means that this compound is at least dimeric, 
taking a VI type structure. For Cd(dtp)2 the two values of  are equal (table 4), but 
the a and s values undergo such shifts that the structure of the compound can be 
associated with a model in which a sulphur atom of two PS2 group is bonded 
bimetallic triconective23 (structure VII). 
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For Cu(dtp)2 , =113 cm-1 suggests a bridged-bonded dithiophosphonate 
anion as in the structure VIII, which fits with no melting point of these substance. 
For Sn(dtp)2, there are two values for  (table 4): one of them suggests a 
bidentate anion and the other - a bridged one, like in structure IX; this compound 
have no melting point also. The last two compounds undergo changes of colour by 
increasing of the temperature (table 4), so a polymeric structure is expected. 

However, it is hard to assume, relying only on data provided by IR spectra 
whether the bridge achived is iso- or anisobidentate. 

 
Experimental 
Reagents and Procedures 
The reagents used here were analitycal grade purity. 
4-Methoxy-phenylthiophosphine sulfide was obtained by Lecher`s 

method23 and used for preparation of O-methyl-p-anisildithiophosphonic acid: 4g 
disulfide was refluxated, under stirring with 100 mL anhydrous methanol for 30 
minutes. The acid was separated by vaccuum distilation as an incolour viscous 
liquid. Yield: 88.6%: acidic constant, ka, is 1.4 · 10-4 mol/l. Other acids were 
obtained by the same procedure with different alcohols, ROH (R=-C2H5, n- and i-
C3H7, n-, i-, sec- and t-C4H9; -CH2-CH2OPh, -CH2-CH2-OMe, -CH2Ph, -C5H11, -
C6H11, - and -C10H7, but here we report only O-methyl derivative and some 
coordination properties of it. 

Ammonium O-methyl-p-anisil-dithiophosphonte was obtained by refluxing 
4g methoxy-phenyl-thionophosphine sulfide in 50 mL anhydrous benzene and the 
stoechiometric amount (0.5 mL) of anhydrous methanol, at 40-60o, under stirring, 
for 30 minutes. In the benzenic solution of O-methyl-p-anisil-dithiophosphonic acid 
thus obtained, was bubbled a current of dry ammonia. The bulky, white precipitate 
resulted was filtred, washed with benzene and dried in vaccuum. Elemental 
analysis: %P found(calc) 12.15(12.35): %S found(calc) 22.25(22.50); Mpo=152-158 
(with decomposition), %=70. 

Table 5.  
Synthesis and Yields of Compounds 

Compound MX2 · nH2O                        (g) 
solvent                   
(mL) 

NH4dtp    (g) 
solvent   (mL) 

M(dtp)2  
(g) 

solvent  
(mL) 

Base      (g) 
solvent (mL) 

Yield  
(%) 

Fe(dtp)2a (NH4)2 · Fe(SO4)2 · 6H2O 
(0.4) 
water                          (20) 

             (0.5) 
water      (25) 

- - 60 

Fe(dtp)2·py2
b (NH4)2 · FeSO4 ·    6H2O 

(0.4) 
water                        (20) 

             (0.5) 
water      (25) 

- py          (0.2) 
MeOH    (10) 

62 

Fe(dtp)2·2,2`dipyb (NH4)2 · FeSO4 ·    6H2O 
(0.4) 
water                        (20) 

             (0.5) 
water      (25) 

- dipy    (0.154) 
MeOH  (20) 

51 

Fe(dtp)2·o-phenb (NH4)2 · FeSO4 ·    6H2O 
(0.4) 
                               (20) 

             (0.5) 
water      (25) 

- o-phen  (0.36) 
MeOH   (25) 

40 



SPECTROSCOPIC STUDIES OF SOME METALLIC BIS-DITHIOPHOSPHONATES 
 
 

195 

Table 5.  
Synthesis and Yields of Compounds 

Compound MX2 · nH2O                  (g) 
solvent                      (mL) 

NH4dtp    (g) 
solvent   (mL) 

M(dtp)2    (g) 
solvent  mL)   

Base      (g) 
solvent (mL) 

Yield  
(%) 

Ni(dtp)2
c NiCl2 · 6H2O             (4.75) 

MeOH                     (20) 
          (10.04) 
MeOH  (20) 

- - 78 

Ni(dtp)2·py2 - - Ni(dtp)2 
(0.52) 
acetone  (50) 

py          (0.2) 
acetone   (10) 

86 

Ni(dtp)2·(3-pic)2 - - Ni(dtp)2 
(0.52) 
acetone  (50) 

3-pic      (0.2) 
acetone   (10) 

40 

Ni(dtp)2·(4-pic)2 - - Ni(dtp)2 
(0.52) 
acetone  (50) 

4-pic      (0.2) 
acetone   (10) 

60 

Ni(dtp)2·dipy - - Ni(dtp)2 
(0.52) 
acetone  (50) 

dipy    (0.156) 
acetone  (20) 

41 

Ni(dipy)3·(dtp)2 - - Ni(dtp)2 
(0.52) 
acetone  (50) 

dipy    (0.465) 
acetone  (30) 

62 

Ni(dtp)2·o-phen - - Ni(dtp)2 
(0.52) 
acetone  (50) 

o-phen  (0.18) 
acetone  (10) 

45 

Ni(o-phen)3·(dtp)2 - - Ni(dtp)2 
(0.52) 
acetone  (50) 

o-phen  (0.54) 
acetone  (30) 

80 

Cu(dtp)2
d CuSO4 · 5H2O             (0.25) 

water                        (20) 
           (0.25) 
water    (20) 

- - 61 

Zn(dtp)2
e ZnSO4 · 7H2O             (0.29) 

water                        (20) 
             (0.5) 
water      (15) 

- - 70 
 

Cd(dtp)2 Cd(NO3)2 · 4H2O         (0.308) 
water                        (20) 

             (0.5) 
water      (10) 

- - 75 

Hg(dtp)2 HgI2                         (0.455) 
MeOH                      (20) 

             (0.5) 
MeOH:H2O 1:1 
(20) 

- - 30 

Sn(dtp)2 SnCl2 · 2H2O                (0.23) 
slightly acidulated water (30) 

             (0.5) 
water      (25) 

- - 67 

 
a) Iron (II) O-methyl-p-anisildithiophosphonate was also obtained by 

another method, namely, the reaction between Hdtp and iron powder: 0.4g p-anisil-
tiophosphine sulfide in 20 mL anhydrous methanol with an excess of iron powder 
were refluxated for 90 minutes. A brown-greenish solution was obtained, from 
which a brown-reedish compound, Fe[S2P(OCH3)(C6H4OCH3)]2 was separated on 
cooling. The precipiate was filtred, washed with methanol (5-7 mL) and ether (5-7 
mL) and was dried in air. Elemental analysis: %Fe found(calc): 10.50(10.70); %P 
found(calc): 11.52(11.88); %S found(calc): 24.13(24.52); =50%. It does not 
present melting point, it decomposes up to 300o. 

b) Iron (II) O-methyl-p-anisilphosphonodithioate adducts can not be 
obtained directly from Fe(dtp)2 due to its insolubility in usualy solvents. However, 
these adducts were prepared also by following method: the solutions obtained in a, 
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were separated by decantation over the methanolic solutions containing the 
amounts of tertiary amines listed in table 5. Under stirring the corresponding 
adducts precipitated. The precipitates were filtred, washed with 2 mL methanol and 
3 mL ether, then were dried in air. 

c) Nickel (II) O-methyl-p-anisildithiophosphonate can be obtained also by 
reaction of 4g p-anisil-thionophosphine sulfide in 20 mL anhydrous methanol and 
an excess of nickel powder. It was refluxed, under stirring, during 90-120 minutes. 
The violet precipitate of Ni[S2P(OCH3)(C6H4OCH3)]2 was separated, filtred washed 
with methanol (5-10 mL) and ether (5-10 mL). The same product was obtained by 
the reaction of Hdtp with other nickel salts. 

d) NH4dtp solution was added to the CuSO4 solution (table 5), drop by 
drop, under continuous stirring for 30 minutes. 

e) Zn(dtp)2 can be obtained also by the methods described at a and c. 
The metallic compounds and their adducts were obtained according to the 

known procedure1-8 and are listed in table 5. 
The compounds were analysed by classical methods25 and the results 

were listed in table 1. 
Thermolysis curves were recorded using a MOM Erdely-Paulik 

derigratograph. Electronic spectra were recorded in methanol, chloroform or 
methylene chloride with a JASCO V-530 UV-VIS aparatus, infrared spectra - in KBr 
pellets, with a FT-IR JASCO-615 instrument and the powder EPR spectrum was 
recorded at 9.4 GHz (X band) using a standard JEOL-JES-3B equipment with a 
magmetic field modulation of 100 kHz. 
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ABSTRACT. The Ce(IV)/Ce(III) couple was used as a mediator 
to oxidize an emulsion of toluene in aqueous H2SO4 medium, on 
graphite electrode using a divided electrochemical cell. The only 
oxidation product that could be identified, was benzaldehyde. 
The influence of several parameters upon benzaldehyde 
formation was investigated. The best yield for benzaldehyde 
formation, under the conditions employed was about 36%. 
Cyclic voltammetry was used to study the Ce(IV)/Ce(III) couple. 
Diffusion coefficients, reaction orders with respect to Ce (IV) 
and Ce(III) as well as the rate constants for Ce(IV) reduction 
and Ce(III) oxidation were determined. Ce (IV) regeneration on 
graphite electrode in H2SO4 medium using a divided cell was 
investigated. Good yields over 80% were obtained working 
under best conditions we found. 
 
Keywords: cerium, toluene, benzaldehyde, voltammetry, 
mediated electrosynthesis. 

 
 
 

In recent years the anodic oxidation of aromatic hydrocarbons aroused 
considerable interest. Substituted toluenes were oxidized up to 80-90% in an 
organic medium1-5, while the degree of transformation for toluene did not exceed 
20%1,6-8. The main disadvantage of direct electrochemical oxidation of these 
organic compounds is its low selectivity. In aqueous medium where the oxidation 
potentials of toluene and substituted toluenes are higher than that of the solvent, 
mediated electrosynthesis gave better results than direct electrochemical oxidation. 
This procedure proved to be highly selective for the oxidation of toluene and 
substituted toluenes to the corresponding aldehydes. The Ce(IV)/Ce(III) couple has 
been the target of several studies of mediated electrochemical oxidation9-13. That is 
because of its high selectivity for partial oxidation of organic compounds 
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accompanied by the possibility of electrochemical regeneration of Ce(IV) in various 
acidic media, with high current efficiencies9,13-18. The best results for mediated 
electrooxidation are mentioned for p-chlorotoluene in HClO4, between 80 and 
90%10, and for p-methoxytoluene in HNO3, about 63%, in the presence of phase 
transfer reagents13. 
 Mediated electrooxidation of toluene by Ce(IV)/Ce(III), in aqueous H2SO4, 
was less studied12, that is why we have chosen this to the subject of our present 
paper. We report here also the results of voltammetric investigations and Ce(IV) 
regeneration in aqueous H2SO4 medium, on graphite electrode. 
 

 
EXPERIMENTAL 
 

 Voltammetric measurements were performed in an undivided glass cell, 
using either a stationary or a rotating disc graphite electrode (rde) (diameter 4 mm), 
a 3,6 cm2 Pt foil counter electrode and SCE reference electrode separated from 
the working electrode by a Luggin capillary. The electrodes were connected to 
a potentiostat controlled by PC. Current - potential data were stored directly on 
the computer memory. Ce(IV) regeneration was conducted in a divided cell of 
H-type, where compartments were separated by a large glass frit. A 6,84 cm2 
graphite bar was introduced in the anode compartment of volume 50 cm3 fitted 
with a magnetic stirrer bar. The cathode, a Pt strip, was always immersed in an 
aqueous H2SO4 solution. The instrumentation employed included a stabilized 
power supply, a voltmeter and a miliampermeter. During a run, current and cell 
potential readings were taken every 10 min. The Ce(IV) formed by electrolysis 
was monitored by titration. The samples taken at intervals were shaken with a 
measured volume of 0.01 mol/dm3 KI solution, followed by the titration of the 
formed iodine with Na2S2O3. 

The mediated electrosynthesis was carried out in the same cell, with the 
same instrumentation as Ce(IV) regeneration. Experiments were performed under 
methane gas atmosphere, to avoid further oxidation of benzaldehyde. After 
neutralizing the samples with NaOH, the content of benzaldehyde was estimated 
volumetrically. The method we employed recommends the transformation of 
benzaldehyde into the corresponding oxime, followed by titration with NaOH19. The 
content of benzaldehyde determined with this titration technique was in satisfactory 
agreement with that obtained by gas-chromatograph (gc) analysis (Table 1) 

 
Table 1 

Comparison between benzaldehyde content of samples analyzed by gc and by 
titration. 

 Benzaldehyde % 
Titration 25.5 29.6 27.5 31.6 

Gc 24 27.3 29.1 30.4 
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All chemicals came from commercial sources and were used without further 
purification. Solutions were prepared in twice distilled water. All measurements, 
unless otherwise stated, were made at room temperature, 18±20C. 
 
 

RESULTS AND DISCUSSIONS 
Voltammetry 
Cyclic voltammograms recorded on stationary graphite electrode (Fig. 1.) 

in aqueous H2SO4 exhibited a well formed anodic peak at 1,25V/SCE and a 
corresponding cathodic peak at 1,19V/SCE, while oxygen evolution becomes 
important at about 1,5V/SCE. Increasing the potential sweep rate, v, between 10-2 
and 15*10-2V/s, when the [Ce(IV)/Ce(III)] ratio was unity, no shift of peak potential 
was observed neither for the anodic, nor for the cathodic peak. The separation of 
peak potentials, ∆ε, varied between 60 and 70 mV, but peak current ratio was 
higher than one and slightly increased from 1,25 to 1,43, when v was varied 
between the limits mentioned above. That is why the Ce(IV)/Ce(III) system should 
be considered just quasireversible. Voltammetric investigations with the rde were 
also performed, but no influence of electrode rotation speed upon half-wave 
potentials could be observed. 
 

Figure 1. Cyclic voltammogram of the Ce(IV)/Ce(III) system in 0,5 mol/dm3 H2SO4 
on stationary graphite electrode 

 
 

Linear plots Iv=f (v1/2) for the stationary electrode and IL=f (ω1/2) for the rde 
(Fig. 2.) served to determine the diffusion coefficients for Ce(IV) and Ce(III) in 
aqueous 0,5 mol/dm3 H2SO4: at the stationary electrode D =(9,68±0,06)*10-5cm2s-1 
for Ce(III) and D =(6,36±0,21)*10-5cm2·s-1 for Ce(IV); at the rotating disc electrode 
D =(1,72±0,29)*10-6cm2·s-1 for Ce(III) and D =(1,37±0,33)*10-6cm2·s-1 for Ce(IV).  
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Figure 2. Levich linear plots for the Ce(IV)/Ce(III) couple at graphite electrode in 
0.5 mol/dm3 H2SO4 

 
Peak currents and limiting currents, used for the determination of diffusion 

coefficients, don’t occur at the same potential, that means the diffusion coefficients 
in our experiments were not determined at the same potential. This may be a 
possible explanation for the differences noticed between the values of diffusion 
coefficients obtained from stationary electrode and from rotating disc electrode data. 

The oxidation and reduction reactions at the electrode are probably: 
Anode:  CeSO4

+ + 2SO4
2- → Ce(SO4)3

2- + e- 

Cathode: Ce(SO4)3
2- + e- →  CeSO4

+ + 2SO4
2- 

because in H2SO4 medium Ce(IV), as well as Ce(III) may form many 
sulphatocomplexes20-23 like: CeSO4

2+, Ce(SO4)2, Ce(SO4)2
3- or CeSO4

+, Ce(SO4)2
-, 

Ce(SO4)3
3-,  respectively. The dominant species, in 0,5 mol/dm3 H2SO4, or solutions 

of higher concentration, is the voluminous ( ) −2
34SOCe  sulphatocomplex. Ce(III) has 

a less pronounced tendency to form sulphatocomplexes than Ce(IV), this may 
account for the slight higher values of diffusion coefficients in the case of Ce(III). 

Diffusion coefficients of cerium, we obtained from rde experiments, are 
smaller than those obtained, by the same method in HClO4 or HNO3 medium16, 24, 
because sulphato- complexes of cerium are stronger than other anions. 

Voltammograms of rde experiments were used to find reaction orders with 
respect to Ce(IV) and Ce(III)  from I=f (ω1/2) plots at different potentials. The orders 
were determined according to a procedure recommended in literature25 by means 
of equation24: 

[ ] [ ])I/(IIlog)I/(IIlog
/IlogI

µ
2L,2L,21L,1L,1

12

−−−
=  

where: I1 and I2 are the currents recorded at the same potential for different square 
roots of angular velocity: ω1
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IL,1 and IL,2 are the limiting currents corresponding to ω1
1/2 and ω2

1/2 
Rate constants, for the oxidation of Ce(III) and the reduction of Ce(IV) respectively 
were calculated from the intercepts of these plots. 

Linear 1/I=f (1/ω1/2) plots for the relation  

1/22/3

1/6

ω

1
CADFz

ν1,61
CkAFz

1
I
1 ⋅

⋅⋅⋅⋅
⋅+

⋅⋅⋅⋅
=  

 
were obtained. The mean values obtained for the reaction orders were:                  
µ  = 1.12±0.11 for Ce(IV) and µ =0.5±0.025 for Ce(III), while the rate constants were: 

103·kred= 2,68±0.05 cm/s and 103·kox=1.6±0.05 cm/s 
A possible explanation for the small reaction order with respect to Ce(III) is the 
adsorption of inactive Ce(III) sulphatocomplex, like Ce(SO4)2

 or solvent molecules on 
the electrode. 
 

Ce(IV) regeneration at graphite electrode in aqueous H2SO4 medium 
In order to approach to conditions of mediated anodic oxidation the 

electrolysis was carried out when 10-2 mol/dm3 Ce(IV) was also initially present. 
By increasing the current density from 0,2 to 1,6 mA/cm2 the degree of Ce(IV) 

formation increased till it reached a maximum value at about 1,2 mA/cm2 (Fig .3) 
 

 

Figure 3. The influence of current density upon the conversion of Ce(III) to Ce(IV); 
[H2SO4] = 1mol/dm3; [Ce(IV)]/[Ce(III)] = 2, t = 200C 

 
To achieve sustained electrolysis, experiments had to be performed at a 

cell potential, where both Ce(III) oxidation and oxygen evolution is possible. As 
expected, the conversion of Ce(III) to Ce(IV) decreased at higher current densities 
due to the increasing significance of the oxygen evolution reaction. 

Sulphuric acid concentration exerted a positive effect on Ce(IV) 
regeneration till about 1 mol/dm3 (Fig. 4.). 
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Figure 4. The influence of H2SO4 concentration upon the conversion of Ce(III) to 
Ce(IV); i = 0.97 mA/cm2; [Ce(IV)]/[Ce(III)] = 2; t = 200C 

 

As mentioned above, at higher concentrations of H2SO4, voluminous 
sulphatocomplexes of Ce(IV) and Ce(III) are dominant. The low mobility and the 
small diffusion coefficients of these species caused the decrease of Ce(IV) 
formation at concentrations over 1 mol/dm3 H2SO4. 

When [Ce(III)] was increased at constant Ce(IV) concentration, the best 
results were obtained for a [Ce(IV)/Ce(III)] equal to one (Fig. 5). 

The presence of toluene exerted a negative influence on the regeneration 
process as it results from Table 2. 

Table 2. 
The influence of toluene concentration upon Ce(IV) regeneration process; 

[Ce(IV)/Ce(III)] = 10-2 mol/dm3, i = 0,965mA/cm2, [H2SO4 ]= 1 mol/dm3, t = 200C 
[Toluene]  mol/dm3 0,1 0,5 0,75 
η% without toluene  79  

η%with toluene 61 60 58 

 

Figure 5. The influence of [Ce(IV)]/[Ce(III)] ratio upon the conversion of Ce(III) to 
Ce(IV); i = 0.97 mA/cm2; [H2SO4]= 1mol/dm3; t = 200C 
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Mediated electrosynthesis of benzaldehyde 
Due to low solubility of toluene in the aqueous medium the experiments 

were carried out in a two-phase system, under vigorous stirring. In this case the 
oxidation of toluene by Ce(IV) occurs at the boundary between the two phases and 
homogeneously in the aqueous solution. The role of the second phase is to 
maintain a saturation of the aqueous solution by the toluene and also to extract the 
product. 

As mentioned earlier in this paper the only product was benzaldehyde. The 
formation of benzyl alcohol and benzoic acid was not observed. The amount of 
formed benzaldehyde increased with the content of mixtures in toluene up to   
0,023 mole toluene/50ml mixture. Further increase of the content in toluene had no 
significant influence upon benzaldehyde formation (Table 3.) 
 

Table 3. 
The influence of initial amount of toluene upon mediated electrosynthesis of 

benzaldehyde [Ce(IV)/Ce(III)] = 10-2 mol/dm3; [H2SO4 ] = 1mol/dm3; 
Vmixture = 50ml; i = 0,965 mA/cm2; t = 200C 

Toluene                  mmole 8 12 23 47 71 
Benzaldehyde        mmole 2,3 3,3 6,1 6,1 6,2 

η                            % 28,75 27,50 26,53 12,97 8,73 
 
This behaviour is probably due to low saturation of the aqueous phase with toluene 
and to the slow chemical reaction between Ce(IV) and toluene. 

To improve the solubility of toluene in the aqueous phase n-propanol was 
added to the reaction mixture. An increase in the material yield of benzaldehyde 
was observed till the content of n-propanol reached 30% (Table 4.). 

To increase the solubility of toluene we tested also nonionic surfactant like 
polyoxiethylenelauril ether, with the commercial designation Brij 35. The surfactant 
had positive influence upon the formation of benzaldehyde, but the results did not 
surpass that one obtained in the presence of n-propanol (Table 4.). 

Better results were achieved at higher rates of the chemical reaction 
between Ce(IV) and toluene, obtained by increasing temperature. Best yields for 
the formation of benzaldehyde were observed at 600C in a mixture containing 
0,023 moles of toluene in the presence of surfactant (Table 4.). 

Table 4. 
Influence of additions (n-propanol and surfactant) and temperature upon 

mediated electrosynthesis of benzaldehyde; [Ce(IV)/Ce(III)] = 10-2 mol/dm3; 
 [H2SO4 ] = 1 mol/dm3; Vmixture = 50 ml, i= 0,965 mA/cm2, t = 200C;  

0,023 moles of toluene; reaction time 10 h. 
n-propanol               % 10 20 30 40 

Benzaldehyde     mmole 6,4 6,7 7,1 7 
103surfactant    mol/dm3 0,5 0,7 1 2 
Benzaldehyde     mmole 6,8 6,9 7 6,9 
Temperature            K 293 313 323 333 

Benzaldehyde     mmole 6,1 6,8 7,5 8,4 
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CONCLUSIONS 
 
(i) The Ce(IV)/Ce(III) redox couple exhibits a quasi-reversible behaviour at a 

graphite electrode in H2SO4 medium. 
(ii) The smaller values of the diffusion coefficients of Ce(IV) and Ce(III), 

compared to other acidic media, are due to the voluminous ceric and 
cerous sulphatocomplexes present in H2SO4 solutions. 

(iii) The electrode kinetics of the Ce(IV)/Ce(III) couple is rapid in aqueous 
sulphuric acid medium. The reaction order less than unity found with 
respect to Ce(III) is probably caused by the adsorption of voluminous, 
inactive cerous sulphate complexes or solvent molecules at the electrode. 

(iv) Ceric sulphate was successfully regenerated electrochemically working 
under optimum conditions we found: [Ce(IV)/Ce(III)] =1,  
[H2SO4 ]=1mol/dm3, i= 1,2 mA/cm2 

(v) The mediated electrooxidation of toluene with the Ce(IV)/Ce(III) mediator 
yields no other products but benzaldehyde. Because of the slow chemical 
reaction between mediator and toluene, even best yields in benzaldehyde 
are not encouraging, although they are better than those mentioned for 
direct anodic oxidation of toluene in organic solvents1. 

 
 

SYMBOLS 
 
ε  potential 
ω  angular velocity 
A  electrode area 
Iv  peak current 
IL  limiting current 
z  number of exchanged electrons 
F  Faraday constant 
k  rate constant of electron transfer 
ν  kinematic viscosity 
C  concentration 
µ  reaction order 
η  material yield 
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ABSTRACT. Ion Mobility Spectrometry is, first at all, a vapors’ 
identification technique by measuring their ionic mobilities in the 
gaseous phase and at atmospheric pressure, under the influence of a 
weak electric field. The applications of Ion Mobility Spectrometry 
(IMS) could be separated into the use of IMS instrument as stand-
alone spectrometer and its use in hyphenated technologies (as a 
detector following chromatographic techniques or as a separator 
before a mass spectrometer). By using the IMS technology a wide 
range of chemical compounds (both organic and inorganic) at trace 
detection levels can be detected, but the most spectacular 
applications of the Ion Mobility Spectrometry are the military/security 
ones (chemical warfare agents, explosives and illicit drugs). However, 
there is an increasing trend towards the civilian applications, like the 
industrial process monitoring and the detection of the pollutants. This 
paper's goal is to summarize the applications of Ion Mobility 
Spectrometry, which is definitely one of the most powerful trace 
detection techniques available today. 

 
 
1. Introduction  
 In Ion Mobility Spectrometry (IMS), a powerful and promising trace 
detection technique that appeared in 1970 [1,2], the two main steps that occur are 
ionization of a gas (or vapors), followed by separation of ionic species resulted in a 
drift tube, under the driving influence of an electric field with low intensity (under 
300 V/cm), at or near atmospheric pressure [3,4,5]. 
 It can be emphasized that because of the versatility of Ion Mobility 
Spectrometry, detectors based on its principle promise to satisfy a wide range of 
practical applications, from explosives, chemical warfare agents and drugs detection 
to monitoring air pollutants [3,4]. Many IMS applications are not laboratory 
applications but field applications, who have totally different specifications. For 
instance, IMS has became attractive as a field technique due to its physical and 
mechanical simplicity of instrumentation and also to its low cost electronics, 
comparing with other bulk and complex systems (such as vacuum pumps used in 
mass spectrometers). 
 Using an ion mobility spectrometer one can made some separations very 
easily, but the other are impossible; for example, some anestezic gases were 
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separated (even the isomers), but hexane can’t be separated from carbon dioxide 
(because none of them is “seen” in IMS). 
 It is worthy to say that Ion Mobility Spectrometry is practically the 
backbone of defense systems against chemical warfare agents in all NATO 
armies, that it helps real-time detection of explosives and illicit drugs and that, last 
but not least, it contributes to industrial hygiene standards observance and to 
environment protection [3,4]. 
 Usually the IMS spectrometer can be used as a chemical analyzer only if 
the target analyte has very different ionization characteristics as compared with the 
other sample components, because of the competitive charge exchange in the 
ionization region of the ion mobility spectrometer cell. Currently the IMS technology 
has not predictive or interpretative properties when mixtures which contain 
compounds with similar ionization parameters have to be analyzed [4,6]. 

 The advantages of Ion Mobility Spectrometry are: 

☺ analytical flexibility, because it can be applied to analyze both organic and 
inorganic vapors, and also can be monitored both positive and negative ions. 

☺ very fast response (the drift times are in the millisecond range, up to 
several dozens ms); so, a complete analysis cycle will take only several 
seconds, and consequently we can speak here about real-time response 

☺ very good sensitivity, in the parts-per-billion (ppb) and even parts-per-
trillion (ppt) range without any preconcentration  

☺ good selectivity; it can be improved by using dopants and/or different 
ionization sources 

☺ the analysis is done at (or near) atmospheric pressure, and not in vacuum 
like in mass spectrometry 

☺ the instrumentation is very robust and can be easily miniaturized [3]. 

 Of course, IMS has a number of major disadvantages: 

� the theoretical concepts concerning ion mobility spectrometry were not yet 
perfectly defined 

� there are not comprehensive models for the response characteristics 
� the dynamic range is quite limited, which in turn don’t encourage the 

quantitation. 
 

2. Coupling IMS with other analytical techniques  
 Hyphenated analytical techniques are now more and more used because 
of their great advantages. In the most common case, the first step is a separation 
one, and the second gives spectral information about separated substances [4]. 
 The molecular ions generated in the IMS instrument can be injected directly 
into a quadrupole mass spectrometer. It is very important to say at this point that in 
almost all the cases the identification of the ions generated in the IMS spectrometer is 
performed by using mass spectrometry [3,4]. So, the IMS/MS tandem is a very 
powerful analytical tool, widely used to analyze/ identify the ions that are formed by 
atmospheric pressure chemical ionization [4,7]. Since the analytical applications of 
IMS will certainly reflect also the effects due to contaminants/matrix of the sample, only 
the use of the IMS/MS tandem can prove with a high degree of confidence if a given 
IMS response is generated by the target analyte [7]. 
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 The ion mobility spectrometer can be used also as an interface between a 
gas chromatograph and a mass spectrometer, and so it is obtained a complex 
analytical chain: GC/IMS/MS. In this particular situation, the sample analyzed by IMS 
is just a specific GC peak, and using mass spectrometry the identification of ions is 
made. 
 It is interesting to note that the first use of an ion mobility spectrometer was in 
a GC/IMS chain, when some disadvantages due to chemical ionization were 
reduced [8,9]. In such a chain, the chromatographic column serves as sample 
introduction system for IMS spectrometer, and this will avoid the competitive 
charge exchange between 2 or many chemical compounds (of course, only if we 
don’t have some GC peak co-elution) and also will avoid sample overloading. 
 The possibilities for using ion mobility spectrometer as a chromatographic 
detector are: 

☺ the tandem IMS spectrometer - gas chromatograph (GC/IMS) [10,11] 
☺ the tandem IMS spectrometer - liquid chromatograph (LC/IMS) [12,13] 
☺ the tandem IMS spectrometer - supercritical fluid chromatograph 

(SFC/IMS) [14]. 
 

3. Detection of vapors using IMS  

3.1. Basic concepts  

 Since its appearance in 1970, IMS spectrometer was quickly seen as an 
useful sensor for trace vapor analysis and it is not at all surprising that the military 
used this new technology to detect chemical warfare agents [4]. However, IMS 
instruments were evaluated as environmental sensors or used in the industrial 
processes control only since 1980 [15]. 
 It is important to emphasize here that by neglecting the IMS spectrometers 
used by armed forces to detect and monitor chemical warfare compounds, the 
number of IMS units used as field monitoring instruments is still low. The good 
news is that the situation tends to a change, due to several reasons: 

☺ IMS instrumentation is better and cheaper 
☺ the need to protect the environment is continuously increasing 
☺ threshold values in the regulations are lower, and consequently the old 

analytical techniques can’t help the user [3,4]. 
 As any other analytical technique, the usefulness of IMS for a particular 
application is to be judged on an individual basis; the factors that must be considered 
include detection limits, response time, matrix interferences, the cost and the 
portability. 
 

3.2. Applicability fields of IMS technology  

 Ion mobility spectrometer can be set to detect a great diversity of 
chemicals, both organic and inorganic. This device has been considered for a long 
time as an ideal detector for organic vapors monitoring, but it can also be used to 
detect many inorganic gases. In the bibliographic reference [3] can be found an 
exhaustive list (with about 170 bibliographic references) of practical applications of 
Ion Mobility Spectrometry. 
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 There are many applications, but with a minimum systematization these 
can be classified as follows: 

� alkanes, alkenes (at extremely low water vapor levels) [16] 
� organophosphoric compounds: insecticides (of type Malathion, Parathion, 

Dichlorvos) [17] and chemical warfare agents (nerve gases likeTabun, 
Sarin, Soman, VX and others) [18] 

� organic compounds with nitro functional group: explosives (nitroglycerin, TNT, 
EGDN, ammonium nitrate, RDX, PETN, etc.) [19,20] 

� isocyanates: MDI, TDI [21] 
� metalcarbonyls: nickel tetracarbonyl [22] 
� inorganic compounds: halogens (Cl2, Br2, I2) [23]; acid gases (HCN, HCl, HF, 

HI, HNO3) [24], ammonia [25], phosgene [7,26], NO2/N2O4, ClO2 [27] 
� organic amines, aliphatic and aromatic: aniline [28], diethylamine, 

triethylamine [29] 
� aromatics: benzene, toluene, xylenes, ethylbenzene [30], PAHs (policyclic 

aromatic hydrocarbons) [31] 
� solvents: furan, cyclohexanone, phenols, alcohols >C3, acrylonitrile, DMF, 

DMSO [32,33] 
� chlorinated solvents: dichloromethane, Me bromide, Me chloride, CHCl3, 

CCl4, C2H4Cl2, CH3I [34] 
� freons and CFCs (chlorofluorinated hydrocarbons) [35] 
� anesthetics (Halothane, Enflurane, Isoflurane, Desflurane, Methoxy-flurane) [36] 
� chlorinated alkenes: vinyl chloride, alyl chloride, tetrachloroethylene [37] 
� aldehydes and ketones [33,38] 
� organic acids & their esters [39] 
� chlorinated pesticides [40] 
� propelants/rocket fuels: hydrazine, monomethylhydrazine, dimethyl-

hydrazine, N2O4 [41] 
� drugs: analgesics; illicit drugs (cocaine, heroine, amphetamines, ephedrine, 

THC from cannabis) [42,43] 
� water and soil monitoring: PAHs and VOCs in water [44]; amines and 

chlorinated solvents in waste water; pesticides in soils 
� applications in semiconductor industry: arsine, diborane, NF3, PCl3; 

contamination of Si wafers and their QC; N-methylpyrolidone [45] 
� chlorinated phenols (used as wood preservatives) [46] 
� perfumes, flavors and aromatic oils [47] 
� some “exotic” applications: wood species characterization [48]; exobiology 

studies [49]; pheromone detection; monitoring the degree of freshness of fish or 
other organic matters (by monitoring aliphatic amines); micro-organisms 
detection, in particular detection of biological warfare agents (using pyrolysis or 
enzymatic techniques) [50,51]; nicotine detection in cigarette factories [52]. 

 

3.3. Industrial and environmental applications  
 These categories of applications use two classes of IMS spectrometers: 

1. Fixed-point monitors, used to detect, monitor and measure the 
concentration of an analyte (or a chemical class of compounds). The 
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measurements are performed continuously, and the instrument keep the 
same location; this way will result a concentration vs. time profile. 

2. Hand-held portable instruments, which are used especially to detect 
gas/vapor leaks. These instruments will generate concentration vs. 
location profiles. 

 A very suggestive example for industrial hygiene applications is the list 
from the company ETG (Environmental Technology Group) Inc. [3] and presented 
here in Table 1. 

Table 1.  
Application groups of the IMS in industrial hygiene and air monitoring 

 
Compound M.D.L.  [ppm] Compound M.D.L.  [ppm] 

 

ACID  AND  STACK  GASES/VAPORS: 
HCN 0.1 Phosgene COCl2 0.1 
HCl 0.1 HNO3  0.1 
HF 0.1 NH3 0.1 
HI 0.1 NO2 0.1 

 

HALOGENS: 
Chlorine Cl2 0.1 Iodine I2 0.005 
Bromine Br2 0.1   

 

ORGANIC  AMINES: 
Aliphatic amines 0.005 Aniline 0.005 
Aromatic amines 0.005 Methylenedianiline 0.010 

 

ISOCYANATES: 
TDI 0.005 NDI 0.005 
1,6-
Diisocyatohexane 

0.1 H12MDI 0.1 

TDA 0.005 TXMDI 0.1 
 

SOLVENTS: 
Alcohols 0.1 Phenols 0.1 
Furans 0.1 Ketones 0.01 
Ethers 0.1 Esters 0.01 
Acetonitrile 0.01 Acrylonitrile 0.01 
Cyclohexanone 0.01 Toluidine 0.1 
Chlorinated 
solvents 

1.0   

 

GASES  IN  THE  SEMICONDUCTOR  INDUSTRY: 
NF3 0.1 PCl3 0.1 

 

OTHER  CHEMICALS: 
Aldehydes 0.1 Vinyl acetate 0.1 
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Nitrobenzene 0.005 PCBs 0.1 
H2S 1.0 Mercaptans 0.1 

where M.D.L. is the Minimum Detectable Limit. 
 Major applications (industrial and environmental) deal with many toxic 
compounds and industrial emissions that are dangerous to people or environment 
[15]. 
 

3.4. Drugs, explosives and chemical warfare agents detection  
 Currently there is a considerable current of interest for the detection of illicit 
drugs, explosives and chemical warfare agents. In fact, IMS systems were and still are 
intensively used as screening devices for persons and baggages/goods. 
 Concerning the IMS detection of illicit drugs (and explosives), a serious 
problem is the “collection” of enough molecules to obtain a response, because most 
drugs and explosives have very low vapor pressures. As a matter of fact, the key word 
is here the preconcentration sampling [53-55]. 
 A typical military application is field detection of the chemical warfare agents. 
IMS spectrometers are extremely sensitive in the positive operation mode to 
organophosphoric compounds (nerve agents); in the negative mode, IMS 
instruments detect easily blister agents (like mustard gas) [56,57]. 
 

4. Laboratory  applications  of  IMS 

4.1. Ionic mobility measurement  

 The reduced mobility K0 of an ion represents a qualitative parameter useful for 
its identification, quite like is the retention time in gas chromatography. 
 It is interesting to note that the use of some “reference ions” (from 
compounds called calibrants) with well known mobilities would lead to obtain sets 
of “universal” reduced mobilities. Until now, such a standard compound fully 
accepted does not exist yet, but 2,4-lutidine (proposed by Karpas, having K0 = 1,95 
cm2/Vxs [58]), DMF (dimethylformamide) and nonanone in the positive mode of 
operation, and bromide ions, phenol, trinitrotoluene and methylsalicylate [7] in the 
negative mode of operation appear to be serious candidates. 
 The methodology used to measure the reduced mobilities is quite simple: 
instrumental and operational parameters are set, the sample is introduced and 
finally drift times are measured. Of course, mass spectrometric identification of IMS 
product ions is the unique procedure that can certify the assignment of a product 
ion peak [29,59]. 
 

4.2. Studies of ions’ structure  

 Isomers separation and identification using IMS was observed very soon (in 
1974), in a study concerning mono- and di-halogenated nitrobenzenes [60]. 
 Some typical examples for isomers detection are: 

1. the isomers of aliphatic amines [58]  
2. anilines [61] 
3. diamines and aminoalcohols [62] 
4. geometric isomers E/Z [63]. 
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 Collision section measurements. Using IMS studies on isomers or on 
homologous series of compounds one can obtain structural information, and 
specifically one can calculate the transversal collision integral ΩD of the ion-
molecule pair [64]. 
 Large atomic clusters and biomolecule studies. As well as reduced mobilities 
information, drift tube studies can also supply valuable information about the kinetics 
of ion-molecule reactions and about the equilibria involved in these processes 
[65,66]. 
 

5. Future trends in IMS  

 In the last two decades Ion Mobility Spectrometry has developed in an 
explosive manner, so that it is now a powerful and quite less expensive tool for the 
detection and quantitation of a very large number of chemical compounds at trace 
levels, directly or after a chromatographic preseparation. Currently IMS is extensively 
used to monitor directly several chemical categories, such as chemical warfare 
agents, explosives and illicit drugs [3,4]. 
 Latest significant trends in Ion Mobility Spectrometry regarding its 
applications are: 

� use of selective techniques for sampling and dynamic range broadening 
� use and implementation of new signal processing techniques for IMS signal, 

such as Fourier transform and neural networks 
� the emerging of biological applications 
� manufacturing of portable GC/IMS and IMS/MS instrumentation 
� use on a larger scale of the non-radioactive ionization sources. 

 An increasing interest is currently directed towards atmospheric pollutants 
monitoring, but also towards analyzing directly, with little if any sample preparation, 
liquid and even solid samples. 
 Although IMS could be seen today as a mature technology, it still remains 
in many fields and application niches a brand new technique. Its low detection 
limits, speed and simplicity of the instrumentation reserve to IMS a strategic place 
in analytical chemistry between the universal non-specific detectors (like ECD and 
FID detectors) and more powerful qualitative techniques (like mass spectrometry). 
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ABSTRACT. The main aspects concerning a new, powerful and very 
promising trace analysis technique - Ion Mobility Spectrometry (IMS) - 
are reviewed. Ion Mobility Spectrometry is based upon the 
separation of ions, which occurs because of their mobility 
differences in a relatively low intensity electrical field. Ions are 
obtained by the ionization of the neutral chemical species in the 
gaseous phase, at atmospheric pressure, by very fast and 
complex collisional charge exchanges and ion-molecule reactions. 
Included are sections which deal with the IMS principle, its theoretical 
basis, atmospheric pressure ionization processes, response 
characteristics and the corresponding instrumentation. Ion Mobility 
Spectrometry is definitely a technology with a very promising future, 
in spite of the current lack of information. 

 
 
 
 1. Introduction 
 Ion Mobility Spectrometry (IMS) is a modern analytical technique used 
especially to detect ultra-traces of chemical compounds in the air and so far less 
known worldwide. This technology emerged in 1970 [1,2] and rapidly developed, 
especially in the last decade. IMS succeeded very soon to pass from the laboratory 
toward field applications (in industry processes control and environmental pollution 
control, for instance). 
 The resurrection of IMS -after a period of slight stagnation in the 1980s- is due 
mainly to the real-time response, to its amazing detection limits and also to several 
practical considerations concerning the instrumentation (great simplicity compared 
with the complex instruments used in mass spectrometry, reliability, ruggedness and 
miniaturization). We have also to underline here another serious advantage of IMS: it 
is an analytical technique which fits perfectly to field applications and to process 
applications. 
 Ion Mobility Spectrometry is based upon the separation of ions (obtained 
by the ionization of the neutral chemical species in the gaseous phase, at 
atmospheric pressure, by collisional charge exchanges and ion-molecule reactions), 
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which occurs because of their mobility differences in a relatively low intensity 
electrical field. 
 It can be stated today that Ion Mobility Spectrometry is practically the 
backbone of defense systems against chemical warfare agents in many NATO 
countries, that it helps real-time detection of explosives and illicit drugs and that, 
last but not least, it contributes to industrial hygiene standards observance and to 
environment protection. 
 The development of this technique after its discovery in 1970 was not at all 
simple or straightforward. The initial enthusiasm due to the extremely low detection 
limits (at part-per-billion levels), versatility and very fast response fell down when 
disadvantages were also made evident: low selectivity, relatively low resolution and 
severe memory effects. However, the biggest part of all these drawbacks were 
surpassed by major improvements in the instrumentation design, but also by 
application of knowledge due to the better understanding of the ionic mobility theory 
and of the processes involved in atmospheric pressure chemical ionization. 
 This paper aims to demonstrate the advantages of Ion Mobility Spectrometry. 
It is quite sure so far that IMS will be soon an usual and widely accepted analytical 
technique, especially in several particular niches. In fact, it is obvious that the latest 
trends in IMS field (including the commercial market) predict a very interesting 
evolution, of course if the IMS experts and users will focus upon solving the problems 
remained unclear. 
 

2. Theoretical basis of  IMS 

2.1. Principle of  IMS 

 When an ion (at atmospheric pressure and in gaseous phase) is placed in 
a constant electric field, it will be accelerated until collides a neutral molecule, then 
it is re-accelerated and suffers another collision, and so forth. This chaotic 
sequence of accelerations/collisions at molecular level is translated, at the 
macroscopic level, in a constant speed of the ion. The ratio between the ion speed 
and the electric field intensity is called "ionic mobility", and the analytical technique 
that uses ions’ separation upon different mobilities was consequently named ion 
mobility spectrometry [3,4]. 
 Ion mobility spectrometry is actually ruled by two distinct processes: 

a) the ionization in the gaseous phase, at atmospheric pressure, by 
collisional charge transfer and ion-molecule reactions; 

b) the separation of the resulted ions due to their different mobilities in a 
neutral gas (usually purified air or nitrogen are used), in a relatively 
small electric field (up to 300 V/cm). 

 In the last two decades Ion Mobility Spectrometry developed practically in an 
explosive manner, so that IMS is now a powerful and quite less expensive tool for the 
detection and even quantitation of a very large number of chemical compounds at 
trace levels (directly or after a chromatographic preseparation). It is worthy to mention 
that currently IMS is extensively used to monitor directly several chemical categories, 
such as chemical warfare agents, explosives and illicit drugs [3,4]. 
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Fig. 1. Schematic of an ion mobility spectrometer 

 
 As a conclusion, Ion Mobility Spectrometry is, first at all, a vapors’ 
identification technique by measuring their ionic mobilities in the gaseous phase. 
 In IMS, chemical separation and detection are accomplished by: 

1. Ionization of a gas (or vapors). 
2. Separation of ionic species resulted in a drift tube, under the driving 

influence of an electric field with low intensity, at (or near) 
atmospheric pressure. 

3. Conversion of ionic clouds in ionic current at the detector (placed at 
the end of the drift tube), after traveling down the drift tube. 

4. Signal processing, in order to extract the useful analytical information 
(qualitative and quantitative) [4,5]. 

 A typical ion mobility spectrometer is illustrated schematically in Figure 1. After 
their separation inside the drift tube the ions strike the detector, resulting a so-called 
"ion mobility spectrum", named also "plasmagram" or pure and simple "signature" 
(Figure 2). In Figure 2, R+ represent the RIP (reactant ions peak) and A+, B+ and C+ 
are product ions peaks (PIP). 
 The IMS information is contained in the IMS signal, which represents the 
variation of ionic current in time, averaged for a number of scans (Figure 2). The 
ion cloud formed in the reaction region varies continuously, together with the 
concentration of chemical compounds which enter the instrument. The ions with 
suitable polarity are sent, due to the electric field, to the drift tube. Meanwhile, the 
shutter grid (made by closely spaced, parallel metallic wires) is periodically pulsed 
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open so that the ions are allowed to pass into the drift region, where they suffer 
collisions with the neutral drift gas molecules and consequently their separation 
occurs. Finally, at the end of the drift tube the ion clouds will be converted into ion 
currents (with very low intensity, of the order of picoampers pA) by a Faraday plate 
(the detector). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2. A typical ion mobility spectrum (plasmagram; signature) 

 
 
 Ion Mobility Spectrometry has a number of similarities with several analytical 
techniques: electrophoresis, chromatography and mass spectrometry (time-of-flight 
MS and chemical ionization MS). The resemblance of Ion Mobility Spectrometry with 
MS-TOF is quite evident, because both analytical techniques rely on ions separation in 
a drift tube, and the resemblance with CI-MS could be seen in the ionization 
processes (which imply ion-molecule reactions with generation of the primary reactant 
ions, then formation of secondary product ions) [3]. It is now usual to say that in IMS 
the ions are subject of the time-of-flight measurements at atmospheric pressure. 
 Ion Mobility Spectrometry has several advantages: 

• analytical flexibility, because it can be applied to analyze both 
organic and inorganic vapors, and also either positive or negative 
ions can be monitored 

• very fast response (the drift times are in the millisecond range, up to 
several dozens ms); so, a complete analysis cycle will take only 
several seconds, and consequently we can speak here about real-
time response 

• very good sensitivity, in the parts-per-billion (ppb) and even parts-
per-trillion (ppt) range without any preconcentration  

• good selectivity; it can be improved by using dopants and/or different 
ionization sources 
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• the analysis is done at (or near) atmospheric pressure, and not in 
vacuum like in mass spectrometry 

• the instrumentation is very robust and can be easily miniaturized. 
 Of course, IMS has a number of major drawbacks: 

• the theoretical concepts concerning ion mobility spectrometry were not 
yet perfectly defined 

• there are not comprehensive models for the response characteristics 
• the dynamic range is quite limited, which in turn don’t encourage the 

quantitation. 
 
2.2. Theory of ionic mobility 
 In this section the theory of gaseous ions, with emphasis on most 
important characteristics for IMS [6,7,8] is shortly reviewed. The main applications 
of the IMS theory include: the effects of temperature variation, the effects of electric 
field intensity and drift gas pressure [6], the effect due to the drift gas change 
[9,10], the behavior of the multiple charged ions, mass-mobility correlations 
[11,12,13], the correlation with vapor diffusion coefficients, peak width and shape 
analysis [14,15], and IMS resolution [16]. 
 The essential theoretical relations which govern in IMS are the following: 

• drift rate equation: The average rate of an ion moving in a neutral 
drift gas is called drift rate, vd, and is proportional to the electric field 
E, if E is not too large: 

vd = KxE = ld/td     (2.1). 
 This proportionality constant K is exactly ionic mobility, ld is the drift length, 
and td is the drift time of an ion. 

• reduced mobility equation: The mobility K=ld/td could be normalized 
(reduced), to eliminate the effects of pressure and temperature: 

K0 = (273/T)(P/760)K   (2.2) 
where K0 is the reduced mobility, T is the absolute temperature of the drift gas, and 
P is the atmospheric pressure. 

• low field condition: At that electric fields normally used in IMS at 
atmospheric pressure, the mobility K is independent on E. A 
semiquantitative criterion for low field operation (at room 
temperature) could be written as follows: 

E
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m M
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+





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 ⋅

1 2 2/

    (2.3) 

where m represents ion mass, M is the mass of neutral molecules (of the drift gas), 
d is the sum of ion and neutral molecule radii (in Angstroms), and z is the charge of 
the ion. The parameter E/N is measured in Townsends (Td): 1 Td=10-17 Vxcm2. It is 
important to note here that in IMS the typical values for E/N ratio are 1...2 Td. 

• relationship between ionic mobility and diffusion coefficient: This 
equation has many names: Einstein equation, Nernst-Einstein 
equation or Nernst-Townsend-Einstein equation: 

K = qD/kT    (2.4) 
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where q=zxe is the electrical charge of an ion, and k is the Boltzmann constant. 
This equation is very useful in connecting the results obtained in IMS with those 
obtained about air diffusion of uncharged vapors. It also gives a connection 
between the measured transit times and shapes and widths of the detected ionic 
pulses, which means an additional information about the studied ion. 

• Mason-Schamp equation:  Because the collisions between particles 
are controlled by forces occurring between them, the mobility should 
clearly depend on the force between ion and neutral molecule. 
Because in fact the collisions between particles are controlled by their 
interaction forces, the mobility will depend finally on the force between 
ion and neutral molecule. This kind of dependence appears as an 
integral of diffusional collision, or the average collision section, ΩD: 
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  (2.5) 

      Mason-Schamp equation 
where q is the electric charge of the ion, N is the drift gas density, m is the mass of 
the ion, M is the mass of drift gas molecule, k is the constant of Boltzmann, and T 
is the temperature. 
 The whole dependence of ionic mobility on ion-molecule interaction is 
included in the collision integral ΩD. Because of the fact that Ion Mobility 
Spectrometry wants to use the measured ionic mobility to characterize a specific 
ion, it is important to know in detail how ΩD (and consequently the mobility) 
depends on ion-neutral molecule forces. 
 The detailed theoretical approaches show that mobility depends in a well-
defined way on ion-neutral interactions. An ion mobility spectrum contains 
information about these ion-molecule interactions, and this information can help to 
interpret that spectrum. In addition, not only the measured mobilities can be used 
successfully to study the ion-molecule potentials, but also the independent 
cognition of these potentials could be used to check the mobility measured. The 
relationship between ion-molecule forces and mobility is very well represented by 
the temperature dependence of ionic mobility. 
 The mobility definition equation underlines as well an inverse relationship 
between K and N (drift gas density). So, an increase of N will lead to an increase of 
the collision number, to a lower drift rate and to a lower mobility. The variation of E 
(electric field) and of N (the drift gas density) produce similar effects, and the 
mobility depends in fact on the variable E/N. 
 Another useful parameter that can be easily modified in IMS is the neutral 
drift gas itself. In this way, making experiments with different drift gases may be a 
good test of the agreement between results and theory and also may offer some 
valuable additional information about ion-molecule interactions. Moreover, using 
another drift gas or a mixture of gases in the drift cell is a good opportunity to test if 
a studied ion changes its chemical identity by forming clusters or complex ions. To 
calculate how mobility changes with the drift gas, the masses and polarizabilities of 
neutral molecules are needed. 
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 The values of the reduced mobility K0 for different drift gases were already 
compared, and it was found that generally K0 changed with the drift gas polarizability. 
For example, using drift gases with a large polarizability, the attractive forces between 
the product ions and the induced dipole moment will increase, we will have a greater 
number of collisions and finally a lower mobility. 
 Usually the ions produced in the IMS spectrometer are single charged, but 
it can be expected that larger, bulky ions (for example, those formed by large 
biomolecules) will have many electrical charges. The additional charge leads to an 
increase of the interaction energy between ion and neutral molecule, and also will 
increase the collision probability. However, the diffusion coefficient decreases with 
charge increase if K is a constant, according to the Einstein equation. So, the 
mobility could be greater or lower, but for large ions the effect will be very probable 
a slight increase of ionic mobility due to the multiple charge. 
 The equation (2.5) is very important, because it shows us that drift time td 
(which is proportional with K-1) depends on mass and size of the ion: 

K-1 ~ µ1/2.ΩD     (2.6) 

, where µ is the reduced mass (1/µ=1/m+1/M), and the size is measured by ΩD. 
 For a series of small ions in the same drift gas, ΩD is almost a constant, 
and hence the mobility is controlled by reduced mass µ. For heavy ions, the 
reduced mass µ is practically equal with drift gas molecule mass, and the separation 
property is the ion size (reflected by ΩD). 
 Of course, for those ions that are between the above two extreme categories 
(and that form the majority of ions), the mobility is function both of ion mass and 
size/conformation of that ion. For instance, the analysis of mass-mobility correlations 
[11] has indicated a dispersion of about ±20% for the compounds that were not 
structurally related, but only of ±2% in a homologous series of aromatics. We can 
clearly observe that mass measurement using IMS is indeed a very inaccurate 
process. 
 The Einstein equation (2.4) suggests the existence of the relationship 
between drift times and diffusion coefficients, so that the diffusion coefficients could 
be seen as equivalent mobilities. 
 Concerning the shape and width of the ionic pulse, it should be 
emphasized that the main characteristics of an ionic pulse reaching the detector 
are imposed by four factors: 

1. initial width and initial shape of the pulse which enters drift region 
2. pulse broadening by coulombian mutual repulsion between ions 
3. diffusional broadening, as ionic pulse travels in the drift tube 
4. ion-molecule reactions with drift gas and/or with impurities. 

 Resolution R  measures the ability of an instrument to distinguish between 
two very closed peaks. In IMS, resolution is given by the equation: 

R = td/(2.T1/2)    (2.7) 
where td represents drift time, and T1/2 is the temporal broadening at 1/2 of peak 
height. 
 From an experimental point of view, the parameter T1/2 and also peak shape 
are governed by many factors: 
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1) shape and width of the initial pulse 
2) diffusional broadening 
3) coulombian repulsion 
4) capacitive coupling between ionic pulse and detector 
5) gradients of the electric field 
6) gradients of the temperature 
7) emptying of the gate (shutter grid) and dynamic drains 
8) pressure variations 
9) ion-molecule reactions inside the drift tube. 

 Experimental data suggested several trends concerning IMS resolution, which 
can be easily explained only when the initial width of ionic pulse, t0, was introduced in 
the equation of resolution: 

1. Resolution increases with drift time td. 
2. Resolution depends on electric field E. 
3. In most cases, a lower drift potential generates a better resolution. 
4. There is a linear relationship between R and T-1/2. 

 At high initial width of ionic pulse, the peak’s shape is gaussian, having T1/2 
proportional with td

1/2. 
 The values of HTT (theoretical plate height) for IMS are several orders of 
magnitude lower that HTT in gas chromatography. The mass resolution (R=M/∆M) is in 
IMS only about 10...50, comparing with values of 400...70000 in mass spectrometry. 
All these considerations let us to the conclusion that Ion Mobility Spectrometry has 
modest resolutions comparing with mass spectrometry, and also that its separation 
power is lower that in chromatography. 
 In conclusion, the mobility of ionic species is connected with collision 
processes which occur in the drift tube. In the theoretical analyses of IMS, the 
reaction region and the drift region are usually treated separately, being supposed 
that in the reaction tube separation of the ions don’t occurs, and that in the drift 
tube we don’t have any ion-molecule reactions. 
 The most important ideas concerning the theory of ionic mobility are: 

(1) The information contained in the ion mobility spectrum can be 
extracted by measuring the drift time and peaks' area. 

(2) The mobility K depends on environmental variables; K is inversely 
proportional with pressure in the IMS cell. 

(3) The reduced mobility K0 depends also on average transversal 
collision section ΩD, which has a very complex form. 

(4) Theoretical treatment of small ions and of macro-ions is quite 
different. 

(5) Changing the neutral drift gas has a great effect on ionic mobilities. 
 
 3. Ionization processes in  IMS 

 The first step in a measurement involving IMS consists in ionization of neutral 
molecules present in the vapor sample. These ionization processes occur in gaseous 
phase, at atmospheric pressure, by a series of very fast ion-molecule reactions 
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between neutral molecules of analyte and the reactant ions. Therefore, it is easy to 
understand that ionization is a crucial event in IMS. 
 The ionization involves proton transfer (or electron transfer, for the negative 
mode of operation) reactions between reactant ions and neutral analytes, and the final 
ions that result by these processes are called "product ions". 
 Atmospheric pressure chemical ionization which occurs in IMS differs from 
other type of ionization processes by two essential characteristics: 

1. A gentle energetic of product ions formation, which implies the absence 
of any fragmentation of the molecules ionized (even if there are few 
exceptions, such as the butylacetates for example). 

2. The available charge is competitively and preferentially distributed 
between the different types of neutral molecules co-existing in the vapor 
sample, as a function of their proton affinities (for the positive ions) or 
electron affinities (for the negative species) [4]. 

 In IMS the reactant ions’ composition depends on composition of the gas in 
the reaction region and may be easily altered by temperature, humidity and dopants 
adding [17,18,19]. The complex nature of reactant species, as well as the very 
complex equilibria between them is not at all a disadvantage for IMS analyses, if the 
gas that enters the reaction region (usual air) has a constant composition and is 
purified [20-23]. 
 On the other hand, this complexity of the reactant ions mixture was leading to 
the impossibility to effect physico-chemical studies using exclusively IMS, and exactly 
this absence of such studies has obstructed the development of a predictive & 
interpretative model of this atmospheric pressure ionization chemistry. However, the 
increasing number of studies (conducted especially in the last two decades) is 
definitely a positive aspect concerning the ionization chemistry elucidation in the ion 
mobility spectrometer. 
 The results of main reactions leading to the positive and negative reactant 
ions, with emphasis on ionization processes that occur using the radioactive source 
with β isotope 63Ni (which is by far the most common ionization source in IMS) [24,25] 
are summarized as follows: 
 
 

Positive reactant ions: Negative reactant ions: 
(H2O)xH

+ ;  (H2O)yNO+ ;  (H2O)zNH4
+  (H2O)xO2

- ;  (H2O)yO
- ;  (H2O)zO4

-  
predominant species: (H2O)xH

+  predominant species: (H2O)xO2
-  

 
 Product ions are formed in the reaction region, mainly by collisional charge 
transfer reactions between the reactant ions and analyte neutral molecules from the 
sample. They could be also generated by attachment reaction of a reactant ion to the 
neutral species. At the first sight, product ions formation seems to be quite simple, at 
least from a qualitative point of view. However, all the efforts undertaken to study 
product ions generation using IMS coupled to mass spectrometry (IMS/MS) did not 
lead to a comprehensive quantitative model so far. 



VICTOR BOCOŞ-BINłINłAN 
 
 

 228 

 There are several main processes that generate positive product ions: proton 
transfer reactions, charge transfer reactions, electrophilic addition reactions, hydride 
ion transfer, dimer formation, cluster formation [26,27]. These processes are 
summarized below: 
 

(H2O)xH
+ + M                       MH+ + xH2O 

(H2O)yNO+ + M                    M+ + NO + yH2O 
(H2O)yNO+ + M                   MNO+ + yH2O 
(H2O)yNO+ + CnH2n+2                   [CnH2n+1]

+ + HNO + yH2O 
MH+  +  M                    M2H

+ 
MH+  +  nL                  MH+

�Ln . 
 The negative product ions are generated by: associative electron capture, 
dissociative electron capture, proton extraction processes, as follows: 

M + e-                     M-  
MX + e-                  M� + X-  
MH + e-                  M - + H+ . 

  
We shall remind here that in the radioactive ionization source -which is by far 

the most used source used in IMS- the distribution of available charge is done in a 
competitive way. The consequence is that the apparition of an ion should lead, 
because of the charge conservation, to a decrease in intensity of another ion (or ions). 
 In a first approximation, the charge seems to be distributed proportionally with 
the concentration of each component in the sample and with its proton (or electron) 
relative affinity. 
 The charge will distribute virtually to any compound present in the vapor 
sample, and this is exactly the cause of the IMS extraordinary versatility. However, 
because most of drift tubes used currently have a low resolution, they can’t be used to 
separate complex mixtures of ions. 

 The IMS response could be shortly defined as the intensity change of the 
product ions with the change of analyte’s concentration (as seen in Figure 3). 
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Fig. 3.  Typical quantitative IMS response 
 
 

Fig. 4. The dependence of reactant and product ions intensity upon 
concentration of the analyte in the vapor sample 

 
 
 This particular kind of response is bound on concentration profiles of 
reactant and product ions correlated with sample concentration; Figure 4 illustrates 
well the variation of both reactant and product ion peaks’ intensity with analyte 
concentration. 
 There were many attempts to control the separation/resolution in IMS, and 
one of these attempts is based exactly on changing ions’ selectivity by modifying 
the atmospheric pressure ionization chemistry. More specifically, this change of the 
selectivity implies to continuously add a chemical compound called dopant (at a 
constant concentration level, usually in the parts-per-million range) into the carrier 
gas flow [4,22,28]. Even water could be seen as a dopant, but the "real" dopants 
most used in IMS are acetone, carbon tetrachloride and ammonia. 
 Depending on the origin of the reactant ions, the competitive charge 
exchange would be an advantage or a disadvantage for a given application. The 
critic parameters are here the complexity of the sample, sample composition and 
the relative ionization properties of the target analyte comparing with those of the 
other compounds present in that sample. 
 If the target analyte has a greater proton/electron affinity than any other 
sample component, then it will present a strong IMS response on the expense of 
the rest of compounds. If all the compounds have approximately the same 
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proton/electron affinity, then the resulting IMS spectrum will contain all the product 
ions generated by these compounds. Finally, if the proton/electron affinity of our 
target analyte is much lower than the affinities of all other components, the 
detection by IMS becomes very problematic, because it is quite sure that this 
analyte will not catch the charge; in that case, one should take into consideration a 
preseparation of the sample (using gas chromatography, for example) or the use of 
an alternative ionization chemistry (with a dopant). 
 Nowadays Ion Mobility Spectrometry can be successfully used to the 
identification of chemical vapors, and even to their quantitation in a complex matrix. 
Unfortunately IMS poses a number a problems, so that it is an analytical tool often 
difficult to use. As a matter of fact, because of these drawbacks IMS is not a real 
challenge for mass spectrometry or other usual laboratory analytical techniques 
[29-32]. It must specify here that an absolute identification of the ions can be made 
only by coupling the IMS spectrometer to a quadrupole mass spectrometer, using 
a micrometric circular aperture driven in the detector plate of the ion mobility 
spectrometer (IMS/MS). 
 Many IMS applications are not laboratory applications but field 
applications, which do have totally different specifications. For instance, IMS has 
became attractive as a field technique due to its physico-mechanical simplicity of 
instrumentation and also to its low cost electronics, comparing with other bulk and 
complex systems (such as vacuum pumps used in mass spectrometers). 
 Using an ion mobility spectrometer one can made some separations very 
easily, but the other are impossible. For example, some anesthetic gases were 
separated (even if they were isomers !), but hexane can’t be separated from 
carbon dioxide (because none of them is "seen" in IMS). 
 We can expect that the IMS spectrometer can be used as a chemical 
analyzer only if the target analyte has very different ionization characteristics as 
compared with the other sample components. At this stage of knowledge, the IMS 
technology has not predictive or interpretative properties when it analyzes mixtures 
which contain compounds with similar ionization parameters. 
 
 
4.  The instrumentation: ion mobility spectrometer 

 The diagram of an ion mobility spectrometer is presented in Figure 5. 
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Fig. 5. Schematic diagram of an IMS spectrometer 

 
 
 
 The essential parts of an IMS spectrometer are the following: 

1) a sample inlet system 
2) an ionization source 
3) a reaction region 
4) an ion gate (shutter grid) 
5) a drift region 
6) a detector (ion collector). 

 The ancillary equipment necessary for an IMS spectrometer includes: 
1) a high voltage source, which creates the electric field along the drift 

tube 
2) a gate controller 
3) a drift (and carrier) gas source 
4) temperature control instrumentation 
5) a fast electrometer 
6) data collecting and processing devices, which usually include a 

computer. 
 Figures 6 and 7 depict these components of the IMS spectrometer for the 
two main different configurations of the IMS cell - stacked ring design and compact 
(ceramic tube) design. 
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Fig. 6. IMS cell with stacked rings 
 

 
 

Fig. 7. IMS cell with ceramic tube 
 
 The corresponding legend for Figures 6 and 7 is: 

1 = Carrier gas + sample inlet   8 = Drift gas inlet 
2 = High voltage connectors   9 = Faraday plate  (detector) 
3 = Heating strips 10 = Drift region 
4 = Ionization source 11 = Shutter grid 
5 = Gas exit 12 = Reaction region 
6 = Sealed and heated housing 13 = Ceramic drift tube + resistive coating 
7 = Electrometer 14 = Ceramic reaction tube + resistive coating 
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 There are many methods for the introduction of sample vapors into the 
ionization/reaction region of an IMS spectrometer. Among these are: metal wire 
sample introduction [33]; syringe injection [34]; exponential dilution flask [35]; 
permeation tubes [36]; diffusion tubes [36,37]; thermal desorption ovens [38]; laser 
desorption [39]; sample introduction into the instrument (directly or via a 
membrane) [40,41]; introduction of the efluent from a chromatographic column 
(gas, liquid or supercritical) [42,43]. 
 It must be underlined that if the main role of these sample introduction 
systems is to vaporize and/or carry the vapors into the ionization source, a secondary 
role is to control the size of the sample, to avoid instrument's overloading. 
 Sample inlet systems could be classified, according to the initial form of the 
sample, as follows [3]: 

A. Gaseous samples: direct introduction (with or without preheating); 
syringe injection; exponential dilution flask; permeation tubes; diffusion 
tubes; introduction from gas chromatographic columns; membrane 
systems. 

B. Liquid samples: mobile metallic wire systems; syringe injection; 
electrospra & coronaspray systems; introduction from liquid 
chromatographic columns. 

C. Solid samples: thermal desorption ovens; laser desorption. 
 Membrane-based sample introduction systems are currently mounted on the 
majority of IMS spectrometers operated at ambient temperature [44,45,46]. The final 
conclusion concerning these sample introduction systems is that membrane inlets are 
not useful for the heated IMS cells (where cluster formation is minimized); moreover, a 
membrane inlet will affect negatively detection limits. However, because membrane 
inlets are very effective in maintaining a constant low level of water vapors 
concentration inside the IMS cells operated at ambiant temperature (20°C...35°C), 
they are now the most used systems for portable and hand-held IMS spectrometers. 
 Vapors ionization is the initial event in the IMS spectrometer, and will 
define the species that are observed in the mobility spectrum. The ionization of 
different molecules could be made in many ways: 

1. Radioactive ionization [1,2,47], which is by far the most used method 
in IMS 

2. Photoionization [48-50] 
3. Laser ionization [51-53] 
4. Surface ionization [54,55] 
5. Electrospray and coronaspray ionization [56-58]. 

 The IMS cell is the heart of an ion mobility spectrometer. It contains the drift 
tube (with reaction region and drift region), the grids (ion gates), the detector and 
optionally a heating system. 
 Drift tubes could be classified according to the manner of drift field 
generation, or according to the gas flow through the cell. There are many types of 
drift tubes [18,33,59-61]: 

• stacked ring drift tube (the classical and still most used IMS drift 
tube) 
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• compact drift tube - ceramic tube with resistive internal coating 
• unidirectional drift tube 
• non-conventional drift tubes. 

Ion mobility spectrometers contain entrance grids (called also shutter 
grids) [12,62] and aperture grids (located very close near detector plate) [63]. 
 Shutter grids introduce (inject) periodically the ions from reaction region 
into drift region. They are pulsed open and closed by a specialized electronic 
circuit (grid controller); sometimes the opening time can be set by the operator 
(between 0.1 and 1 milliseconds). The usual opening time is 0.2 ms. 
 The aperture grid dramatically reduces the capacitive response of the 
detector when ion clouds are approaching (capacitive decoupling). Without an 
aperture grid, the ion cloud is coulombically detected before it really strikes the 
detector plate; the result is the peak broadening and consequently a serious loss in 
resolution. 
 In ion mobility spectrometry a gas source (for drift and carrier gases) [3,64,65] 
is needed. These gases have many functions: 

1. To introduce the sample inside ionization/reaction region (carrier gas). 
2. To continuously supply neutral molecules for ion-molecule collisions 

(carrier gas; in the unidirectional IMS cells this function is accomplished 
by drift gas). 

3. To clean the drift tube by continuous purging, avoiding its contamination 
and memory effects (drift gas). 

4. To supply molecules for reactant ions formation. 
 Usually as carrier and drift gases are used purified air or purified nitrogen. 
Their purification is done by filtering through molecular sieve cartridges (13X molecular 
sieve), which retain the impurities and also maintain a very low water vapor level 
(several ppm). Activated charcoal is also used to retain the organic impurities. 
 Drift gas may differ from carrier gas. For example, one can use air as carrier 
gas and nitrogen, air, or sulfur hexafluoride as drift gas. The restrictive condition is the 
following: drift gas must be chemically inert toward product ions injected into drift 
region. This requirement is necessary to avoid any ion-molecule reaction in the drift 
region. 
 For portable IMS spectrometers the most convenient gas source is in fact a 
closed loop which filters the air using molecular sieves, coupled with a membrane 
inlet. Fixed point and laboratory/desktop ion mobility spectrometers can be supplied 
with compressed air (from air cylinders or from a compressor), after drying and 
purification. 
 To collect and process ion mobility spectra one can use many methods: 
single scan, signal averaging, second gate moving, Fourier transform method [4,66-
68]. Currently, the most used is signal averaging method. 
 Ion mobility spectrometers have been used successfully in many 
applications involving vapors detection: industrial hygiene, quality control in 
semiconductor industry, drugs and explosive detection and chemical warfare 
agents detection. 
 There is a rule of paramount importance: when all reactant ions were 
consumed (so the reactant ion peak disappeared from the spectrum), any possibility to 
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quantitatively interpret the IMS response was also lost. Consequently, to have 
quantitative information from the IMS spectra an excessive consumption of reactant 
ions (also called saturation; see Figure 4) must be avoided, and the reactant ion peak 
must be observed in the spectrum. 
 Although there are still many unknown aspects, there is a continuously 
increasing amount of experimental data and studies which assess the quantitative 
performances of the IMS spectrometers. Several basic consideration regarding the 
response of ion mobility spectrometers [4,5] are: 

• detection limits are very low (in the range 10-15...10-12 mol/s) 
• precision is good (in accordance with some studies, the relative 

standard deviation RSD of a modern IMS instrument is between 5% 
and 25%) 

• stability of the IMS response is excellent over very long periods of time 
• the response sensibility and linear range 
• separation efficiency (in IMS, the number of theoretical plates is several 

thousands) 
• resolution (to have an IMS separation, two ions must have at least a 

difference of 3% in their reduced mobilities K0). 
 
 Ion Mobility Spectrometry has suffered tremendous progresses after the 
appearance, in the late 1980s, of hand-help portable, small, lightweight and 
relatively low cost IMS spectrometers issued from the military research & 
development programs. The problems related to chemical warfare agents 
detection lead to a large number of very valuable studies and to a great 
development of IMS instrumentation, but IMS units used in environmental 
applications appeared only after 20 years from IMS invention. There are several 
IMS instrumentation manufacturers, most of them being located in USA and 
Canada: Graseby Dynamics Ltd. (United Kingdom); Bruker GmbH (Germany); 
PCP Inc. (USA); Ion Track Instruments Inc. (USA); Barringer Research Ltd. 
(Canada/USA); Molecular Analytics Inc. (USA); Environmental Technologies 
Group Inc. (USA); CPAD Technologies Inc. (Canada) and FemtoScan Corporation 
(USA). 
 Commercial IMS instruments could be classified according to their size and 
specific applications [3] in: laboratory instruments - stationary or desktop (transportable 
in a vehicle), fixed-point field instruments and hand-held portable instruments. 
 
 5. Conclusions 

 Most important trends in the evolution of Ion Mobility Spectrometry are the 
following: 
 

• continuous simplification and miniaturization of the IMS cells 
• use of selective techniques for sampling 
• implementation of new signal processing techniques for IMS signal 

(such as neural networks) [69]  
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• use of new designs of the IMS cells, such as non-conventional field 
control 

• building of portable heated IMS cells 
• manufacturing of portable GC/IMS and IMS/MS instrumentation 
• use on a larger scale of the non-radioactive ionization sources [70]  
• ultraminiaturization of the IMS instrumentation [71]. 

 As a final conclusion, we can say that after 1980 Ion Mobility Spectrometry 
has developed very fast and passed the boundary from an "exotic" laboratory 
technique to a simple technique for ultra-trace analysis, alone or coupled with another 
analytical technique (like mass spectrometry or chromatography). 
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ABSTRACT. Soil samples were collected from 7 sampling stations (in 
duplicate) and associated terricolous lichen (Cladonia fimbriata and 
Cladonia coniocraea) and moss (Bryum argenteum) samples along 
an W-E transect from Zlatna plant. Cladonia and moss samples were 
digested with HNO3 + H2O2 mixtures and analyzed for Pb, Zn, Cu 
using acetylene-air flame atomic absorption spectrometry. Chemical 
analyses of bulk samples for soil-surface horizons were digested with 
Lunge mixture and analyzed also with FAAS. Lead and Cu contents 
decreased more-or-less linearly with increasing distance from the ore-
processing plant and soil pH values increased as a function of 
distance. Soils (surface horizons) are acidic virtually throughout the 
area. Lichen and moss metal content was significantly higher than soil 
metal content. Metal concentrations are amongst the highest reported 
for natural ecosystems, the most serious being for Pb. 

 
 
 
 
INTRODUCTION   

Romania is confronted with serious problems of environmental pollution as 
a consequence of intensive industrialisation. One 'intensely polluted zone' is the 
Zlatna region of central Transilvania. A copper ore processing plant in the centre of 
Zlatna town lying in a sheltered valley produces acidic emissions and large 
amounts of metal particulates, both causing extreme environmental degradation 
throughout the locality [1]. Forest soils of the area are eroded, acidified and sparsely 
vegetated: trees are visibly damaged and agriculture in some parts of the area is 
noticeably affected [2]. 

The ore used for copper smelting contains a range of trace metals 
including: Pb, Zn, Cd, Sb, Bi, As, Ag, Au. The smelting process results in a 
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concentration of these elements and smelter particles ranging from < 5 to 100 µm 
in diameter, many in the size class commonly referred to as PM10, are released 
directly to the atmosphere. During oxidation of the Cu sulphide concentrate, S is 
partitioned into the volatile phase to produce SO2, which at Zlatna is released 
directly into the environment - up to 1305 µg/m3 SO2 /30-minute mean 
concentration was recorded in the town centre in 1996. Unfortunately, only the old 
factory is currently functioning and this has a very inefficient filter: the retention of 
dust being only about 50% efficiency. Emissions are released directly to the 
atmosphere, via the two chimneys from the smelting and conversion works, both 
100 m in height. 

This study forms part of an ongoing study into the impact of pollution in 
Zlatna region. Previous studies have focussed on macrolichen transplants [3, 4] 
and bioaccumulation of lead by Acarospora smaragdula [5]. The purpose of this 
pilot study is to sample native cryptogamic plants (mosses and lichens) and 
associated soils along a WE gradient transect in the Ampoi Valley to a site 25 km 
downwind from the smelter. The present paper compares the contents of Cu, Pb 
and Zn in lichens (Cladonia fimbriata and Cladonia coniocraea), mosses (Bryum 
argenteum) and soils. A combination of plant and soil chemical data will enable 
determination of functional relationships, which may be useful for predicting the 
response of the ecosystem to future change and which may also facilitate the 
planning of strategies for managing the ecosystem for multiple land use (e.g. 
agriculture, silvaculture, etc.). 
 
 
EXPERIMENTAL 

Sampling and sample digestion procedure. Soil samples were collected 
from 7 sampling stations (in duplicate) and associated terricolous lichen (Cladonia 
fimbriata and Cladonia coniocraea) and moss (Bryum argenteum) samples. The 
sampling points are marked (Figure 1).  

Approximately 1000 g brown forest soil samples (soil-surface horizons, 10 
cm depth) were collected using a trowel and were placed into plastic bags. These 
samples were air-dried at room temperature prior to grinding in agate mortars, 
sieving (at -80 mesh) and dissolution. The results represent the average of 2 soil 
samples/site made in duplicate each one.  

The moss and lichen samples were carefully removed by hand from their 
substrate and covered in tissue paper. These were then stored in plastic flasks 
prior to drying and cleaning. It was made a mixture of the two Cladonia species, 
and analysed in duplicate for each site.  
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Fig. 1. The sketch map of the Zlatna region and the location of the studied sites. 

 
 

Dissolution procedure for soil samples. In the acid digestion procedure 
(Lunge method) [6], 0.2 g of finely ground soil sample was weighed. Ten millilitres 
of 1:1 HCl were added to the sample and the solution was fumed to near dryness. 
After cooling, 10 ml of 1:3 HCl:HNO3 (v/v) (Lunge mixture), was added, and again 
the acid was fumed off to near dryness. The residue was dissolved in 25 ml 1:4 
HCl and heated for approximately 15 min. The sample was then transferred into a 
50 ml volumetric flask and diluted to volume with distilled water. 

Dissolution procedure for vegetable samples. Samples were hand-
cleaned to remove foreign material and oven dried at 1080 C for 8-10 hrs. Each 
sample was carefully ground in a porcelain mortar. Approximately a 0.5 g portion 
was digested in a glass vessel using 14 ml HNO3; this was carried out for over 
night at room temperature then heated 3 hrs at 1200 C. It was then cooled, 6 ml 
H2O2 added, and reheated to 1200C until no brown fumes were given off. The 
resulting sample was cooled and bulked to 50 ml. 

Reagent and standard solution. Nitric acid (65% m/v), hydrochloric acid 
(37% m/v) and H2O2 (30% m/v) (Merck, Darmstadt, Germany) were used for the 
soils, mosses and lichen digestion. The blank sample contained only the reagents 
used for digestion. All solutions were stored in plastic vials cleaned with acid 
solution and rinsed with distilled water.  

Single element stock solutions of 1000 mg L-1 were prepared by dissolution 
of high-purity metal (Merck, Darmstadt, Germany) in a minimum volume of HNO3  
(Cu, Pb) or HCl (Zn) and diluted to 1 L.   

Instrumentation. Flame atomic absorption measurements were performed 
on a Perkin-Elmer Model 2100 atomic absorption spectrometer operating with 
acetylene-air flame and optimised standard operating conditions. Linear curves 
from monoelement external standards were used for quantification. 
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Soils pH determination.  

Procedure. Weigh 25 g of soil in a clean beaker. Add 25 ml distilled water 
and stir for 15 minutes. Calibrate the pH meter prior to use by inserting the 
combination glass electrode in a buffer solution of pH 7.0. Adjust the pH meter to 
read pH 7.0. Rinse the electrode with distilled water and place it in a buffer solution 
of pH 4.0 to read pH 4.0. Rinse the electrode again with distilled water and place it 
in the soil suspension above. Read the pH in the scale of the pH meter.  

Soil pH is strongly affected by acid emissions from the Zlatna plant (Table 1).  

 

Table 1. 
pH values of the soil samples collected on 16 May 1999. 

Sample Sampling point definition pH 

1a Site 1 3.93 
1b 300 m SSW of two smelter chimneys above house 3.82 

   
2a Site 2 3.78 
2b opposite site 1, 500 m NE from new factory 3.83 

   
3a Site 3 4.00 
3b P¾trângeni (station) 4.01 

   
4a Site 4 4.42 
4b opposite Patrangeni forest (300 m below calcareous stone 

with cross) 
4.46 

   
5a Site 5 4.38 
5b Presaca Ampoiului 4.25 

   
6a Site 6 5.32 
6b Metes 5.05 

   
7a Site 7 4.58 
7b Ampoita 7.17 

 
Down-valley of the plant soils display low pH due to acid deposition. The 

acidity of the soils decreases with increasing distance from the plant. This is in 
agreement with the prevailing wind direction and the dispersal (and dilution) of 
pollutants from the smelter plant (west-east). Soil pH at site 4, is slightly buffered 
by the local calcareous (limestone) bedrock (Wildflisch Formation), but the soils are 
still very acidic. Soils at site 7 show a large variation in pH values due to the soils in 
the area being largely agricultural and recently ploughed. 
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Results and discussion  
The variation in Pb, Cu and Zn concentrations in moss samples collected 

along the 25 km is represented in Figure 2. Lead concentrations show the greatest 
variation between sample sites, and also the highest concentrations overall. Zinc is 
not present in very high concentrations; variation between sites 1,2,4 and 5 is very 
little. Copper shows a similar degree of variation as lead, but is not present in such 
high concentrations; it is greater than zinc since the primary ore (chalcopyrite) does 
not contain much zinc.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The variation of Pb, Cu and Zn concentration in lichen samples collected 
along the Ampoi Valley is represented in Figure 3. Lead is once again the greatest 
concentrations in comparisons with the other studied elements. In sites 1 and 2 
Cladonia fimbriata and Cladonia coniocraea (fruticulous lichens) could not be found 
at all; this effect is probably due to the fact that SO2 and the metals are too 
concentrated in these areas for these lichens to exist. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2  Pb, Cu and Zn concentration in mosses. 
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Fig. 3  Pb, Cu and Zn concentration in lichens. 
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The degree of accumulation of the analysed elements is different for soils, 
mosses, lichens and oak leaves. In Figure 4 the Cu, Zn and Pb concentrations in 
the studied samples versus the distance from the polluted source are represented 
comparatively. It is interesting to compare lichens and mosses data (perennial 
plants) with oak leaves chemical data (deciduous trees).   
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 For copper the mosses accumulate the greatest concentrations. The trend 
of the concentrations for leaves, mosses and soils is such that levels of copper 
increase up to site 3, at which point they begin to decline as distance from the 
source increases. This is not the case for lichens: these can only exist from point 3 
eastwards, and perhaps their copper levels do not show the same trend as, say 
mosses, due to their being saturated with copper.  
 For zinc mosses and leaves show similar levels of concentration, in the 
lichens this metal decrease with the distance from the pollution source. The 
general trend is less clear than that of copper.  
 For lead the relationship of concentrations between each of the sample 
media is similar to that of copper. The general trend between sites is less clear, but 
there is some trend of decrease away from the source. Site 3 and 4 interesting as 
these are on opposite sides of the valley, equidistant from the plant and yet soil Pb 
values are much lower in 4 than 3. It shows that there is some local variation due 
to the topographical influences. As the soil pH is higher here (site 4) we would accept, 
the metals are not mobilised in these acidic conditions.   

The soil concentrations are not very high compared to the vegetation 
samples, but show a trend of increasing towards site 3 and decreasing eastwards.  

The fact that soils are much lower in concentration of the studied elements 
than the biological samples may be due acid rains leaching the lower horizons, and 
also because soils do not accumulate the metals biologically to the same degree. 
 The Cu, Zn and Pb concentrations find in soils were compared with the 
maximum value admitted by Romanian standards and with the soil worldwide 
(Figure 5).  
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These graphs indicate the concentrations of copper, lead and zinc in soils along 
the transect in the Ampoi Valley. These are compared, in each case, with both the 
average concentration (worldwide- Pb: range 10 to 84 ppm, Cu: range 6 to 80 ppm, 
Zn: range 17 to 125 ppm [7]) and the maximum acceptable concentrations of these 
elements (Official Romanian Standard, 1997- Pb 20ppm, Cu 20ppm, Zn 100ppm ). 
In all situations the element concentrations exceed these maximum levels –– by a 
considerable margin. 
 
Conclusions. 
• Our pilot study identified a strong gradient of metal contamination in soils and 

biota as well as soil acidification along a WE transect from the plant. 
• Highest impact of pollution is at site Patrangeni (3), 3.5 km from the plant. 
• Local topographic influences may protect certain areas from metal deposition 

as at site (4) directly opposite the most contaminated site. 
• Mosses accumulated higher levels of metals than lichens, leaves and soils. 
• Extreme SO2 contamination in the results in a low macrolichen diversity 

present in insufficient quantities in the vicinity of the plant to allow bulk 
chemical analysis by conventional means. 

• We conclude that in view of the high soil and biotic metal concentrations which 
are significantly higher than recommended levels, this suggests there may be 
important health implications from ingestion of locally contaminated crops. 

• We recommend that future biomonitoring studies should focus on utilising 
moss/lichen transplants using a grid system to minimise problems in obtaining 
sufficient samples in situ for analysis. This is necessary to assess the full 
extent of contamination. 

Fig. 5  Pb, Cu and Zn distribution in the sampling points along 
Ampoi Valley. 

0

100

200

300

400

500

1 2 3 4 5 6 7

Sampling point

Z
n 

co
nc

en
tr

at
io

n,
 

g/
g Measured value

Maximum
acceptable

soil worldwide



PILOT ASSESSMENT OF CONTAMINANT ELEMENTS 
 
 

 247 

 
 
 

REFERENCES 
 
 
1. C. Clepan. Poluarea mediului, Editura Altip, Alba-Iulia, 1999, 62-105.  
2. B.J. Williamson, O.W. Purvis, K. Bartok, N. Har, E. Manolache, C.J. Stanley, N.S. Vlad. 

Studia Universitatis Babes-Bolyai, Geologia, 1998, 61: 87-93. 
3. K. Bartok. Contribußii Botanice (Cluj-Napoca), 1982, 101-106. 
4. K. Bartok. Revue Roumaine de Biologie Vegetale, 1988, 33: 127-134. 
5. O.W. Purvis, B.J. Williamson, K. Bartok, N. Zoltani. New Phytologist (2000) 147(3) [in 

press]. 
6. A. Demetrescu, A. Tutoveanu, M. Ionescu. Analiza tehnica a minereurilor. Editura 

tehnica Bucuresti, 1966, p 133.    
7. M.B. McBride, Environmental chemistry of soils. Oxford University Press, Oxford, 1994, 

p 406. 



STUDIA UNIVERSITATIS BABEŞ-BOLYAI, CHEMIA, XLV, 1-2, 2000 
 
 

TRACE ELEMENT MEASUREMENT BY ICP-AES FOR THE 
ROUTINE MULTI-ELEMENT ANALYSIS OF LICHEN AND SOIL 

SAMPLES FOR ENVIRONMENTAL POLLUTANT STUDIES 
 
 

ANA-MARIA RUSU1, KATALIN BARTOK2, VICTOR DIN3,  
WILLIAM PURVIS4  and  WILLIAM DUBBIN3 

1 Department of Chemistry, Babes-Bolyai University, Cluj-Napoca, Romania 
2 Department of Biology, Babes-Bolyai University, Cluj-Napoca, Romania 

3 Department of Mineralogy, The Natural History Museum, London, UK  
4 Department of Botany, The Natural History Museum, London, UK 

 
 

ABSTRACT. Inductively-coupled plasma atomic emission spectrometry 
(ICP-AES) is a very important technique for the determination of trace 
element concentrations in environmental samples. Lichen and soil 
samples were collected from different polluted sites around Zlatna town, 
Romania. Contaminant elements in the samples were determined by 
ICP-AES after extraction from the soils using DTPA and TEA mixture 
and digestion of the lichens in HNO3 + H2O2 mixture. Copper, Pb, Zn, 
Ni, Fe, Cd and S were determined in both soils and lichens. Mean and 
extreme values of the elements determined are listed. A certified 
reference material, BCR CRM 482 lichen, provided comparative data 
for the lichen samples. The methods described are rapid and easy to 
use for environmental pollution studies. 

 
 
INTRODUCTION 

Inductively-coupled plasma atomic emission spectrometry (ICP-AES) is 
widely recognised as a suitable technique for the determination of trace elements 
in environmental samples, particular because of its multi-element capability, large 
dynamic range and effective background correction. The technique is important for the 
determination of trace metal concentrations in environmental samples [1]. 

Airborne contaminants are usually measured with specialised instruments 
but, during the last two decades, lichens have increasingly been used as 
bioindicators of metal contaminants. Most work on the accumulation of heavy 
metals by lichens has focused on pollution from smelters, power plants, busy 
roads, urban sites and rural areas. Puckett [2] pointed out that lichens and 
bryophytes have certain characteristics which meet several requirements of ideal 
biological monitors. For example, they are geographically widespread, growing 
everywhere from rocky coasts to mountain summits, from Polar Regions to the 
tropics, on rocks, trees, soil, buildings, etc. This allows comparison of the 
concentrations of pollutant metals from diverse regions; they form a more-or-less 
constant, perennial body enabling accumulation to occur throughout the year. Puckett 
also mentioned the ability of lichens and bryophytes to accumulate metals to 
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concentrations far above their expected physiological needs. Other characteristics that 
make lichens suitable as biomonitors are their very slow growth rates, their longevity 
and their rapid uptake and accumulation of cations and metal particulates [3].  
 The town of Zlatna, in the Apuseni Mountains of Romania, is built around a 
mineral processing plant and smelter. The plant processes a variety of complex, 
ores (mainly sulphides) for Cu, with Au, Ag, Pb, Zn, S, Bi, Cd and Mo as major by-
products. Release of SO2 and metals via the vapour phase and as fine particles of 
slag causes acid precipitation and metal contamination for more than 30 km down 
wind from the smelter [4]. On previous studies in Zlatna area, Bartok and co-
workers [5] determined Pb, Mn, Cu and Zn in transplanted macrolichens; Purvis 
and co-workers [6] used microanalysis techniques for measuring Pb 
bioaccumulation in Acarospora smaragdula collected from the same area.  
 Environmental analyses are commonly carried out using established 
classical methods. In this paper, we would like to propose two rapid and easy 
methods for the determination of pollutant elements in lichen and soil samples 
using an ICP-AES instrument. The main aim of this work is to present methods for 
the analysis of environmental samples, which fulfil the following demands: 

(i) many elements can be determined in the same digest 
(ii) the sample preparation is simple and fast 
(iii) the minimum volume of acid is used 
(iv) calibration is preferably made by direct methods, not by the standard 

addition method, and 
(v) applicable to a large variety of samples. 
In addition, an ICP-AES method is described for the determination of trace 

elements in soil samples after extraction of those elements into DTPA/TEA 
reagent. Extraction is one of the most frequently used sample pre-treatment 
techniques applied to the determination of trace metals in environmental samples 
by ICP-AES. The extraction serves the dual purposes of concentrating the metals 
of interest and separating them from an interfering matrix. Isolation from the matrix 
significantly decreases any background signal caused by concomitants and the 
solids content of the solution. On other hand, the results obtained provide a 
general overview on air pollution patterns within the investigated area. 
 
EXPERIMENTAL 
 

Survey area. The sample sites are 200 -300m east and west of the factory 
chimneys, and along an east – west transect which runs from the town, along the 
Ampoi Valley, to a site 25km downstream. A map of the sites chosen was 
published in a previous paper [7]. The sites, listed in order of distance from the 
pollutant source are: 

site 1 in Zlatna town (300m SSW of two smelter chimney) 
site 2 in Zlatna town (opposite to site 1 at 500m NE from new factory)  
site 3 in Patrangeni station (3.5km SW Zlatna) 
site 4 opposite Patrangeni forest (4km WSW Zlatna, 300m below a  
            calcareous stone with cross) 
site 5 in Presaca Ampoiului (9km SW Zlatna) 
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site 6 Metes (16km WSW Zlatna) 
site 7 Ampoita (25km WSW Zlatna). 

 
Sampling. Soil and associated terricolous lichen, Cladonia floerkeana 

samples were collected from the sites. The soil samples (approximately 200g) were 
collected from the surface mineral horizon, after removing the organic layer, in 
locations free of growing plant material. These samples were air-dried, crushed to 
a fine consistency in agate mortar and sieved through an 80 mesh sieve. Only a 
small amount of lichen could be collected from some sites and it was not possible 
to collect any Cladonia in Zlatna town (sites 1 and 2) because this species was 
absent due to high levels of air pollution. Cladonia floerkeana was also absent from 
sites 6 and 7. All samples were collected during October 1998. 
 

Sample preparation methods. 

Reagents and standard solutions. Deionised water and, where possible, 
analytical grade or better reagents were used for all the procedures described. 

Nitric acid (65% m/v), hydrochloric acid (37% m/v) and hydrogen peroxide 
(30% m/v) were used for the lichen digestions. 
 Soil extraction solution: 0.005M diethylenetriaminepentaacetic acid 
(DTPA), 0.01M calcium chloride and 0.1M triethanolamine (TEA) adjusted to pH 
7.3 with HCl. To prepare 1 litre of this solution 14.92g of reagent grade TEA, 
19.67g of DTPA and 1.47g of CaCl2·2H2O were dissolved in approximately 200mL 
of deionised water. The pH of this solution was adjusted to 7.3±0.05 with 1M HCl 
while stirring and it was then diluted to 1.0L with deionised water[8]. 

Stock multi-element standard solutions were prepared from 10,000µg.ml-1 
single element, high purity standards. Working standard solutions were prepared 
daily by appropriate dilution of the intermediate solutions with deionised water. 
 

Lichen dissolution procedure. Lichen thalli were cleaned carefully under 
a binocular microscope without washing. Samples were dried at 1080C for 8 hours 
and ground. Samples of 50mg of dry weight were measured into borosilicate test 
tubes with reflux bulbs and digested in 3ml HNO3 (concentrated) at 500C overnight, 
then for 3 hours at 1200C, cooled and 1ml 30% H2O2 was added. The solutions 
were reheated to 500C for half hour, then to 1200C until brown fumes were no 
longer evolved. The water-clear contents of the test tubes were filtered through 
Whatman No 42 filter paper and brought to a volume of 15ml with deionised water. 
The solutions were analysed for Pb, Cu, Zn, Fe, Cd, Ni, Ag, As and S. 
 

Extraction procedure. 10g of the air-dried, sieved soil samples were 
weighed into 125ml conical flasks and 20ml of the DTPA extraction solution were 
added. Each flask was sealed with stretchable paraffin film and secured upright on 
a horizontal shaker with a speed of 120 cycles min-1. After exactly 2 hours of 
shaking the suspensions were filtered by gravity through Whatman No 42 filter 
paper. The shaking time is very important because extraction is not complete after 
2 hours, the labile and non-labile trace metals fractions will continue to dissolve. 
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The filtrates were analysed for the trace elements Cu, Ni, Zn, Pb, Fe, Cd and S by 
ICP- AES. 
 

Instrumentation. 
Table 1. 

Operating conditions for the ICP. 
Forward power 650 W 
Reflected power 3-5W 
Integration time 1 second 
Plasma argon 0.8 L.min-1 
Auxiliary argon 7.5 L.min-1 
Carrier (nebuliser) argon 0.7 L.min-1 
Sample uptake rate 2.9 mL.min-1, free aspirating 

Analytical lines, nm 
As: 189.042;    Ag: 328.068; Cd: 228.802;    Cu: 324.754; 
Fe: 259.940;    Ni: 231.604; Pb: 220.353;    Zn: 213.856; 

S:   182.037. 
 

The determination of trace elements by ICP-AES in all of the samples 
investigated was performed using a model 3410 ARL “Minitorch” sequential 
spectrometer with pneumatic nebuliser (Meinhard concentric, type TR-30 – K3). 
The instrument was optimised for routine multi-element analysis by aspirating a 
solution containing 2µg.ml-1 of each of the elements of interest. All measurements 
were background corrected. Linear working curves generated from five multi-
element external standards were used for quantification. Lichen standard solutions 
were prepared in the same acid concentration as the samples, whilst blank 
solutions were prepared by following the steps of the sample dissolution 
procedure. Also, multi-element soil extract standards were prepared for 
quantification, every solution containing 2%HNO3 and 400µg⋅mL-1 Ca. All 
measurements were made in duplicate for the samples and standard solutions. 
The instrument operating parameters are listed in Table 1. 
 
 
RESULTS AND DISCUSSION 

The results obtained for the BCR CRM 482 lichen sample [9,10] are listed 
in Table 2. The values measured for most elements are higher than the published 
certified concentrations, except for Zn. The high results for the elements measured 
were attributed to memory effects from preceding samples rich in those elements. 
Thus, the data presented in Table 3 show the high levels of contamination in 
lichens. However, as can be seen the metal concentrations determined by the 
proposed method are in satisfactory agreement with the certified values.  
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Table 2. 
Measured and certified concentrations of elements (µg⋅g-1)  

in BCR CRM 482 lichen sample.  
Element Certified 

concentration 
(µg⋅g-1) 

Measured 
concentration 

(µg⋅g-1) 

Pb 41.0±0.2 49.7±0.9 

Cu 7.0±0.2 7.8±0.3 

Zn 101.0±3 64.0±3 

Cd 0.56±0.02 0.60±0.03 

Ni 2.5±0.07 3.2±0.05 

As 0.85±0.07 1.28±0.2 
 

Tables 3 and 4 show the results of our analysis of the lichen and soil samples 
collected from the area studied. Mean and extreme values of the data are listed. The 
concentrations of contaminant elements found in lichens and soils show remarkable 
differences according to the different exposures to air pollution in the Zlatna region. 
Relative standard deviations given in Tables 3 and 4 indicate spatial or biological 
variation of the mean values. The variation of the concentrations found within sites 
differ considerably. In all our results, we are confronted by high statistical variability that 
indicates regional differences in airborne heavy metal pollution. Besides the pollutant 
element content of soil, other ecological parameters of the habitats (pH, organic matter 
content, etc.) governing the uptake of metals have to be taken into account. 
 
Conclusions 

The analysis of soils for the evaluation of the contaminants level of an area is 
very important, as are also assessment of the bioavailabilty and uptake by organisms.  
Therefore the analysis of total metal contents in soils alone is not sufficient. Lichens, 
due to their morphological characteristics, yield reliable data on the distribution and 
concentration of contaminant elements. In fact, from these data it is possible to assess 
deposition rates and map variations in concentration across either small or large areas. 
All can be done at a very low cost when compared to the traditional physicochemical 
techniques. Certainly, to obtain comparable results (lichen – soil) more emphasis has 
to be put on standardising sampling and analysis procedures. 

The concentrations of pollutant elements measured in the samples studied 
indicate high levels of pollution in the area of the smelter. Of the pollutants investigated, 
Pb was the most abundant in both soils and lichens. The smelting process to recover 
Cu from its ores results in much particulate matter escaping to atmosphere via the 
chimney of the plant. Significant amount of Pb plus small amount of Cd, Ni and As are 
released into the environment. Lichen samples exhibited element concentrations 
higher than that for soil samples. It is normal, because soils are leaching and lichens 
are leaching too and bioaccumulators same time are. 
 The proposed method is efficient for determination of elements in soil samples. 
The main advantage offered by the fast solvent extraction of elements prior to 
determination are the suppression of interferences and an increase in the sensitivity by 
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pre-concentration of the analytes. The ability to analyse such contaminated soil samples, 
with little sample preparation will clearly benefit environmental waste remediation efforts. 
ICP-AES can be used for multielement analysis of contaminate lichen samples (in this 
study: Pb, Cu, Zn, Cd, Ni, Fe, Ag, As and S). The accuracy of ICP-AES has been shown 
to be acceptable for routine environmental soils and lichens work.  

Table 3. 
Minimum, maximum, mean and relative standard deviation of element contents 

(µg⋅g-1) found in Cladonia floerkeana at selected sites. 
Site Element Statistic 

3 4 5 
minimum 1377.0 317.2 832.1 
maximum 5399.0 354.0 2571.7 

mean 3254.0 331.1 1609.5 

 
Pb 

RSD % 62 5 55 
minimum 424.7 169.4 257.7 
maximum 575.1 328.4 387.6 

mean 483.0 245.1 306.3 

 
Cu 

RSD % 17 75 23 
minimum 192.8 159.4 195 
maximum 267.4 247.1 191.6 

mean 226.5 198.1 117.2 

 
Zn 

RSD % 16 21 76 
minimum 2.6 2.9 2.0 
maximum 4.0 6.4 4.6 

mean 3.3 4.1 3.2 

 
Cd 

RSD % 21 39 42 
minimum 934.0 1016.0 1031.6 
maximum 4440.3 1825.2 5948.8 

mean 2908.0 1489.0 3575.0 

 
Fe 

RSD % 60 23 69 
minimum 4.0 3.7 7.0 
maximum 6.0 5.6 9.3 

mean 4.8 4.7 8.0 

 
Ni 

RSD % 22 18 14 
minimum 5.2 4.1 3.7 
maximum 73.0 5.4 8.3 

mean 35.5 5.0 5.7 

 
Ag 

RSD % 96 10 41 
minimum 16.1 0 10.3 
maximum 46.3 9.3 12.6 

mean 28.0 5.7 14.2 

 
As 

RSD % 57 88 35 
minimum 1290.8 1158.5 1192.8 
maximum 2893.1 1640.4 1989.7 

mean 2046.0 1405.0 1575.0 

 
S 

RSD % 39 74 25 
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Table 4. 
Minimum, maximum, mean and relative standard deviation of element contents of 

soils (µg⋅g-1) from selected sites. (not determined: n.d.) 
 

Sites Element Statistic 
1 2 3 4 5 6 7 

minimum 245.5 154.1 114.7 171.1 49.0 32.7 10.6 
maximum 491.2 270.1 399.6 264.1 317.1 113.6 43.1 

mean 411.3 202.0 256.8 232.7 178.9 73.2 26.9 

 
Pb 

RSD % 21 28 37 17 87 78 85 
minimum 171.4 74.5 83.0 105.7 23.0 20.6 3.2 
maximum 339.7 282.8 252.2 233.9 118.3 45.8 10.1 

mean 223.3 162.9 152.2 157.1 68.9 32.2 6.7 

 
Cu 

RSD % 30 55 39 39 70 56 75 
minimum 9.1 10.8 11.8 47.9 8.3 5.8 1.3 
maximum 39.3 136.2 31.5 73.4 27.3 9.6 19.6 

mean 19.9 64.8 21.9 65.5 15.8 6.7 10.5 

 
Zn 

RSD % 50 80 36 18 63 45 123 
minimum 0.18 0.09 0.12 0.61 0.11 0.08 0.12 
maximum 0.50 2.89 0.28 1.33 0.40 0.20 0.59 

mean 0.27 1.33 0.19 1.12 0.22 0.14 0.36 

 
Cd 

RSD % 44 96 42 29 77 71 83 
minimum 284.8 30.7 281.2 211.5 53.4 75.7 116.2 
maximum 481.9 113.7 469.5 231.1 522.6 254.0 214.2 

mean 354.5 78.8 374.8 226.7 325.0 164.9 165.6 

 
Fe 

RSD % 20 51 19 5 75 76 42 
minimum 0.11 0.14 0.11 0.74 0.13 0.18 1.02 
maximum 0.24 0.65 0.24 1.73 1.02 0.53 1.05 

mean 0.14 0.39 0.16 1.33 0.44 0.36 1.04 

 
Ni 

RSD % 36 67 31 32 111 69 2 
minimum 108.9 50.0 100.8 53.9 38.4 n.d. n.d. 
maximum 239.3 182.9 131.0 64.4 101.8 n.d. n.d. 

mean 149.4 116.8 115.5 59.4 89.1 n.d. n.d. 

 
S 

RSD % 35 62 9 7 52 n.d. n.d. 
 
 The high concentration of metals in the locality is damaging to soils, plants and 
human health. Other studies have indicated that high lead concentrations are 
deleterious to human health: particularly there is concern about the negative effects of 
lead on children – their mental abilities and growth. Both zinc and copper are bio-
toxic in high enough concentrations, weakening the biological activity of vegetation 
and possibly damaging human health. In order to reduce emissions, the factory 
needs to improve its production technologies and install fume reduction equipment 
such as scrubbers and filters. Of course, such action is dictated by economics. 
Another option to reduce further damage to the environment would be to utilise bio-
remediation methods: through widespread use of vegetation with a high affinity for 
the contaminant metals soil concentrations could be greatly reduced. In order to 
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reduce human exposure to the pollutants, it is necessary to educate the local 
population about the potential hazards and to suggest ways in which they could 
minimise their personal exposure. 
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ABSTRACT. The acid catalysed hydration of (+)-sabinene, using 
various acids in aqueous acetone at 300C for 50 hours, gave         
(+)-terpinen-4-ol as a main product (80%), α- and γ-terpinene (about 
15%), p-cymene (6-10%) together with trace quantities of unidenti-
fied materials.  

 
 
INTRODUCTION 

 Terpinen-4-ol (3), was identified by Wallach [1], as the one present in ma-
joram oil from Origanum majorana L. This alcohol is a constituent of numerous es-
sential oils and occurs in the dextro modification: [α]D +170 (homo.). It is used as an 
important additive in the perfume industry. Because of its importance, several syn-
theses of this compound has been reported [2-4]. Terpinen-4-ol can be prepared 
from terpinolene, α-thujene and sabinene. The manufacture of this alcohol utilizes 
a novel method using a terpinolene (1) as a starting material [5-7]. 

1

O
OH

OH

32 4

+

 
 
 Terpinolene is epoxidized with peracetic acid in methylene chloride to give 
94% 4,8-epoxy terpinolene (2). Lithium aluminium hydride reduction of the epoxide 
produces simultaneously terpinen-4-ol (3) and α-terpineol (4), the former constitut-
ing 60% of the alcohol mixture. By this method, only the racemic terpinen-4-ol is 
obtained. 
 A modification of this method consists in treating the epoxide with aq. 40% 
Me2NH at 1400C, followed by hydrogenation of the exocyclic double bond to give 
terpinen-4-ol in 50% yield [5]. Another method performed in the synthesis of the 
terpinen-4-ol starts from sabinene (5) and α-thujene (6) [3]. The acid catalysed hy-
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dration of the two byciclic olefins affords terpinen-4-ol. A variety of acids can be 
used, the most notable being sulphuric, benzene sulphonic, formic and oxalic ac-
ids. Sabinene is hydrated more rapidly than α-thujene by a factor of 20:8 at 450C 
and appears to be the most suitable raw material for the alcohol production. [4].  

By hydrogenation and hydroboration, Brown [8] has suggested that sa-
binene is stabilised by greater conjugation between the double bond and the cyclo-
propane ring.  

5 6

HOH (H   )

OH

3

,

 
  

Tolstikov [2] has studied the hydration of sabinene (95% purity) in water 
and 2-5% H2SO4 for 50 hours at 250C to obtain terpinen-4-ol in 65% isolated yield. 
Norin et all [3] were also prepared terpinen-4-ol in 70% yield (glc analysis), by hy-
dration of sabinene in aqueous dioxane (75%), using perchloric acid as catalyst. 
 
 RESULTS AND DISCUSSION 

 In the present paper, we wish to report some results in the acid catalysed 
hydration of (+)-sabinene (75% purity). In our investigation, the hydration was per-
formed in aqueous acetone (75%) using various acids: sulphuric acid, HClO4, p-
TsOH, HPA (heteropoly acids). The reaction was monitored by GC-MS analysis 
using 20m methylsilicone capillary column. The reaction conditions and product 
composition are shown in Table 1. 
 The best results were obtained using sulphuric acid as catalyst. Thus, sa-
binene (75% purity) reacts in acetone-water solution and 0.02M H2SO4 at 300C for 
50 hours to give terpinen-4-ol in 80% yield (determined by GC-MS analysis), 12% 
γ-terpinene and 6% p-cymene respectively, with a conversion of 95% (see Table 1, 
run 2).  

α-Terpinene was detected in very small amount, only 3%. Increasing the 
concentration of sulphuric acid (see Table 1, run 5) the yield of the terpinen-4-ol 
decreased, but increased slowly the yield of γ-terpinene (from 12% to 18%) and α-
terpinene.These olefins are probably obtained by the dehydration of the terpinen-4-
ol, formed during this reaction.  
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Scheme 1 
 

Table 1.  
Reaction conditions for hydration of sabinenea 

 
Run   Catalyst              GC peak area%                 Conversion %d 
          conc. (M)     terpinen-4-ol   γ-Terpinene    p-cymene        Othersb 
 1     0.01 H2SO4          53.3               7.5             3.4      35.8         86 
 2     0.02 H2SO4          76.2             12.4              6.6     24.8          95 
 3     0.03 H2SO4          50.7              16.7             9.5     23.1          84 
 4     0.05 H2SO4          41.4              18.6           10.4     29.6          80 
 5     0.02 HClO4           42.2              14.5             7.8     35.5          81 
 6     0.04 HClO4          46.7              17.6             7.9     27.8         84 
 7     0.02 pTsOH         31.2               9.4              6.3     53.1         85 
 8     0.02 W-HPAc       32.3               4.2              3.2     60.3         89 
a All experiments were performed in aqueous acetone (75%), at 300C, for 50 h. 
b Others consisted of unreacted sabinene and unidentified products.  
c (NH4)5H4[PMo6V6O40] 
d Reported to (+)-sabinene 75% 
 
 As shown in Scheme 1, three ions in equilibrium (two carbenium ions A, C 
and a carbonium ion B) can be obtained by the protonation of the sabinene. The 
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hydration of (+) sabinene takes place with a high retention of configuration at C1. 
The terpinen-4-ol produced from optically active sabinene has been shown to re-
tain 80% of the optical activity of the starting material [3]. The stereospecificity in 
the formation of (+)-terpinen-4-ol is in complete agreement with the carbonium ion 
B, which is the main intermediate in this rearrangement. Thus, there must be ex-
tensive charge delocalisation in the rearrangement, and a classical charge-
localised ion (A or C) can be ruled out as a main product-determining intermediate. 
However, some racemic alcohol is also formed, which thus would suggest that the 
classical charge-localised ion C is also involved in this reaction. Ring opening 
could also take place to give the ion C, which can be lose a proton to lead to the 
observed olefins, but there is no evidence to support this route [9]. 
 The kinetic study of the hydration of sabinene will be the topic of a next paper. 
 
EXPERIMENTAL  
 Gas chromatography-mass spectroscopy (GC-MS) coupling analyses 
were performed on a Hewlett-Packard 5890 (GCL)-5972 (MSD) using a HP-5MS 
20m x 0.25 x 0.25µm capillary. (+)-Sabinene, (+)-terpinen-4-ol and terpinolene 
were purchased from Aldrich. TLC was performed with Merck Kiselgel 60F 254, 
using petroleum ether:ether 5:2 as eluent. 
 
 Acid-catalysed hydration. 
 To a stirred solution of (+)-Sabinene ( 0.1 mol, 75% chemical purity, 
[α]D=+780, c=1,CHCl3) in 120 ml acetone, 20 ml H2O (2%H2SO4) was dropwise 
added for 30 min., and the solution was then stirred at 300C for 50 hours. The reac-
tion mixture was neutralized with 1M NaHCO3 , then the solvent removed by distil-
lation. The residual liquid was extracted with ether, dried on MgSO4, filtered and 
final reaction product was analyzed by GC-MS (see Table 1). The pure terpinen-4-
ol was obtained by vacuum distillation at 85-870C/14mmHg ( 59% isolated yield 
reported to starting material).  
 
 Dehydration of terpinen-4-ol. 
 Terpinen-4-ol (1g) in 30ml benzene and p-toluenesulphonic acid (0,1g) 
were refluxed for 1 hour, and the water resulted in the reaction was removed using 
a Dean-Stark trap. The reaction mixture was diluted with water, neutralized with 
1M NaHCO3, extracted with ether, dried on MgSO4, then analyzed by GC-MS. γ-
Terpinene (67%), α-terpinene (25%) and p-cymene (8%) were obtained. 
 The terpinen-4-ol (1g) was also dehydrated with 30% H2SO4 (20ml) at 
1000C for 0,5 hours to give γ-terpinene (52%), α-terpinene (15%) and p-cymene 
(30%) respectively. 
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ABSTRACT. The potassium content of some natural (well and 
mineral) waters and drinking water (tap) has been determined by 
flame atomic emission spectrometry using the methane-air flame. 
Effects of the flame and of instrumental parameters (flame 
composition, the observation height, the spectral bandpass of the 
monochromator) on the emission of potassium in methane-air 
flame was studied and optimized. The best results were obtained 
using the 766.4 nm potassium line at the observation height of 11 
mm, with the flame composition of 1.12 (relative stoichiometric 
units, RSU) and the slit width of 0.7 mm. The effect of Li, Na, Rb, 
Cs, Mg, Ca, Sr, Al, Cl-, SO4

2-, PO4
3- and ClO4

- on the emission of 
potassium was studied too. The detection limit of 0.3 ± 0.04 µg.l-1 
was obtained, in the presence of 200 mg.l-1 Cs, at a significance 
level of 0.05 using the two-step Neyman-Pearson criterion. The 
potassium content of waters has been determined directly using 
both external calibration curve and standard addition method. The 
results agree between these two methods.  

 
 

INTRODUCTION 

Flame atomic emission spectrometry (FAES) is a fast, simple, 
recommended method for the determination of potassium content of different 
waters. Usually as excitation source, the high temperature C2H2-air, C2H2-O2, H2-
O2 flames are used. The optimal flame conditions for the determination of 
potassium in these flames were established, the detection limits are of order of 0.1 
µg.l-1 [1-13]. Propane-butane-air (PB-A) and the natural gas-air (NG-A) flames are 
used in low performance commercial flame-photometers. These flames have a 
lower temperature than the former ones and from this point of view lie between the 
hot and cool flames. The methane-air (M-A) flame has similar properties 
(temperature, burning velocity etc) with the PB-A, NG-A flames [14, 15]. To our 
best knowledge the behaviour of potassium in the M-A flame was not studied and 
the determination of potassium content of natural waters using the M-A flame was 
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not reported. The aim of this work is to study the behaviour of this element in the 
M-A flame, to optimize instrumental parameters and the determination of 
potassium in natural waters, respectively. 
 
EXPERIMENTAL 

The optimal flame and instrumental parameters were determined, as 
follows: 1. Determination of the emission spectrum of potassium in the M-A flame; 
2. Determination of the optimal values of flame parameters (flame composition, 
observation height over the burner head (h)) in the flame; 3. Then, the detection 
limit was determined under optimized conditions. Finally, the potassium content of 
some natural waters was determined. 
 
 
INSTRUMENTATION 

The instrumental setup was the same as described earlier [16]. 
 
 
CHEMICALS 

Stock solutions of K, Na, Li, Rb, Cs (used as ionization suppressor), Ca, 
Mg, Sr and Al were of 1000 mg.l-1, prepared from RbCl, CsCl, Li2CO3 (Merck, 
Darmstadt, Germany), NaCl, KCl (Reactivul, Bucuresti, Romania), CaCO3, SrCO3, 
Al and Mg (Specpure, Johnson Matthey Chemicals Limited, England), HCl, H2SO4, 
HClO4 and H3PO4 (analytical grade, Merck, Darmstadt, Germany)), respectively. 
The calibration solutions were obtained by diluting a given volume of stock solution 
with double distilled water. The diluted solutions were prepared just before 
measurements. The natural water samples of 350 ml were conserved with 1 ml of 
conc. HCl (analytical grade, Merck, Darmstadt, Germany). 
 
 
SAMPLING AND SAMPLE HANDLING  

The well water samples were collected in village Săvădisla (county Cluj), 
located 24 km far north-west from Cluj-Napoca city. The waters were sampled and 
handled in accordance with the EPA-recommendations [17]. All determinations 
were carried out within 72 hours after sampling. The mineral waters (commercial 
available, “Izvorul Minunilor”, “Anavie”, “Borsec”, “Perla Harghitei”) were analyzed 
after the sealed bottles were opened and degassed by shaking. All water samples 
were diluted properly before measurements. The solutions were prepared just 
before the measurements. 
 
PROCEDURE 

The behaviour of potassium in the M-A flame was studied up to h = 18 mm 
over the burner head in 1 mm steps, at three different flame compositions: 0.88; 
1.00; 1.12 (expressed in relative stoichiometric units). Four replicate 
measurements were made, the mean and the standard deviation, the S/N and the 
S/B ratios were calculated for each h and flame composition. The homogeneity of 
the means was tested by the F test at a significance level of 0.05. The sensitivity of 
the strip chart recorder was different in different spectral domains, in function of the 
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intensity of the emission lines and the background observed. For a given set of 
determinations the sensitivity was kept constant. 
 
 
RESULTS AND DISCUSSION 

THE EMISSION SPECTRUM OF POTASSIUM, DETERMINATION OF 
THE ANALYTICAL EMISSION LINE  
First the emission spectrum of potassium was determined by recording the 

spectrum of the flame alone, then that of the flame in the presence of potassium by 
nebulizing a solution of 100 mg.l-1 potassium in the flame. The composition of the 
flame was kept constant, 1.12. The investigated spectral range was 200 – 800 nm, 
the scanning rate of the monochromator being 0.02 nm/sec. Comparing the 
spectrum using spectral tables there were identified the emission lines with 
wavelengths of 404.4 nm, 404.7 nm, 766.4 nm and 769.9 nm [18]. These are all 
atomic lines, the most intensive ones being the doublet of 766.4 nm and 769.9 nm, 
respectively. The first two lines are superimposed on a high background of the 
flame, the background at the higher wavelengths is insignificant. 
 The change of the analytical signal versus h at the wavelengths of 404.4 nm, 
766.4 nm and 769.9 nm was studied further. The concentration of the calibration 
solutions was different, in function of the intensity of potassium emission line under 
the study, and the background intensity at the given wavelength. The background 
intensity was measured in the presence of potassium only in the case of the shorter 
wavelength doublet, at 404.0 nm. The variation of the net emission signal of different 
potassium lines versus h over the burner head is represented in Fig.1. 

Figure 1. Variation of the net emission signal of different potassium lines versus h. 
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For the quantitative comparison of the results obtained at different 
wavelengths only the maximum value of the analytical signal (I) for each line was 
selected. In order to get comparable data the corrected intensity (Icor) and the 
relative intensity (Irel)) for each line was calculated, taking account of the 
concentration of the calibration solution, and the sensitivity of the chart recorder 
used. The reference concentration was of 100 mg.l-1, the sensitivity of 1.10-9 A/div 
and the reference line was the weakest one. The S/B ratio was determined in the 
same way, the reference concentration being the highest one used. The results are 
summarized in Table 1. 

 
Table 1 

  The relative intensities of the emission lines of potassium in the M-A flame  
 

Wavelength (nm) I (div) h (mm) Icorr Irel S/N S/B 
404.4 33.5 10 67.0 1.00 43.5 2.86 
766.4 41.7 11 417.0 6.22 426.9 4170.0 
769.9 25 11 250.0 3.73 385.7 2500.0 
 
 
The 404.4 nm line is weak, more intensive lines are at longer wavelength, 

the most intensive being that of 766.4 nm. The intensity of these lines varies in the 
same manner as the translational temperature of the flame, the maximum intensity 
being at 10-11 mm over the burner head [19]. 

In conclusion the analytical emission line for potassium in the M-A flame is 
that of 766.4 nm at h = 11 mm. The S/B ratio at this wavelength is high too, due to 
the low value of the background. 
 

DETERMINATION OF THE OPTIMAL VALUES OF THE FLAME 
COMPOSITION AND THE HEIGHT OF OBSERVATION OVER THE 
BURNER HEAD 
 
The influence of the flame composition, on h, on the analytical signal and 

S/N ratio for the most sensitive line was studied, at the concentration level of 10 mg.l-
1. The data were processed by using the MicroCal Origin™ Software package, 
version 5 (MicroCal Software Inc., MA, USA) and plotted as 2D contour map (Fig.2). 

The results show, that the maximum intensity is obtained in all cases at the 
same h = 11 mm over the burner head, regardless of the flame composition. The 
analytical signal decreases with the decrease of the methane content in the flame. 
The standard deviations of all means are homogeneous, therefore the magnitude 
of the S/N ratio is decided by the magnitude of the mean. In conclusion, the optimal 
conditions for the quantitative determination of potassium in the M-A flame are λ = 
766.4 nm, h = 11 mm, flame composition of 1.12. 
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Figure 2. The 2D contour map of the emission of the 766.4 nm potassium 

line vs. observation height and flame composition. The data labels 
on the plot indicate the grid matrix values. 

 
THE INFLUENCE OF THE SPECTRAL BANDPASS OF THE 
MONOCHROMATOR ON THE ANALYTICAL SIGNAL, S/N  
AND S/B RATIO 

 The spectral bandwidth of the monochromator, determined by its width of 
the slit (SW), influences both the amplitude and the fluctuations of the emission 
signal in different manner. Therefore the optimal slit width for which the S/N ratio is 
maximum can be determined. The flame and instrumental parameters used were 
the optimal ones, determined earlier. The influence of the slit over I and S/N ratio 
was studied in the 0.1-1.5 mm domain in steps of 0.1 mm. The analytical signal 
exhibits almost a linear variation with the slit width up to 1.5 mm, the I-SW 
relationship could be approximated best with a second order polinomial function (I 
= -1,18 + 28,12 SW + 6,43 SW2, r2 = 0.999). The standard deviation of the means 
is homogeneous up to a width of 0.7 mm, then they differ significantly. The highest 
value for the S/N ratio was found at a value of the width of 0.7 mm. In conclusion, 
the width of the slit could be increased up to 0.7 mm without decay of the S/N ratio. 

 
INTERFERENCES 
The effect of Li, Na, Rb, Cs, Ca, Sr, Mg , Al, Cl-, SO4

2-, PO4
3- and ClO4

- 
ions on the emission signal of potassium of 5 mg.l-1 was investigated, up to a 
concentration of the interferent of 500 mg.l-1. Some of these elements and ions are 
potential inorganic interferents, present in natural waters in higher concentration. 
The optimal experimental conditions were described in a previous paragraph. The 
background signal was measured at 767.5 nm in the presence of the interferent. 
The variation of the emission signal of potassium versus the concentration of the 
interferents is represented in Fig. 3. 
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The alkaline metals, possessing a lower excitation and ionization energy 
than that of potassium (Rb, Cs), enhance the emission signal of potassium up to a 
concentration of 100 mg.l-1, acting as ionization suppressor. Ca enhances the 
potassium emission signal too, acting as releasing agent. This effect could be 
attributed to the shift of the chemical equilibrium concerning formation of the more 
stable CaOH than that of KOH in the flame. Al and PO4

3- decrease significantly the 
potassium emission. The other interferents do not influence the potassium 
emission, even at higher concentrations. ClO4

- do not influence the emission of 
potassium, fact which suggests the free evaporation of potassium from the 
condensed phase in the M-A flame. 

 
CALIBRATION, DETERMINATION OF THE DETECTION LIMIT  
For the determination of the detection limit the variation of the analytical 

signal versus concentration was studied. Seven calibration curves were plotted, in 
the 10 – 10-2 mg.l-1 potassium concentration range. One curve covers only one 
order of magnitude of concentration. Each calibration curve was established by 
using six standard solutions. Six replicate measurements were made at each 
concentration level. There were tested the homogeneity of means and the linearity 
of the calibration curve, the equation of the regression line, the confidence limits 
and the coefficient of correlation (r2), with the least squares method were 
calculated. The detection limit was calculated using the two-step Neyman-Pearson 
criteria [20,21]. For the fixed values of (P10)0 = 0.025 and (P11)d = 0.975 the S/N 
ratio has the value of 3.92. The results are summarized in Table 2. 

Figure 3. Influence of Li, Na, Rb, Cs, Ca, Sr, Mg , Al, Cl-, SO4
2-, PO4

3- and ClO4
-  

on the emission of potassium of 5 mg.l-1 
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Table 2 
Calibration curves and detection limits 

 
Nr. 
eq. 

Concentration range 
potassium (mg.l-1) 

Slit width 
(mm) 

Equation of the 
calibration 

curve 

Detection limit 
(mg.l-1) 

1 
 
2 

1 – 4 
 

6 - 10 

0.1 
 

0.1 

I = 16.03 + 5.20C 
r2 = 0.9998 

I = -2.05C + 9.00C 
r2 = 0.9994 

not determined 
 

not determined 

3@ 1 – 10 0.1 I = -1.7 + 2.47C 
r2 = 0.9999 

0.08 ± 0.05 

4 0.1 – 1 0.1 I = -0.5 + 8.56C 
r2 = 0.9992 

0.025 ± 0.017 

5* 0.1 – 1 0.1 I = 0.6 + 12.14C 
r2 = 0.9992 

0.060 ± 0.033 

6* 0.01 – 0. 1 0.1 I = 0.1 + 35.23C 
r2 = 0.9907 

0.006 ± 0.004 

7* 0.01 – 0.1 0.7 I = 0.3 + 467.23C 
r2= 0.9997 

0.001 ±0.0007 

8* 0.001 – 0.01 0.7 I = -0.1 + 645.47C 
r2 = 0.9933 

0.0003 ± 0.00004 

* with Cs added, in final concentration of 200 mg.l-1 
@ burner held perpendicular to the optical axis, optical path 8 mm through the flame 
 
 

In the 1 – 10 mg.l-1 concentration domain no linear relationship exists 
between concentration (C) and intensity (I). Linear relationship persists only in the 
1- 4 mg.l-1 (eq.(1)) and 6-10 mg.l-1 domain, respectively (eq.(2)). The calibration 
equation (3@) plotted in the same concentration range (with burner held 
perpendicular to the optical axis) could be approximated with the straight line at the 
chosen significance level. In the lower concentration ranges (eq.(4) - (7)) this 
phenomenon disappears even in long optical path in the flame. This fact suggests 
the presence of the line reversal phenomenon as main source of the nonlinear 
relationship between C and I. In order to enhance the potassium emission, a Cs 
solution was added to each calibration solution, in the concentration of 200 mg.l-1. 
The increased slit width allows the signal enhancement and the extension of the 
usable concentration more than one order of magnitude. The detection limit 
obtained for each concentration range is also summarized in Table 2. The lowest 
detection limit, of 0.3 ± 0.04 µg.l-1, obtained with the M-A flame is the same order of 
magnitude with those obtained with the hotter (C2H2-air, C2H2-O2, H2 - O2) flames. 
 

DETERMINATION OF POTASSIUM IN WATER SAMPLES  
The potassium content of the water samples was determined by calibration 

and the standard addition method, the later being used as reference method for the 
method validation, due to the absence of certified reference material. The 
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determinations were carried out keeping the burner perpendicular to the optical 
axis, with the SW of 0.1 mm. The other parameters were the optimal ones. Four 
parallel measurements (n=4) were made everywhere. To minimise the effect of the 
interferences and to bring the final concentration of the sample within the linear 
range the samples were properly diluted before measurements. The measuring 
sample solutions were prepared in 25 ml volumetric flasks. In the case of standard 
addition method 100 µl of concentrated potassium standard was added to the 25 ml 
of diluted sample. Three additions of standard were made, in 1 mg.l-1 concentration 
steps. The potassium content was determined from the intercept with the abscissa 
of the regression line. Using the data set, the reproducibility of the standard 
addition method was tested first. The recoveries found were within 83.2 - 105.3%, 
the slope of regression lines being close to that obtained by calibration. The results 
of the two methods (Table 3) agree within the error of determinations for the given 
water, so the calibration method could be used for potassium quantification.  

 
Table 3 

Results of analysis of water samples (n=4) 

Sample Dilution Concentration 
(mg.l-1, 

calibration) 

Concentration 
(mg.l-1, standard 

addition) 
Tap water 1:1 2.0 ± 0.6 2.1 ± 0.7 

“Anavie” 1:20 21.0 ± 1.8 20.2 ± 2.1 
“Izvorul Minunilor” 1:20 1.4 ± 0.6 1.9 ± 0.8 

“Perla” 1:20 11.8 ± 1.7 11.9 ± 1.6 

Mineral 
water 

“Borsec” 1:20 15.9 ± 1.7 16.0 ± 1.7 
Nr. 1 1:20 3.9 ± 0.9 3.9 ± 0.8 
Nr. 2 1:20 3.0 ± 0.9 2.2 ± 0.8 
Nr. 3 1:20 6.9 ± 1.1 7.4 ± 0.9 
Nr. 4 1:40 36.4 ± 1.7 37.0 ± 1.6 
Nr. 5 1:20 18.1 ± 1.8 18.9 ± 1.8 

Well 
water 

Nr.6 1:100 168 ± 4 169.3 ± 5 
 
The mineral water “Perla” and “Anavie” have different potassium content, 

originating from other region of the country (as indicated on the label of the 
bottles). The well water samples no.1, 2 have practically the same potassium 
content, the wells being sunk very close one to the other (about 20 meters). This 
suggests that the wells are supplied from the same ground water source. The other 
samples (no.3-6) have significantly higher potassium content (sample no.6 having 
a fifty-fold higher potassium content).  
 The rubidium content of these waters has been determined earlier [16]. In 
the case of mineral and well waters (samples no.1, 2) the potassium and rubidium 
content varies in the same manner, the K/Rb concentration-ratio being close (2041 
and 2951for mineral waters, 684 and 545 for well waters, respectively). The high 
potassium and rubidium content of sample no.6 (the K/Rb concentration-ratio is 
also high, being of 12923) clearly shows that the well is supplied from an other 
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ground water source than the others, the wells are sunk in rocks with different 
geological structure and chemical composition.  

In conclusion, the potassium content of natural waters can be determined 
directly by calibration method in the M-A flame with acceptable precision.  
 
 

CONCLUSIONS 

 In the M-A flame potassium exhibits only an atomic spectrum. The most 
intensive line (the analytical line) is at 766.4 nm. The optimal excitation zone is at 
11 mm over the burner head, in fuel rich conditions. The observation height for the 
maximum intensity is independent of the flame composition. In order to increase 
the S/N ratio, and lower the detection limit, the width of the slit of the 
monochromator could be increased till 0.7 mm without decay of the S/N ratio. The 
calibration curves for the 766.4 nm potassium line are linear in the 4 - 0.001 mg.l-1 
concentration range, the detection limit obtained is of 0.3 ± 0.04 µg.l-1 potassium. 
The ionization of potassium can be suppressed with 200 mg.l-1 of Cs. The 
potassium content of natural waters can be determined directly with acceptable 
precision using the calibration method. 
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ABSTRACT. The zinc content of some natural waters (river, well, sea, 
mineral water) and drinking water (tap) has been determined by flame 
atomic absorption spectrometry using the methane-air flame. The effect 
of hollow-cathode lamp current, the flame composition and the 
observation height in the flame on the absorption of zinc in the 
methane-air flame was studied at 213.9 nm. The best results were 
obtained with the lamp current of 3 mA, at the observation height of 
7 mm, with the stoichiometric flame. The effect of Na, K, Ca, Mg, Al, 
ClO4

-, SO4
2-, and PO4

3- on the absorption of zinc was studied too. The 
detection limit of 0.006 ± 0.004 mg.l-1 was obtained at a significance 
level of 0.05, using the two-step Neyman-Pearson criterion. The zinc 
content of waters has been determined with the calibration curve and 
the standard addition method. In the case of low mineralization natural 
water the results of two methods agree. 

 
 
 
INTRODUCTION 

Zinc is a widespread element in litho-, hidro- and biosphere. Its mean 
concentration in Earth crust is of 45 mg.kg-1, in sea and surface water of 10 µg.l-1. 
Zinc is an essential element of all living organisms, taking part as the inorganic 
component of more than100 of vital enzyme [1]. Flame atomic absorption 
spectrometry (FAAS) is an adequate, sensitive method for the determination of 
zinc in low concentrations. Usually the high temperature C2H2-air, C2H2-O2 and 
C2H2–N2O flames are used as atomic source. The optimal conditions of the 
determination of zinc in these flames were established, the detection limits being of 
order of 10-2-10-4 mg.l-1 [2-16]. The low temperature (~ 2000 K) propane-butane-air 
(PB-A) flame was used in few cases for the determination of zinc, mostly in early 
stage of the flame atomic absorption spectrometry development [17-19]. The 
methane-air (M-A) flame has similar properties (temperature, burning velocity etc) 
with the PB-A flame [20]. To our best knowledge the behaviour of zinc in the M-A 
flame was not studied, and the detection limits are not known. The aim of this work 
is to study the behaviour of zinc in the M-A flame, to optimize the flame and 
instrumental parameters and the determination of zinc in natural waters, 
respectively. 
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EXPERIMENTAL 

INSTRUMENTATION  
The measurements were carried out at 213.9 nm with a single beam 

HEATH-701 (Heath Co., Benton Harbor, MI, USA) spectrophotometer using a zinc 
hollow-cathode lamp (NARVA, Germany), a HEATH EU-700 scanning 
monochromator, a HEATH EU-700-30 type photomultiplier module and a 1P28A 
(RCA, USA) photomultiplier (-700 V). The photomultiplier signal was recorded with 
a K-201 (Carl Zeiss Jena) strip chart recorder. The pneumatic nebulizer-spray 
chamber-burner system was used from an AAS-1 (Carl Zeiss Jena) atomic 
absorption spectrophotometer. The original slot type burner-head (for C2H2-air 
flame) was replaced with a similar, Mecker type, developed by us for atomic 
absorption measurements in the M-A flame [21]. In order to increase the 
nebulization efficiency the original 8 mm glass ball impactor was replaced with an 1 
mm cylindrical one, placed at optimal distance of 5 mm from nebulizer head [22]. 
The air flow-rate was kept constant, 500 L/h, the flow rate of the methane being 
varied as a function of the gas mixture wanted. As CH4 source the city gas of 99 % 
purity was used, from the pipe. 
 

CHEMICALS 
Stock standard solutions (1000 mg.l-1) were prepared by dissolving the 

appropriate amounts of metals (Zn, Mg and Al (Specpure, Johson Matthey 
Chemicals Limited, England)) and compound (CaCO3, Specpure, Johnson Matthey 
Chemicals Limited, England) in corresponding acid. KCl, NaCl (analytical grade, 
Reactivul, Bucuresti, Romania), HCl, H2SO4, HClO4 and H3PO4 (analytical grade, 
Merck, Darmstadt, Germany)) were dissolved and diluted in double distilled water, 
respectively. For further dilutions double distilled water was used in all cases. 
 

SAMPLING AND SAMPLE HANDLING 
The river, sea and well waters were sampled and handled in accordance 

with the EPA-recommendations [23]. All determinations were carried out within 48 
hours after sampling. The drinking water (tap water) from the laboratory was 
acidified and analysed just after sampling. The mineral waters (commercial 
available, “Anavie”, “Borsec”, “Perla”) were analyzed after the sealed bottles were 
opened, acidified and degassed by shaking. The samples were diluted 1:1 before 
measurements. The pH of all the measuring solutions was of 1.5 - 2, in accordance 
with the literature data [2, 23].  
 

PROCEDURE  
The behaviour of zinc in the M-A flame was observed in the flame up to h = 

14 mm over the burner head (in 1mm steps), at three different flame compositions: 
0.88; 1.00; 1.12 expressed in relative stoichiometric units (RSU). Four replicate 
measurements were made in each case. The mean, the standard deviation, the 
S/N was calculated for each h and flame composition investigated. The 
homogeneity of the means was tested by the F test at a significance level of 0.05. 
The slitwidth of the monochromator was of 0.050 mm, the sensitivity of the strip 
chart recorder was different in function of the absorption value measured. For a given 
set of determinations the sensitivity was kept constant.  
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RESULTS AND DISCUSSION 
 

OPTIMIZATION OF THE FLAME AND INSTRUMENTAL 
 PARAMETERS 
First the effect of the hollow-cathode lamp current (i) on the zinc absorption 

was studied. The composition of the flame was kept constant, at 1.12 RSU. The 
concentration of the calibration solution was of 1 mg.l-1. The absorption (A) was 
measured for different lamp current intensities, between 3 – 10 mA, in 1 mA steps. 
The variation of the absorption versus the lamp current is represented in Fig.1. 

The absorption of zinc is maximal at i = 3 mA and decreases with the 
increase of the lamp current, due to the significant broadening of the lamp 
emission line with the increase of the current. The A – i relationship could be 
described best with an exponential decay curve of A = 0.0464 + 0.02005 exp(-(i - 
3)/2.13). In conclusion, then optimal value of the lamp current for the determination 
of zinc is 3 mA. The low current is advantageous, because the thermal noise of the 
lamp is low, the reproducibility of the measurements is high and the lifetime of the 
lamp is also long.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

Figure 1. Variation of the absorption of 1 mg.l-1 zinc solution versus the hollow-cathode lamp 
current 
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Figure 2. The 2D contour map of the absorption of the 1 mg.l-1 zinc vs. observation height and 
flame composition. The labels on the plot indicate the grid matrix values. 

 
 

Further, the influence of the flame composition and that of the observation 
height on the absorption of zinc was investigated using three flame compositions 
(0.88, 1.00, 1.12 RSU) at the concentration level of 1 mg.l-1 of zinc. The lamp current 
was the optimal one. The data were processed using the MicroCal Origin™ 
Software package, version 5.0 (MicroCal Software Inc., MA, USA) and plotted as 
2D contour map (Fig.2). 

The analytical signal depends both on observation height and flame 
composition. The absorption increases slowly with the increase of the methane 
content of the flame, being the highest in stoichiometric conditions (1.00 RSU). The 
maximal absorption was observed at the same height of 7 mm over the burner 
head, regardless of flame composition. The standard deviation of all means was 
homogeneous, the magnitude of the S/N ratio being decided by the magnitude of 
the mean. In conclusion, the optimal conditions for the quantitative determination of 
zinc in the M-A flame are h = 7 mm and flame composition 1.00 RSU. 
 

INTERFERENCES 
The effect of Na, K, Ca, Mg, Al, SO4

2- and PO4
3- on the absorption signal of 

zinc of 1mg.l-1 was investigated up to a 500 fold excess, as possible inorganic 
interferents, present in natural waters. The effect of HClO4 was tested too, as matrix 
modifier. The experimental conditions were the optimal ones, determined previously. 
The variation of the zinc absorption signal versus the concentration of the interferents 
is represented in Figure 3. 
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Figure 3. Influence of Na, K, Ca, Mg, Al, SO4
2-, PO4

3- and ClO4
- on  

the absorption signal of zinc of 1 mg.l-1 
 
 

The results show that the studied inorganic ions do not influence the zinc 
absorption, even in high excess. We can consider that, like in the acetylene flames, 
zinc is free of interference of these inorganic ions in the methane-air flame. HClO4 
is inefficient, fact which suggests the free evaporation of the analyte from the 
condensed phase in the flame. 
  
 

CALIBRATION, DETERMINATION OF THE DETECTION LIMIT 

For the determination of the detection limit the variation of the analytical 
signal versus concentration was studied in the 0.01-10 mg.l-1 zinc concentration 
range. Four calibration curves were plotted, one curve covering one order of 
magnitude of concentration. Each calibration curve was established by using six 
standard solutions. Six replicate measurements were made at each concentration 
level. The homogeneity of the means and the linearity of the calibration curve were 
tested. The equation of the regression line, the confidence limits and the coefficient 
of correlation (R2) were calculated with the least squares method. The detection limit 
was calculated using the two step Neyman-Pearson model [24, 25], for the fixed 
values of (P10)0 = 0.025 and (P11)d = 0.975. The results are summarized in Table I. 
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Table I  
Calibration data of zinc determination in the M-A flame 

No. Eq Concentration 
range (mg.l-1) 

Equation of the calibration 
curve 

Detection limit 
(mg.l-1) 

1. 10 - 1 A = 0.1043 *C + 0.0944  
R2= 0.9701 

Not determined 

2. 6 - 1 A = 0.1362*C + 0.00569  
R2= 0.9990 

0.36 ± 0.20 

3@ 10 - 1 A = 0.034*C + 0.0009  
R2= 0.9994 

0.30 ± 0.17 

4. 1 – 0.1 A = 0.0908*C – 0.0008  
R2= 0.9995 

0.031 ± 0.02 

5. 0.1 – 0.01 A = 0.4089*C + 0.0024  
R2= 0.9974 

0.006 ± 0.004 

@ burner held perpendicular to the optical axis, 8 mm optical path in the flame 
 
 

In the 10 – 1 mg.l-1 concentration domain (eq.(1)) the A – C relationship is 
not linear in the whole concentration domain, but it can be approximated with a 
line. The close linearity exists in the 6 – 1 mg.l-1 concentration domain (eq.(2)) only. 
Holding the burner perpendicular to the optical axis of the spectrophotometer (8 
mm optical path in the flame) the linearity can be extended up to 10 mg.l-1 of 
concentration level (eq.(3@)). The detection limits obtained for each concentration 
range are also summarized in Table I. The lowest detection limit of 0.006 ± 0.004 
mg.l-1 is low, it is about one order of magnitude higher than that obtained with 
acetylene flames.  
 
 

DETERMINATION OF ZINC IN WATER SAMPLES 

The zinc content of the water samples was determined by the calibration 
and by the standard addition method. The later method was used in order to study 
the presence of interference and/or as reference method due to the absence of 
certified reference material. The determinations were carried out with optimized 
flame and instrumental parameters. Four parallel measurements were made in 
each case. The measuring sample solutions were prepared in 25 ml volumetric 
flasks, the samples were diluted 1:1. In the case of standard addition method 100 
µl of concentrated zinc standard was added to the 25 ml of diluted sample. Three 
additions of standard were made, in 0.5 mg.l-1 concentration steps. It was 
calculated the regression line, the zinc content was determined from the intercept 
with the abscissa of the line. Using the data set, first it was tested the 
reproducibility of the standard addition method. The recoveries were within 97.7–
122.8 % depending on the salt content of the water. The recovery values are close 
to 100 %, with most samples within the error of determination, so the standard 
addition method could be considered as the reference method. The results of the 
determination of zinc content of waters are summarized in Table II. 
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 Table II 
Results of analysis of water samples (n = 4) 

Water sample Concentration (mg.l-1, by 
calibration) 

Concentration (mg.l-1, 
by standard addition) 

Recovery 
(%) 

Tap water  0.024 ± 0.011 0.022 ± 0.010 116.1 
River water Someş Lower than  

detection limit 
Lower than  

detection limit 
- 

Sea water Black Sea 0.660 ± 0.012 0.575 ± 0.021 102.8 
“Anavie” 0.039 ± 0.014 0.030 ± 0.015 91.9 
“Borsec” 0.085 ± 0.014 0.079 ± 0.011 119.7 

Mineral 
water 

“Perla” 0.040 ± 0.014 0.044 ± 0.018 101.1 
Nr. 1 0.048 ± 0.018 0.039 ± 0.020 97.7 
Nr. 2 2.993 ± 0.020 2.259 ± 0.030 122.1 
Nr. 3 0.025 ± 0.018 0.020 ± 0.011 91.9 

 
Well water 

Nr. 4 0.295 ± 0.010 0.230 ± 0.015 104.2 
 

The results of the two methods agree for the most of water samples, they 
are within the errors of the determinations (low salt content waters). Greater 
differences were obtained for sea water- and well water samples (Nr.2 and Nr.4), 
having a higher salt content. These differences could be attributed to the 
nonspecific absorption, due to incomplete evaporation of the sample in the low 
temperature M-A flame (light scatter) and the lack of the background correction 
(the spectrohotometer is not equipped with such a device). In these cases the 
standard addition method offers better results, closer to the real zinc content of 
waters For the low salt content waters the calibration method gives acceptable 
results, for the higher salt content waters the standard addition method is 
recommended. In conclusion zinc can be determined precisely in natural waters 
using the M-A flame.  

 
CONCLUSIONS 

In the M-A flame zinc exhibits a strong absorption of the resonance line, at 
the 213.9 nm. The absorption varies with the hollow-cathode lamp current, with the 
composition of the flame and observation height. The optimal lamp current is of 3 
mA, that of observation height over the burner head is 7 mm, in stoichiometric 
flame (RSU = 1.00). The presence of K, Na, Ca, Mg, Al, SO4

2-, and PO4
3- do not 

effect the absorption of zinc. The absorption-concentration relationship is linear in 
the 0.01-6 mg.l-1 range, the detection limit is of 0.006 ± 0.004 mg.l-1 of zinc. The 
zinc content of natural waters can be determined precisely using the calibration or 
the standard addition method. In conclusion, M-A flame is a suitable for precise 
atomic absorption determination of zinc in natural waters.  
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ABSTRACT. The compounds formed during flotation with oxyne at the 
surface of smithsonite and blende were studied by IR spectroscopy. By 
using the potassium bromide pelleting technique the IR spectra were 
run for blende, smithsonite, oxyne, Zn(II) oxynate, as well as for blende 
and smithsonite treated with a solution of oxynate. By comparing the 
obtained spectra the conclusion drawn is that the compound formed at 
the surface of blende and smithsonite is Zn(II) oxynate. 

 
 
 
 
INTRODUCTION 

The solid – liquid interface, however, is more difficult to investigate by IR 
spectroscopy especially when the liquid is an aqueous solution of reagents, as 
used in flotation processes. 

IR spectroscopic determinations have also been used for surveying the 
formation of certain species at the surface of minerals during adsorption of various 
reagents, and there are many reports on this subject [1-10]. 

The chelation agents, organic agents acted as precipitants in solution, are 
lately used in the processes of separation by flotation of ores as well. These 
reagents are suited to ores containing oxidated minerals and they work as 
colectors or activators [3-10] 

In these investigations and experiments interest in the collector properties 
exerted by some chelation reagents during the flotation of oxidated minerals [11]. 

One of this studied reagents, namely 8 – hidroxyquinoline (structure I) or 
oxyne performs important zinc recoveries in the flotation of smithsonite and blende, 
and it proves a good collector [12]. 

In solution, oxyne forms insoluble, stable chelate compounds with many 
metalic ions, Zn (II) included, and these compounds have (II) type structure. 

In the present paper we report some results obtained by an IR 
spectroscopic investigation, on compounds formed at the surface of smithsonite 
and blende in the flotation process with oxyne. 
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Structure I                    Structure II 
 
 
EXPERIMENTAL 

The recording of IR spectra was performed by a UR 20, Carl Zeis Jena, 
double beam spectrometer; KBr, NaCl, and LiF prisms; resolution 0,6-2000 cm-1; 
region 400-5000 cm-1. 

We assumed that zinc oxynate was formed at the surface of blende and 
smithsonite treated with the chelation reagent. This complex is prepared as follows: 
150 ml 0,1 mol l-1 aqueous Zn(CH3COO)2 ⋅2H2O is treated with 75 ml 0,3 mol l-1 oxyne 
in acetic acid 10%; The complex is warmed up and 25 ml oxyne is added, after 
cooling the pH is established at 9 by NH4OH, the precipitate it is filtred on crucible 
G4, washed with acetic acid 10% and distilled water, and dried in the drying stove 
for an hour at 110°C. The preparation method was realised based on personal 
determinations at different pH values. Thus it was obtained a quantitative 
precipitation at pH 9, when Zn oxynate contained 18,7% Zn (corresponding to the 
theoretical composition). By using acetone as a solvent a quantitative precipitation 
was not possible.  
 The minerals, blende and smithsonite, was grounded in an agate mortar up 
to the granulation of approximative 2µm. A part of the samples was used for the 
obtaining of IR spectra and another (100 mg) part was treated with 25 ml acetone 
solution of 10-3 mol l-1 oxyne at pH 7, stirred for 5 minutes, filtered through a filter 
crucuble, washed and dried in air. Blende and smithsonite flotation recovery is 
maximum at pH 7 [12]. By using acetic acid as oxyne solvent a maximum recovery 
can not be obtained [5]. 
 Using the potassium bromide pelleting technique, we recorded the IR 
spectra in the region 400-1700 cm-1 for: oxyne, smithsonite, blende, Zn (II) 
oxynate, smithsonite and blende treated with acetone solution of oxyne. The 
pellets contain 10 mg Zn oxynate, 10 mg blende or smithsonite treated with oxyne 
and 600 mg KBr. Blende contains 57,7 % Zn and smithsonite 49,5 % Zn. 
 In blende case we also used another method for drawing the IR spectra: 
10 mg of blende with the granulation of 45-150 µm is treated with acetone solution 
of oxyne, filtered and dried in air. The compound formed on the blende surface is 
extracted 10 ml of CCl4 or CHCl3, under continuing stirring (operation is repeated for 
5 times). The extract is dried on KBr support, which is used to prepare the pellets 
necessary for drawing the IR spectra. 

N

O

H
O

O

N

Zn

N



INVESTIGATION OF ADSORPTION PRODUCTS OF OXYNE ONTO BLENDE AND SMITHSONITE … 
 
 

 283 

RESULTS AND DISCUSSIONS 

 The smithsonite – oxyne system 

 Figure 1 combines the IR spectra for smithsonite (curve a), oxyne (curve 
b), zinc oxynate (curve c) and smithsonite after treatment with acetone solution of 
oxyne (curve d). By comparing the spectra we can notice the presence of bands 
characteristic to the Zn (II) oxynate from 1580; 1505; 1390; 1330; 1280; 1120; 
1040; 915; 868 and 680 cm-1 in the spectrum of smithsonite treated with oxyne. 
Therefore on the surface of smithsonite treated with the solution of reagent with 
chelatant action is formed Zn (II) oxynate.  
 In the same way was demonstrated the formation of Cu(II) oxynate on the 
surface of malaquite [7] and that of Pb (II) oxynate on the surface of ceruzite [11]. 

The intense bands from 1470;735 and 610 cm-1 in the spectrum of zinc 
oxynate are situated at 1465;730 and 620 cm-1, on the smithsonite surface. The 
band of smithsonit treated with oxyne at 1235 cm-1 is shifted against the position in 
the spectrum of oxyne at 1230 cm-1 and against the position of the complex at 
1240 cm-1.  

Also there can be found some bands at 580 and 465 cm-1 which do not 
appear in the spectra of oxyne and zinc oxynate.  

There are, however, numerous bands of oxyne which are absent in the 
case of smithsonite surface: 1515;1415;1215;1180;742;712;477 cm-1 (figure 1b). 

 
 The blende – oxyne system 

Figure 2 combines the IR spectra for blende (curve a), oxyne (curve b) zinc 
oxynate (curve c) and blende after treatment with acetone solution of oxyne (curve 
d), the adsorbtion product of acetone on blende extracted with CCl4 ( curve e ), and 
extracted with CHCl3 (curve f). 
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Figure 1. IR spectra indicating the adsorption of oxyne onto smithsonite. 
  a) smithsonite in KBr; b) oxyne in KBr; c) zinc oxynate in KBr;  
d) smithsonite after treatment with acetone solution of oxyne 
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Figure 2. IR spectra indicating the adsorbtion of oxyne onto blende. 
a) blende in KBr; b) zinc oxynate; b) oxyne in KBr c) zinc oxynate d) blende  
after treatment with acetone solution of oxyne; e) adsorption product of oxyne 
extracted with CCl4; f) adsorption product of oxyne extracted with CHCl3 
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By comparing the a, b, c and d spectra (figure 2) we can notice the 
presence of characteristic bands for zinc oxynate (II) at 1470; 1390; 1330; 1120; 
868; 785; 735 cm-1 in the spectrum of blende treated with oxyne (curve d). This 
bands are not very well defined in spectrum from figure 2d. 

The spectrum 2e (adsorbtion of oxyne on blende extracted with CCl4) give 
evidence of a stonger band at 1120 cm-1 from zinc (II) oxynate and a undefined 
band at 1505 cm-1; we can see that the Zn (II) oxynate band moves from 868 cm-1 
to 875 cm-1 in blende case. 

The spectrum 2f (adsorbtion of oxyne on blende extracted with CHCl3 ) 
include a well outlined band at 1120 cm-1 and undefined bands at 1330; 868; 610 
and 507 cm-1 of Zn (II) oxynate spectrum. 

 
 

CONCLUSIONS 

The studied IR spectra indicate the presence of characteristic bands from 
zinc oxynate in the smithsonite an blende spectre treated with oxyne. We can 
notice that at the smithsonite and blende`s surfaces was formed Zn (II) oxynate 
during flotation using oxyne as collector. 

In the case of blende, the IR spectra correspond to adsorbtion product of 
oxyne extracted with CCl4 or CHCl3, have to complete the previous results. 

To explain that in some cases appears misplaced bands, that suggest the 
possible complex formation between the mineral surface and reagents with a 
different stoechiometric composition than Zn (II) oxynate, may be caused to a 
smaller concentration of reagents fixed onto mineral surface. 
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ABSTRACT. In this paper we followed up the data correlation of 
analytical chemistry of complexation for Zn (II) with chelatants in 
aqueous solution and the collector power of these reagents in the 
flotation of the minerals smithsonite and blende that contains this ion. 

 
 
 

INTRODUCTION 

 The problem of scientific base creation for the research and the synthesis of 
new flotation reagents with some established before properties has constitued the 
subject of many works [1-3], in which it was proposed a chemical way of approach for 
solvating this problem. So, the selectivity of the flotation reagents action is considered 
from the point of view of the chemical nature of the reagent and the electronic structure 
of the cation that enters in the crystalline network of the floated mineral. For the 
reagents synthesis the active functional group contained by the reagents is important 
to be known because its fixation on the mineral must be selective. 

It is considered that the fixation of flotation reagents on the mineral surface 
takes place, in many cases, through chemical bonds, when formed chelat 
compounds between superficial adsorption center and the reagent atoms. The 
reagent, which had proved that it is specific to a metallic ions group in solution 
probably, keeps its selectivity in certain conditions, even in the case of the 
adsorption at mineral’s surface, which contains these metallic ions [3-16]. 
 Unlike the specific action of organic reagents with the metallic ions in solution, 
in case of minerals, because of the unhomogenity of surface and of the different 
unsaturation of the superficial adsorption centers, the quantitative appreciation of 
adsorption requires experiments. The most results are realized in Hallimond minicells 
using pure minerals or in laboratory cells using artificial mixtures. 
 Among the reagents with chelatant action that form in solution chelat 
compounds with Zn(II), have been studied: 1-(2’-hydroxy-5-’sodiumsulfonate 
fenylazo) 2 naphtol (Violet solochrome R), 8-hydroxyquinoline (oxyne), 2-hydroxy-
benzaldehide oxime (salicylaldoxime), o-aminobenzoic acid (antranilic acid), 2-quinoline 
carboxilic acid (quinaldinic acid) and trimetildiaminotetraacetic acid [17]. 
 We followed the collecting action of the mentioned reagent over blende 
(ZnS) and smithsonite (ZnCO3) to check how both the mineralogic form and the 
nature of the anion, influence the action of the collectors. The calcite and the 
magnesite that usually accompanies the utile minerals also in ores should float very 
little with these reagents. To check this, the reagents with chelatant action were 
tested in parallel with calcite and magnesite.  



GABRIELA OPREA, CRISTINA MIHALI 
 
 

 290 

 The stability of the complex formed between the cations Zn(II), Mg(II) and 
Ca(II) and the ligands depend on the pH, the modifications resulting from the 
variation of pH being characterized by the apparent constant of formation, K'. 
 We have taken in consideration the curves of variation log K' depending on pH 
for the following systems: chelatant-Zn(II), chelatant-Ca(II) and chelatant-Mg(II) [3]. 
 

EXPERIMENTAL 

For the experimental determination we used a microflotation instrument 
named Hallimond cell [16].  
 The minerals used smithsonite, blende, calcite and magnezite had the 
grading between 100-250 µm. One gram of mineral is introduced in the cell and the 
collector sollution with known concentration and pH. The work conditions, kept 
constant were: the conditioning time (180 seconds), the flotation time (30 seconds), 
the debit of air (10 l/hour). The floated product is filtrated, dried in the drying stove 
at 80°C and weighted. The percent of recuperation, %R, for the studied minerals at 
different pH values and reactant concentrates was calculated. The experiments 
were orientated towards the determination of the optimum conditions necessary for 
a good recovery, the concentration of the reagent and the pH domain.  

In table 1 are presented for each reagent the amount of the substances 
weighed (m), the solvent used and the molar concentration(c) of the obtained solution. 

 
Table 1  

The solutions of the reagents prepared in 1l marked balloon. 
Nr.  Reagent m (g) Solvent c, mol / l 
1. Violet solochrome R 0,366 water 10-3  
2. Oxyne 0,145 acetone and water 10-3 
3. Salicylaldoxime 0,41 water 3x10-3 
4. Antranilic acid  0,137 water 10-3 
5. Quinaldinic acid  0,173 water 10-3 
6. Trimetildiaminotetraacetic acid  0,0306  NaOH solution  10-4 

 

RESULTS AND DISCUSSIONS 

1-(2’-hydroxy-5’-sodiumsulfonate fenylazo) -2 naphtol (Violet solochrome R)  

N N

O O
Zn

SO3Na

 

 
 
 
 
 
 

Structure I 
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This reagent forms with Zn (II) in solution a chelat compound with the 
structure I [17], which has a maximum stability for the pH between 7,5 – 10, as indicated 
in figure 1. It can be noticed that the Mg compound has also great stability for pH 
11,5-13,5.  
 
 
 
 
 
 
 

Figure 1 
The variation of log K′ with the 
pH for the compounds formed 
by Violet solochrome R with 

Zn (II), Ca (II) and Mg (II) 
 
 
 
 

The reagent was utilised also for malachite and cerusite recovery using 
flotation [3]. 

For flotation we utilised 10-3 mol/l solution in the presence of 0,1 g/l 
isooctane at pH between 5,5 and 10,5. The results are presented in Figure 2 which 
shows that the maximum recuperations of 85% are obtained for blende at pH 8,5 
and 84% for smithsonite at pH 10,5. Calcite floats little, 14%, and magnesite 20%. 
 
 
 
 
 

Figure 2 
The variation of %R depending 
on the pH with 0,366 g/l Violet 
solochrome R and 0,1 g/l iso-
octane for: � blende 
                 � smithsonite 
                 � calcite 
                 ∆ magnesite 

 
 
 

 
The results are in good concordance with the foresights deduced from the 

data of analytical chemistry. 
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 8 – Hydroxiquinoline (oxyne)  
 This reagent presents the structure II and forms with Zn (II) a chelat 
compound with structure III. 
 
 
 
 
 
 
 
 
                  Structure II                     Structure III 

 

If the precipitation takes place in solution, the Zn oxynate presents the 
maximum stability for the pH between 4 and 11,5 as indicated in figure 3. The Mg (II) 
and the Ca (II) oxynate have inferior stability. 
 In a series of reviews summarized the application of the oxyne is as collector 
in the flotation of the of zinc and lead oxydes and sulphures [5,12], silicates [8], blende, 
smithsonite, cerusite galene and copper oxidised ore [3, 14, 16]. 
 During the determinations in the Halimond cell we have maintained 
constant the concentration of the oxyne, 10-3mol/l, in the presence of 0,1g diesel oil 
and we have change the pH from 2 to 12.  
 
 
 
 
 

Figure 3 
The variation of log K' with the pH for 
the Zn(II) oxynate, Ca(II) oxynate and 

Mg(II) oxynate 
 
 
 
 

 

 

 

Figure 4 shows the variation of the recovery percent, %R depending on pH 
for blende, smithsonite, calcite and magnesite. The maximum recovery of 98% and 
100% was obtained for blende with the pH between 5 and 10 and for smithsonite 
with the pH between 4 and 10. The magnesite and the calcite float little, the 
maximum recovery being 18%. The blende and the smithsonite float well in a pH-
domain where the stability of the chelat compounds formed in the solution is 
maxim. 

N

O

H
O

O

N

Zn

N
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Figure 4 
The variation of the recovery percent (%R) 
depending on the pH with 0,145g/l oxyne 
and 0,1g/l diesel oil for:  
           � blende   
           � smithsonite 
           � calcite 
           ∆ magnesite 

 

 

 

 For smithsonite at pH 7 we have followed the variation %R depending on the 
concentration of the oxyne solution in the presence and in the absence of diesel 
oil. The data are presented in Table 2 and in figure 5. 

The maximum recovery (100%) is obtained only in the presence of diesel 
oil and at the minimum concentration of 10-3 g/l oxyne. The alone oxyne is only partly 
effective. We obtained maximum 38% recoveries for smithsonite. 

Table 2. 
The variation %R of smithsonit with the concentration of oxyne 

The concentration oxyne, mol/l x10-3 0,2 0,5 1 2 3 6 8 
with 0,1g/l diesel oil 6 90 100 100 98 100 98 %R smithsonite 
without diesel oil 4 12 18 20 25 38 12 

 
 

 
 
 

Figure 5 
The variation of the recovery 
percent (%R) depending on the 
oxyne concentration on pH=7: 
    � with diesel oil  
    � without diesel oil 

 
 
 
 
 



GABRIELA OPREA, CRISTINA MIHALI 
 
 

 294 

 Salicylaldoxime 
 This reagent presents the structure IV and forms chelat compounds having 
structure V and VI for Zn (II) [9, 11].  

 
Structure IV                          Structure V 

 
 
 
 

 
 
 
 

 
Structure VI 

 

Salicylaldoxime was utilised as collector for the flotaton of the malachite, 
cerusite, smithsonite [3], casiterite [4], zinc and lead oxydes and sulphures [5]. 

We worked with 3x10-3 mol/l solution (0,41 g/l salicylaldoxyme) and 0,1 g/l 
isooctane at pH between 5 and 10. The obtained recoveries for blende and 
smithsonite are little as it is illustrated on Table 3. Calcite and magnesite float little, 
with recoveries of maxim 15% and 18%. 

Table 3  
The determination with 0,41 g/l salicylaldoxyme solution and 0,1g/l isooctane 

pH %R 
5 6 7 8 9 10 

Blende 24 28 15 16 7 10 
Smithsonite 20 26 10 10 14 10 
Calcite - - 12 14 15 10 
Magnesite - 8 10 18 14 10 

 
 Antranilic acid 

In the analytical chemistry the antranilic acid is indicated as precipitation 
reagent for Zn (II) with which forms a chelatic compound. 

The antranilic acid was tested for smithsonite and blende, minerals that 
contains Zn (II). To check the selectivity we used also calcite and magnesite, 
minerals that forms the barren gangue in the flotation. 

The tested solution contains 0,137 g/l (10-3 mol/l) antranilic acid and 0,1 g/l 
light oil. We worked at pH between 3 and 11. The experimentals results are 
represented in Figure 6. 
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It was noticed that the maximum recuperations of 76% for blende and of 
70% for smithsonite were obtained at pH 8. 
 

 
Figure 6 

The variation of the recovery percent 
(%R) depending on pH with 0,137 g/l 
antranilic acid and 0,1 g/l light oil for: 
    � blende  
    � smithsonite  
    � calcite 
    ∆ magnesite 

 
 
 
 

 

Quinaldinic acid 
The reagent have chelating action for Zn (II) in solution. 
The flotation tested solution have the following composition: 10-3 mol/l (0,173 

g/l) chinaldinic acid and 0,1 light oil. We worked at pH between 3 and 11. As it is 
shown in Figure 7, both blende (with recovery of maximum 79%) and smithsonite 
(76% recovery) float well at pH 8. Calcite floats very little, 12% (at pH 10) and 
magnesite 18% at pH 9. 

 
 
 
 
 

Figure 7 
The variation of the recovery percent 
(%R) depending on pH with 0,173 g/l 
quinaldinic acid and 0,1 g/l isooctan for: 
     � blende  
     � smithsonite  
     � calcite 
     ∆ magnesite 

 
 

 

Trimetilendiaminotetraacetic acid 
The reagent forms stable chelats with Zn (II) having the structure VII, at pH 

between 6,5 and 10,3 as it is shown in Figure 8. 
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Structure VII 
 

 
 
 
 

Figure 8 
The variation of log K' depending 
on the pH for the chelatic 
compounds formed between the 
trimetilendiamino-tetraacetic acid 
and Zn(II), Ca(II) and Mg(II) 

 
 
 
This solution don’t float the smithsonite and the blende in contradiction with 

the enough great stability of the Zn (II) chelats in solution. 
 
 

CONCLUSION 
 1-(2’-hydroxy-5’-sodiumsulfonate fenylazo)-2 naphtol (Violet solochrome R) in 
the presence of isooctanol floats well blende and smithsonite, realising maxim 85% 
separations. The results are in concordance with the foresight deducted from the 
analytical chemistry data regarding the apparent constant of complexation and the 
pH domain for the Zn (II) chelats formed in solution. 
 8 – Hydroxiquinoline (oxyne) floats well blende and smithsonite with maxim 
recoveries of 100% in a pH domain where the stability of chelatic compounds 
formed with Zn (II) in solution is maxim. The collector system must contain oxyne 
and also diesel oil because the oxyne forms with Zn (II) from the mineral’s surface 
insoluble chelats at which, the diesel oil adheres by physical adsorption, realising 
the mineral’s hydrofobisation. 
 Salicylaldoxime and trimetildiaminotetraacetic acid form stable chelatic 
compounds with Zn (II) in solution but they don’t float the studied minerals.  
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The quantity of the utilised oxyne is greather than those of salicylaldoxime, 
but it can be reduced by recovery and recirculation or a better emulsification. 
 Antranilic acid and quinaldinic acid, in the presence of light oil floats well 
blende and smithsonite realising recoveries of maximum 76% and 79%, but in 
solution forms stable complexes with Zn(II).  
 Calcite and magnesite floats very little with the mentioned reagents and in a 
different pH domain by the one corresponding of the maxim recovery for blende and 
smithsonite that permits the separation of the barren gangue from the useful mineral. 
 For the reagents violet solochrome R, oxyne, antranilic acid and quinaldinic 
acid the realised recoveries for smithsonite (oxydated mineral of Zn) are comparable 
with the ones realised for blende (ZnS). This means that choosing a corresponding 
reagent with chelating action floats both the oxidised and the sulphuric minerals of Zn 
(II), which have not an identical action as a conventional collector. 
 The experimental results presented in this paper for smithsonite and blende 
recovery by flotation are comparable with those reported in the mentioned litterature. 
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ABSTRACT. From empirical formulae for 10 Romanian coals and 
from their heating values, thermodynamic parameters are evaluated: 
enthalpies, entropies, heat capacities. With these values, the Gibbs 
free energies and equilibrium constants for some reactions during 
coal gasification (including reactions with carbon dioxide, steam, 
oxygen) are calculated, for temperatures in the 25...1000oC range. 
The temperature and pressure dependence of the equilibria is 
discussed by means of zero-affinity plots. Lignites present a much 
higher thermodynamic reactivity then graphite, that should be 
exploited in the choice of gasification conditions for coals. 

 
 
 
INTRODUCTION 

 In the study of coal gasification, the reactivity of the coal is a key 
parameter. Both the kinetic and thermodynamic reactivity are important. Here we 
try to evaluate the reactivity by means of thermodynamic calculations, i.e., by the 
calculation of the Gibbs free energy of reaction. 
 We are concerned here with the reactivity of the organic coal mass, i.e., 
the mass of anhydrous coal less the mineral mass. This latter quantity differs from 
the ash mass, as a consequence of the processes during heating (water loss from 
hydrated silicates, the decomposition of carbonates, the combustion of pyrite, 
volatilization of chlorides). The parameters referred to the organic coal mass can 
be evaluated from the two phase model of coals [1]. In this way, from the 
processing of analytical data we determined the empirical formulae of the organic 
mass, considering the principal elements in their constitution: carbon, hydrogen 
and oxygen (with neglect of the nitrogen and sulfur content). The higher heating 
value Qs

c for the organic mass could also be calculated. The formulae are written 
as CHxOy [2]. These indices are given in Table 1 for 10 coals, on the basis of mean 
values of the parameters, obtained from representative samples. 
 Symbols: Cp molar heat capacity under constant pressure; ∆G Gibbs free 
energy of reaction; H298

o standard enthalpy; ∆H298
o standard enthalpy of reaction; 
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∆HT
o enthalpy of reaction at temperature T, under normal pressure; ∆H298

o 
standard entalphy; Kp equilibrium constant in partial pressures; Kx equilibrium 
constant in mole fractions; M molecular mass; p pressure; pi partial pressure; Qs

c 
higher heating value for the organic mass (of the carbonaceous matter); S298

o 
standard entropy; ∆S298

o standard entropy of reaction; ∆ST
o entropy of reaction at 

temperature T, under normal pressure; T temperature; Te temperature for zero 
affinity; x, y indices for H and O respectively, in the empirical formulae of coals; ν 
number of moles; ∆ν variation of the number of moles . 
 
EXPERIMENTAL 

Starting with proximate and ultimate analysis data on coals from different 
Romanian coal deposits, in a wide range of incarbonisation degrees, ranging from 
lignites to bituminous coals (Table 1), we get the values for moisture, ash, volatiles, 
carbon, hydrogen, sulfur, nitrogen and oxygen contents, as well as the lower and 
higher heating values. These are the basis for our subsequent calculations. The 
higher heating values for the organic mass Qs

c (in kJ.kg-1) are given in Table 1.  
 
RESULTS AND DISCUSSION 

 The calculation of thermodynamic parameters 

 In order to make thermodynamic calculations for the reactivity of coals, 
with respect to the reaction participants, the following parameters are used: 
standard enthalpies of formation, H298

o, standard entropies, S298
o and molar heat 

capacities under constant pressure Cp. For all the involved substances, other than 
coals, we used the CODATA Key Values [3]. For molar heat capacities we used 
the temperature dependence equations:  

                  Cp = a + bT + cT2 (1) 
(for methane) and  

                  Cp = a + bT + c'/T2 (2) 

for all other compounds [4].  
 For coals, the enthalpy of formation corresponding to the empirical formula 
is calculated from the higher heating value. The standard enthalpy ∆Ho

298 of the 
combustion reaction: 

CHxOy + (1+0.25x-0.5y)O2 = CO2 + 0,5xH2O (i) 

is related to the higher heating value of the organic mass Qs
C by the well- known 

relation: 

                 ∆Ho
298 = -MQs

c/1000  (3) 

where Qs
c is obtained by extrapolation of the higher heating value of the anhydrous 

coal to zero ash content (instead to maceral phase ash content, since no data on 
SiO2 content were available [5]). M is the molecular mass of the formula: M = 
12+x+16y. These values are also given in Table 1. From the combustion reaction, 
we can calculate the molar enthalpy of formation for the coal: 
 

      Ho
298(c) = Ho

298(CO2) + 0.5x Ho
298(H2O,l) - Ho

298 (4) 
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We use the enthalpy of liquid water, since we deal with the upper heating value of 
coals. The calculated values are given in Table 1; for all the 10 coals the values 
are negative: the formation of the coals from elements is exothermal, but for 
bituminous coals the values are only slightly negative. 

Table 1. 
Composition and thermodynamic characteristics of some coals 

No. Coal x= 
H/C 

y= 
O/C 

Qs
C 

(kJ.kg-1) 
 H298

o 
(kJ.mol-1) 

H298
o(c) 

(kJ. 
mol-1) 

Cp 
(J. 

mol-1K-1) 

S298
o(C) 

(J. 
mol-1K-1) 

1 
 
2 
 
3 
4 
 
5 
 
6 
7 
8 
9 
10 

Anina bituminous 
coal 

Lupeni 
bituminous coal 
Lonea soft coal 
łebea brown 

coal 
Comăneşti brown 

coal 
Rovinari lignite 
Ceptura lignite 
Ojasca lignite 

Câmpulung lignite 
Căpeni-Vârghiş 

lignite 

0.66 
 

0.81 
 

0.91 
0.99 

 
0.91 

 
1.00 
1.00 
1.07 
0.96 
1.02 

0.09 
 

0.14 
 

0.21 
0.27 

 
0.27 

 
0.33 
0.38 
0.35 
0.30 

 0.41 

34560 
 

33660 
 

31800 
30460 

 
28640 

 
27500 
26200 
27030 
27680 
25620 

-487.29 
 

-506.89 
 

-517.61 
-527.51 

 
-493.62 

 
-502.74 
-500.38 
-504.71 
-491.78 
-501.85 

-0.54 
 

-2.38 
 

-5.96 
-7.49 

 
-29.95 

 
-33.69 
-36.05 
-41.72 
-38.93 
-37.44 

15.41 
 

17.69 
 

19.82 
21.60 

 
20.83 

 
22.70 
23.54 
23.71 
21.82 
24.24 

18.49 
 

21.23 
 

23.79 
25.92 

 
25.00 

 
27.24 
28.25 
28.45 
26.18 
29.09 

 

  The standard entropy So
298 for the coals, as well as the molar heat 

capacity Cp cannot be exactly calculated for complex solid substances such as 
coal. Values for specific heats can be estimated from Neumann and Kopp-like 
formulas, such as that proposed by Szadeczky [6], with increments for solids [7-9]. 
For molar heat capacities (formula CHxOy), we find: 

          Cp = 7.56 + 9.6 x + 16.8 y [J.mol-1K-1] (5) 

The values calculated by this formula are given in Table 1.  
The standard entropy can be estimated for organic solids from the Strelkov 

formula [10]:  

  So
298 = 1.1 Cp     (6) 

We found it better to use a higher value for the proportionality factor, viz. 1.2 [8,9] 
and obtained the values given in Table 1. These values are a reasonable good 
approximation for the entropies, since the reactions that will be considered here 
show considerable entropy variations, mainly due to gas formation or consumption. 
 In order to calculate the free energy of reaction at different temperature, 
we have to calculate the enthalpies and the entropies at these temperatures for all 
the substances undergoing the reaction. For all the substances except the coals, 
enthalpies and entropies were exactly calculated: 
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        ∫∫ +=+=
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with the formulae given above for the temperature dependence of Cp. For the 
coals, the Cp values were assumed to be constant (Table 1).   
 

 The Gibbs free energy of reaction for coal gasification 
 Some basic reactions during coal gasification are: 
• Complete combustion (i); its reaction enthalpy is of course negative, the 
volume variation being determined by the variation of the number of moles of 
gases, ∆ν. This is zero for graphite, but positive for coals:   

                     ∆ν = 0.25x+0.5y    (8) 

and increasing with the hydrogen, and still more, with the oxygen content. 
• The Boudouard reaction (gasification with carbon dioxide): 

CHxOy(s) + (1-y)CO2(g) = (2-y)CO(g) + 0.5x H2(g)  (ii) 

is endothermic under standard conditions and shows a positive volume variation: 
∆ν = 1 + 0.5 x 
• A second Boudouard-like reaction could be written for coals: 

CHxOy(s) + (1-y+0.5x)CO2(g) = (2-y+0.5x)CO(g) + 0.5x H2O(g)  (iii) 

It is also endothermic at room temperature and with the same volume variation as the 
previous one. 
• The gasification with steam to give H2 and CO: 

CHxOy(s) + (1-y)H2O(g) = CO(g) + (1+0.5x-y) H2(g)  (iv) 
is also an endothermic reaction, with a volume increase: ∆ν = 1 + 0.5 x  
• The analogous reaction, yielding CO2: 

CHxOy(s) + (2-y)H2O(g) = CO2{g) + (2+0.5x-y) H2(g)  (v) 

shows the same volume variation as the previous one and is also endothermic.  
• The coal hydrogenation reaction, with the hydrogen resulted from other 
reactions: 

CHxOy(s) + (2-0.5x+y) H2(g) = CH4(g) + y H2O(g)  (vi) 

is an exothermic reaction, usually with volume decrease: ∆ν = -1+0.5x. 
• The homogeneous reaction of carbon oxide conversion: 

CO(g) + H2O(g) = CO2(g) + H2(g)  (vii) 

is slightly exothermic and without variation of volume (∆ν = 0). 
 Of course, not all these reactions are independent; for instance, reaction 
(iii) is a linear combination of reactions (ii) and (vii) and reaction (v) is simply the 
sum of reaction (iv) with (vii). 
 We calculated the molar Gibbs free energies for all these reactions at 
standard temperature, as well as at temperatures in the range 100 ... 1000oC for 
the 10 coal types investigated and for graphite: 
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            ∆GT
o = ∆HT

o -T∆ST
o. (9) 

 Since the "molar mass" for coals has a purely conventional meaning, it 
should be more significant to compare the ∆G-values by referring to the mass unity 
of coal. 
 Formulas of organic matter of coal per one carbon atom were successfully 
used by Stephens [11] to calculate equilibrium gas composition for Wyoming coal 
gasification as well as by Stephens and Miller [12], but the evaluation of indices for 
H and O was made in a conventional manner. 
  Table 2 presents these values for the total combustion of the coal. The ∆G-
value for graphite is almost temperature independent (reaction with very little 
entropy variation, ∆ν = 0). The values for bituminous coals (1, 2) are more negative 
than for graphite: the hydrogen content in the fuel increases its heating value. For 
lignites, the thermal effect is lower than for graphite, a consequence of the higher 
oxygen content. For the coals, the ∆G value becomes more negative at higher 
temperatures.  
 For the Boudouard equilibrium (ii) the free energy is given in Table 3. The 
values are always lower for coals then for graphite and their temperature variation 
is less important for lower rank coals. The values for the organic mass of lignites 
for instance are 4...8 MJ/kg lower than for graphite at the same temperature. 
Therefore, the zero value of ∆G is reached by coals at significantly lower temperatures 
as by graphite (with 300...400OC for bituminous coals and with 400-550oC for brown 
coals and lignites), i.e. their thermodynamic reactivity is higher.  
 
 

Table 2. 
The Gibbs free reaction energy -∆GT

o (MJ.kg-1) for coal combustion (i) 

T(oC) C* 1 2 3 4 5 6 7 8 9 10 

  25 
 100 
 200 
 300 
 400 
 500 
 600 
 700 
 800 
 900 
1000 

32.86 
32.86 
32.90 
32.92 
32.94 
32.95 
32.96 
32.96 
32.96 
32.96 
32.96 

34.12 
34.27 
34.47 
34.69 
34,91 
35,14 
35.38 
35.63 
35.88 
36.15 
36.42 

33.22 
33.41 
33.66 
33.92 
34.18 
34.46 
34.74 
35.03 
35.33 
35.64 
35.96 

31.42 
31.63 
31.92 
32.21 
32.51 
32.82 
33.14 
33.46 
33.79 
34.13 
34.48 

30.13 
30.36 
30.67 
30.99 
31.32 
31.65 
31.99 
32.34 
32.70 
33.06 
33.43 

28.36 
28.58 
28.88 
29.19 
29.50 
29.82 
30.15 
30.48 
30.82 
31.17 
31.53 

27.25 
27.49 
27.81 
28.14 
28.48 
28.83 
29.18 
29.58 
29.90 
30.27 
30.65 

26.05 
26.29 
26.63 
26.96 
27.31 
27.66 
28.02 
28.38 
28.76 
29.13 
29.51 

26.76 
27.02 
27.35 
27.70 
28.05 
28.41 
28.77 
29.14 
29.52 
29.91 
30.30 

27.42 
27.65 
27.06 
28.28 
28.61 
28.94 
29.28 
29.63 
29.98 
30.34 
30.71 

25.48 
25.73 
26.07 
26.42 
26.77 
27.13 
27.49 
27.86 
28.24 
28.62 
29.01 

C* - graphite 
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Table 3. 

The Gibbs free reaction energy ∆GT
o (MJ.kg-1) for the Boudouard reaction (ii) 

T(oC) C* 1 2 3 4 5 6 7 8 9 10 

 25 
 100 
 200 
 300 
 400 
 500 
 600 
 700 
 800 
 900 
1000 

10.01 
8.90 
7.42 
5.93 
4.45 
2.97 
1.50 
0.04 
-1.42 
-2.86 
-4.31 

6.08 
4.96 
3.46 
1.93 
0.40 
-1.14 
-2.70 
-4.26 
-5.83 
-7.40 
-8.98 

4.72 
3.64 
2.17 
0.69 
-0.80 
-2.30 
-3.82 
-5.34 
-6.86 
-8.40 
-9.93 

3.27 
2.25 
0.86 
-0.54 
-1.95 
-3.37 
-4.81 
-6.25 
-7.69 
-9.14 
-10.6 

2.11 
1.13 
-0.19 
-1.53 
-2.89 
-4.25 
-5.62 
-7.00 
-8.38 
-9.77 
-11.2 

3.50 
2.54 
1.23 
-0.09 
-1.43 
-2.76 
-4.12 
-5.47 
-6.84 
-8.21 
-9.58 

2.50 
1.57 
0.32 
-0.95 
-2.24 
-3.53 
-4.83 
-6.13 
-7.45 
-8.77 
-10.1 

1.78 
0.89 
-0.31 
-1.52 
-2.75 
-3.99 
-5.23 
-6.48 
-7.74 
-9.00 
-10.3 

2.52 
1.59 
0.34 
-0.92 
-2.20 
-3.48 
-4.78 
-6.08 
-7.39 
-8.70 
-10.0 

3.38 
2.43 
1.15 
-0.14 
-1.45 
-2.77 
-4.09 
-5.43 
-6.77 
-8.11 
-9.46 

1.36 
0.49 
-0.69 
-1.88 
-3.08 
-4.28 
-5.50 
-6.72 
-7.96 
-9.19 
-10.4 

C* - graphite 
 
 For the other Boudouard-like reaction (iii), the calculated ∆G values are 
given in Table 4. Here the temperature dependance is greater than for the previous 
reaction, so the ∆G values are higher for low temperatures and lower for high 
temperatures. The higher reactivity of coals as compared with graphite is also 
clearly seen. At high temperatures, this reaction prevails over reaction (ii).  
 

Table 4. 

The Gibbs free reaction energy ∆GT
o (MJ.kg-1) for the Boudouard reaction (iii) 

T(oC) C* 1 2 3 4 5 6 7 8 9 10 

 25 
 100 
 200 
 300 
 400 
 500 
 600 
 700 
 800 
 900 
1000 

10.01 
8.90 
7.42 
5.93 
4.45 
2.97 
1.50 
0.04 
-1.42 
-2.86 
-4.31 

6.75 
5.56 
3.96 
2.35 
0.72 
-0,90 
-2.53 
-4.17 
-5.82 
-7.46 
-9.11 

5.49 
4.32 
2.75 
1.17 
-0.43 
-2.02 
-3.63 
-5.23 
-6.85 
-8.46 
-10.1 

4.07 
2.96 
1.47 
-0.04 
-1.56 
-3.08 
-4.61 
-6.14 
-7.68 
-9.21 
-10.8 

2.93 
1.86 
0.42 
-1.03 
-2.49 
-3.95 
-5.42 
-6.89 
-8.37 
-9.84 
-11.3 

4.26 
3.21 
1.80 
0.38 
-1.06 
-2.49 
-3.93 
-5.37 
-6.82 
-8.27 
-9.73 

3.28 
2.27 
0.90 
-0.47 
-1.86 
-3.24 
-4.63 
-6.03 
-7.43 
-8.83 
-10.2 

2.53 
1.56 
0.25 
-1.06 
-2.39 
-3.71 
-5.05 
-6.38 
-7.72 
-9.06 
-10.4 

3.34 
2.32 
0.96 
-0.41 
-1.80 
-3.18 
-4.57 
-5.97 
-7.37 
-8.77 
-10.2 

4.16 
3.12 
1.73 
0.33 
-1.08 
-2.48 
-3.90 
-5.32 
-6.75 
-8.18 
-9.61 

2.11 
1.15 
-0.13 
-1.42 
-2.71 
-4.01 
-5.32 
-6.62 
-7.94 
-9.25 
-10.6 

C* - graphite 
 
 The trends are analogous for coal gasification with steam (reaction iv), as 
shown in Table 5. The thermodynamic reactivity of coals versus steam is greater at 
low temperature in comparison with that versus CO2; from 800oC on, the trend is 
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inverted. The equilibria (iv) are shifted towards coal gasification at temperatures as 
low as 100oC for lignite (10) as compared to graphite (about 680oC).  
 

Table 5. 
The Gibbs free reaction energy ∆GT

o (MJ.kg-1) for the reaction (iv) 

T(oC) C* 1 2 3 4 5 6 7 8 9 10 

 25 
 100 
 200 
 300 
 400 
 500 
 600 
 700 
 800 
 900 
1000 

7.62 
6.78 
5.63 
4.46 
3.28 
2.10 
0.92 
-0.27 
-1.46 
-2.66 
-3.85 

4.23 
3.32 
2.07 
0.80 
-0.50 
-1,82 
-3.15 
-4.50 
-5.86 
-7.24 
-8.62 

3.08 
2.18 
0.95 
-0.32 
-1.60 
-2.90 
-4.22 
-5.55 
-6.89 
-8.25 
-9.62 

1.89 
1.01 
-0.18 
-1.39 
-2.63 
-3.88 
-5.15 
-6.43 
-7.72 
-9.02 
-10.3 

0.91 
0.06 
-1.10 
-2.28 
-3.47 
-4.69 
-5.92 
-7.16 
-8.41 
-9.67 
-10.9 

2.29 
1.46 
0.32 
-0.84 
-2.01 
-3.21 
-4.41 
-5.63 
-6.86 
-8.10 
-9.35 

1.45 
0.64 
-0.47 
-1.60 
-2.75 
-3.91 
-5.08 
-6.27 
-7.47 
-8.67 
-9.89 

0.85 
0.07 
-1.01 
-2.10 
-3.20 
-4.33 
-5.46 
-6.60 
-7.75 
-8.92 
-10.1 

1.52 
0.71 
-0.40 
-1.54 
-2.68 
-3.85 
-5.02 
-6.21 
-7.40 
-8.61 
-9.83 

2.26 
1.43 
0.31 
-0.84 
-2.00 
-3.18 
-4.37 
-5.57 
-6.79 
-8.01 
-9.24 

0.50 
-0.28 
-1.33 
-2.41 
-3.50 
-4.60 
-5.71 
-6.84 
-7.97 
-9.11 
-10.3 

C* - graphite 

 
 The steam gasification with formation of CO2, reaction (v) (Table 6) shows 
lower ∆G values than reaction (iv) for temperatures below 800oC, i.e. the formation 
of CO2 prevails over the formation of CO. The situation changes at higher 
temperatures. For almost all lignites, the Gibbs free energy of the reaction is 
negative already at room temperature, thus the reaction is possible from the 
thermodynamic point of view (although kinetically too slow to be important).   
 

Table 6. 
The Gibbs free reaction energy ∆GT

o (MJ.kg-1) for the reaction (v) 

T(oC) C* 1 2 3 4 5 6 7 8 9 10 

 25 
 100 
 200 
 300 
 400 
 500 
 600 
 700 
 800 
 900 
1000 

5.24 
4.65 
3.83 
2.99 
2.12 
1.23 
0.33 
-0.59 
-1.52 
-2.45 
-3.39 

2.20 
1.51 
0.55 
-0.46 
-1.50 
-2,56 
-3.66 
-4.77 
-5.91 
-7.06 
-8.23 

1.18 
0.49 
-0.48 
-1.49 
-2.53 
-3.60 
-4.69 
-5.80 
-6.94 
-8.09 
-9.25 

0.13 
-0.56 
-1.50 
-2.48 
-3.49 
-4.53 
-5.58 
-6.66 
-7.76 
-8.87 
-10.0 

-0.74 
-1.41 
-2.34 
-3.30 
-4.28 
-5.29 
-6.32 
-7.37 
-8.44 
-9.52 
-10.6 

0.63 
-0.02 
-0.93 
-1.86 
-2.83 
-3.82 
-4.82 
-5.85 
-6.90 
-7.95 
-9.03 

-0.11 
-0.76 
-1.65 
-2.57 
-3.51 
-4.48 
-5.47 
-6.48 
-7.50 
-8.54 
-9.59 

-0.65 
-1.27 
-2.13 
-3.02 
-3.94 
-4.87 
-5.83 
-6.80 
-7.79 
-8.79 
-9.80 

-0.01 
-0.66 
-1.56 
-2.48 
-3.43 
-4.41 
-5.40 
-6.41 
-7.44 
-8.48 
-9.53 

0.64 
-0.01 
-0.90 
-1.83 
-2.79 
-3.77 
-4.77 
-5.79 
-6.82 
-7.87 
-8.93 

-0.96 
-1.58 
-2.43 
-3.31 
-4.21 
-5.13 
-6.07 
-7.03 
-8.00 
-8.99 
-9.98 

C* - graphite 
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 The coal hydrogenation to methane (vi) presents rather important negative 
∆G-values at standard temperature (Table 7). They increase with temperature and 
become positive for graphite at round 550oC; for coals the values are much lower 
and still negative at 1000oC. The brown coal (4), followed by lignite (10), present 
the highest reactivity toward hydrogen.  

For the equilibrium (vii), thermodynamic characteristics are known from 
literature. We considered also some reactions of incomplete combustion of coals, 
with formation of carbon monoxide and water: 

CHxOy(s) + (0.5+0.25x-0.5y)O2(g) = CO(g) + 0.5x H2O(g)  (viii) 

or of carbon monoxide and hydrogen: 

CHxOy(s) + (0.5-0.5y)O2(g) = CO(g) + 0.5x H2(g)  (ix) 

Both are reaction with a volume increase: ∆ν = 0.5 + 0.25x + 0.5y (viii) and ∆ν = 
0.5 + 0.5x + 0.5y (ix) respectively. We compared their Gibbs free energies (∆G) in 
Table 8 and 9 with those of carbon monoxide formation from elements: 

C(graphite) + 0.5 O2(g) = CO(g) 
 

Table 7. 
The Gibbs free reaction energy ∆GT

o (MJ.kg-1) for coal hydrogenation (vi) 

T(oC) C* 1 2 3 4 5 6 7 8 9 10 

 25 
 100 
 200 
 300 
 400 
 500 
 600 
 700 
 800 
 900 
1000 

-4.23 
-3.71 
-2.95 
-2.14 
-1.29 
-0.42 
0.47 
1.38 
2.29 
3.21 
4.13 

-5.86 
-5.60 
-5.22 
-4.82 
-4.39 
-3,96 
-3.53 
-3.10 
-2.67 
-2.25 
-1.83 

-6.37 
-6.18 
-5.89 
-5.57 
-5.25 
-4.91 
-4.57 
-4.23 
-3.90 
-3.57 
-3.25 

-6.86 
-6.72 
-6.50 
-6.26 
-6.00 
-5.74 
-5.48 
-5.21 
-4.95 
-4.70 
-4.45 

-7.31 
-7.21 
-7.04 
-6.85 
-6.64 
-6.43 
-6.22 
-6.01 
-5.80 
-5.60 
-5.40 

-5.97 
-5.84 
-5.65 
-5.43 
-5.20 
-4.96 
-4.72 
-4.48 
-4.25 
-4.01 
-3.79 

-6.33 
-6.24 
-6.10 
-5.93 
-5.75 
-5.56 
-5.38 
-5.19 
-5.00 
-4.82 
-4.65 

-6.60 
-6.53 
-6.40 
-6.25 
-6.08 
-5.91 
-5.74 
-5.56 
-5.39 
-5.23 
-5.07 

-6.10 
-6.03 
-5.91 
-5.77 
-5.62 
-5.47 
-5.31 
-5.15 
-4.99 
-4.84 
-4.70 

-5.75 
-5.65 
-5.48 
-5.29 
-5.09 
-4.88 
-4.67 
-4.46 
-4.25 
-4.05 
-3.85 

-6.77 
-6.70 
-6.59 
-6.45 
-6.30 
-6.14 
-5.98 
-5.83 
-5.67 
-5.52 
-5.37 

C* - graphite 
 
 

Both reactions are exothermal, with ∆G-values becoming more negative 
with increasing temperature. In the first reaction (viii), coals present more negative 
∆G-values than graphite, especially bituminous and brown coals, while for lignites 
the values get near those for graphite. In the second reaction (ix) the standard ∆G-
values are above those for graphite, and their temperature dependence is more 
pronounced, so that at high temperature, the values for bituminous coals go below 
those for graphite. 
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Table 8. 

Gibbs free reaction energy -∆GT
o (MJ.kg-1) for incomplete coal combustion (viii) 

T(oC) C* 1 2 3 4 5 6 7 8 9 10 

 25 
 100 
 200 
 300 
 400 
 500 
 600 
 700 
 800 
 900 
1000 

11.43
11.99 
12.74 
13.49 
14.24 
14.99 
15.72 
16.94 
17.19 
17.91 
18.63 

15.87 
16.49 
17.31 
18.15 
19,00 
19,85 
20.71 
21.58 
22.46 
23.34 
24.23 

16.13 
16.75 
17.58 
18.42 
19.28 
20.14 
21.00 
21.88 
22.75 
23.64 
24.53 

15.61 
16.22 
17.05 
17.88 
18.72 
19.57 
20.43 
21.29 
22.16 
23.03 
23.91 

15.27 
15.88 
16.70 
17.52 
18.36 
19.20 
20.05 
20.90 
21.76 
22.62 
23.49 

13.43 
14.03 
14.84 
15.66 
16.48 
17.31 
18.15 
18.99 
19.84 
20.69 
21.55 

13.18 
13.77 
14.58 
15.39 
16.21 
17.03 
17.87 
18.70 
19.54 
20.39 
21.24 

12.57 
13.15 
13.95 
14.74 
15.55 
16.36 
17.18 
18.00 
18.83 
19.66 
20.50 

12.99 
13.59 
14.39 
15.21 
16.03 
16.86 
17.70 
18.54 
19.38 
20.23 
21.09 

12.93 
13.53 
14.34 
15.15 
15.97 
16.80 
17.64 
18.48 
19.32 
20.17 
21.03 

12.34 
12.93 
13.72 
14.51 
15.31 
16.12 
16.93 
17.75 
18.57 
19.40 
20.23 

C* - graphite 
Table 9. 

The Gibbs free reaction energy -∆GT
o (MJ.kg-1) for incomplete coal combustion (ix) 

T(oC) C* 1 2 3 4 5 6 7 8 9 10 

 25 
 100 
 200 
 300 
 400 
 500 
 600 
 700 
 800 
 900 
1000 

11.43 
11.99 
12.74 
13.49 
14.24 
14.99 
15.72 
16.94 
17.19 
17.91 
18.63 

10.52 
11.22 
12.15 
13.11 
14,08 
15,05 
16.04 
17.04 
18.04 
19.06 
20.08 

 9.98 
19.69 
11.65 
12.63 
13.62 
14.62 
15.63 
16.65 
17.68 
18.71 
19.76 

 9.21 
 9.92 
10.88 
11.85 
12.84 
13.84 
14.84 
15.86 
16.88 
17.91 
18.95 

 8.73 
 9.44 
10.39 
11.36 
12.34 
13.33 
14.34 
15.35 
16.36 
17.39 
18.42 

 7.39 
 8.08 
 9.02 
 9.97 
10.92 
11.89 
12.87 
13.86 
14.85 
15.86 
16.86 

 6.92 
 7.61 
 8.55 
 9.50 
10.46 
11.43 
12.40 
13.39 
14.38 
15.38 
16.39 

 6.57 
 7.25 
 8.17 
 9.10 
10.04 
10.99 
11.95 
12.91 
13.89 
14.87 
15.85 

 6.44 
 7.13 
 8.08 
 9.04 
10.01 
10.99 
11.97 
12.97 
13.97 
14.99 
16.00 

 6.75 
 7.45 
 8.38 
 9.33 
10.29 
11.26 
12.24 
13.23 
14.22 
15.23 
16.24 

 6.39 
 7.06 
 7.97 
 8.90 
 9.83 
19.78 
11.73 
12.69 
13.66 
14.63 
15.61 

C* - graphite 
 
 
 Equilibrium constants for some reactions of coal gasification 
 The equilibrium constant in partial pressures Kp is calculated from ∆G-
values: 

                   






 ∆−
=

RT

G
expK

0
T

p  (10) 

and the Kx constant is obtained by: 
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                     ν∆−⋅= pKK px  (11) 

 (∆ν - the variation in the number of gases moles).  
 For reactions with strongly negative ∆G-values (for instance the 
combustion reactions (i), (viii) or (ix)) the value of the equilibrium constant is 
enormous and its calculation is of no interest; the reactions are virtually complete. 
The same is true for the hydrogenation reactions of coals (inasmuch the 
temperatures are not too high), except the graphite hydrogenation, where over 
550oC the equilibrium constant becomes less than 1). It is worth to calculate the 
equilibrium constants for ∆G values near to zero, when the conversion (obtained 
from these constants) is neither 1 (as for ∆G << 0), nor 0 (as for ∆G >> 0). 
 For the homogeneous equilibrium (vii), the equilibrium constants decrease 
rapidly with increasing temperature. The values Kp for the gasification with CO2 and 
hydrogen formation (ii): 

                  
y1

CO

x5.0
H

y2
CO

p

2

2

p

pp
K −

− ⋅
=  (12) 

and for the reaction (iii): 

                 
x5,0y1

CO

x5.0
OH

x5.0y2
CO

p

2

2

p

pp
K +−

+− ⋅
=  (13) 

show a very large range of the values: from 10-22 to 108; they highlight the same 
regularities concerning the reactivity of coals in the two reactions as the ∆G values.  
 The equilibrium constants for the reactions of coals with steam (iv) are 
given by: 

                 
y1
OH

yx5.01
HCO

p

2

2

p

pp
K −

−+⋅
=  (14) 

For the other reaction with steam (v) the equilibrium constants are the product of 
the Kp-values for reaction (iv) and the corresponding ones for reaction (vii). 
 
 Zero-affinity plots for reactions of the coal gasification 

 For characterizing the thermodynamic reactivity of coal as a function of 
both temperature and pressure, the zero-affinity plots were proposed [4,8,13-15]. 
These curves are plotted in T - lg p coordinates, and represent the points of zero 
Gibbs free energy of the reaction, ∆GT

p = 0, i.e., where the equilibrium constant Kx 
= 1. These plots divide the surface in two areas: one for ∆GT

p > 0 (Kx < 1), the 
other for ∆GT

p < 0 and Kx > 1; the latter is the domain where reactions go with good 
conversion. From the thermodynamic point of view, we can use reactions in the 
domain near the zero-affinity plot on both sides of it. 
 The pressure for zero affinity depends upon temperature according to the 
equation: 

                     
RT

G
pln

0
T

ν∆
∆−=  (15) 
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 In the case of reactions with ∆ν = 0, only the temperature affects the 
equilibrium, and there is a constant temperature for zero-affinity:  

   Tz = HT
o/ ST

o.        (16) 
A reaction of this kind is (vii), with Tz (as mentioned above) about 800oC; the 
domain ∆G < 0 is the area on the left of the line T = Tz for any pressure. The 
gasification reactions of coals with carbon dioxide (ii, iii), steam (v, vii) and oxygen 
(viii, ix) proceed all with an increase of the number of gas moles ∆v > 0. For the 
reactions (ii), (iii) and (v), the pressures for Kx = 1 were calculated; their logarithms 
are given in Tables 10, 11 and 12 respectively. 
 
 

Table 10. 
Equilibrium pressures lg p (Kx = 1) for the Boudouard reaction (ii) 

T(oC) C* 1 2 3 4 5 6 7 8 9 10 

 25 
 100 
 200 
 300 
 400 
 500 
 600 
 700 
 800 
 900 
1000 

-21.0 
-14.9 
-9.82 
-6.49 
-4.14 
-2.41 
-1.08 
-0.03 
0.83 
1.53 
2.12 

-11.3 
-7.36 
-4.05 
-1.87 
-0.33 
0,82 
1.71 
2.42 
3.01 
3.49 
3.91 

-8.85 
-5.45 
-2.57 
-0.68 
0.67 
1.67 
2.45 
3.07 
3.58 
4.00 
4.37 

-6.41 
-3.52 
-1.07 
0.55 
1.69 
2.55 
3.22 
3.75 
4.19 
4.55 
4.86 

-4.29 
-1.84 
0.24 
1.62 
2.59 
3.32 
3.89 
4.35 
4.72 
5.04 
5.31 

-7.27 
-4.20 
-1.61 
0.10 
1.31 
2.21 
2.92 
3.48 
3.94 
4.33 
4.65 

-5.34 
-2.68 
-0.43 
1.06 
2.12 
2.90 
3.52 
4.01 
4.42 
4.76 
5.05 

-3.97 
-1.59 
0.43 
1.77 
2.72 
3.43 
3.98 
4.42 
4.79 
5.10 
5.36 

-5.36 
-2.71 
-0.46 
1.02 
2.08 
2.86 
3.48 
3.97 
4.37 
4.71 
5.00 

-7.11 
-4.09 
-1.53 
0.16 
1.35 
2.24 
2.94 
3.49 
3.95 
4.33 
4.66 

-3.09 
-0.89 
0.98 
2.22 
3.10 
3.75 
4.27 
4.68 
5.02 
5.31 
5.55 

C* - graphite 
Table 11. 

Equilibrium pressures lg p (Kx = 1) for the Boudouard reaction (iii) 

T(oC) C* 1 2 3 4 5 6 7 8 9 10 

 25 
 100 
 200 
 300 
 400 
 500 
 600 
 700 
 800 
 900 
1000 

-21.0 
-14.9 
-9.82 
-6.49 
-4.14 
-2.41 
-1.08 
-0.03 
0.83 
1.53 
2.12 

-12.5 
-8.24 
-4.64 
-2.27 
-0.59 
0,64 
1.61 
2.37 
3.00 
3.52 
3.96 

-10.3 
-6.48 
-3.25 
-1.14 
0.36 
1.46 
2.32 
3.01 
3.57 
4.04 
4.43 

-7.98 
-4.63 
-1.81 
0.04 
1.36 
2.33 
3.08 
3.68 
4.18 
4.59 
4.94 

-5.95 
-3.01 
-0.54 
1.08 
2.24 
3.09 
3.75 
4.28 
4.71 
5.07 
5.38 

-8.83 
-5.32 
-2.35 
-0.41 
0.97 
1.99 
2.78 
3.41 
3.93 
4.36 
4.73 

-7.01 
-3.87 
-1.22 
0.52 
1.76 
2.67 
3.38 
3.94 
4.41 
4.79 
5.12 

-5.64 
-2.77 
-0.36 
1.23 
2.36 
3.19 
3.84 
4.36 
4.78 
5.13 
5.43 

-7.11 
-3.95 
-1.29 
0.46 
1.45 
2.61 
3.33 
3.90 
4.36 
4.75 
5.08 

-8.74 
-5.24 
-2.30 
-0.37 
1.00 
2.01 
2.80 
3.43 
3.94 
4.37 
4.73 

-4.78 
-2.09 
0.18 
1.67 
2.73 
3.51 
4.12 
4.61 
5.01 
5.34 
5.62 

C* - graphite 
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Fig. 1 Zero affinity plots for the Boudouard reaction (ii) 
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Fig. 2 Zero affinity plots for the Boudouard reaction (iii) 
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Fig. 3 Zero affinity plots for the steam gasification (iv) 
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Table 12. 

Equilibrium pressures lg p (Kx = 1) for coal reactions with steam (iv) 

 
T(oC) C* 1 2 3 4 5 6 7 8 9 10 

 25 
 100 
 200 
 300 
 400 
 500 
 600 
 700 
 800 
 900 
1000 

-16.0 
-11.4 
-7.46 
-4.88 
-3.06 
-1.70 
-0.66 
0.18 
0.86 
1.42 
1.89 

-7.86 
-4.93 
-2.43 
-0.77 
0.41 
1,30 
2.00 
2.56 
3.03 
3.42 
3.75 

-5.79 
-3.27 
-1.12 
0.31 
1.33 
2.10 
2.70 
3.19 
3.60 
3.94 
4.23 

-3.70 
-1.59 
0.22 
1.42 
2.28 
2.93 
3.44 
3.86 
4.20 
4.49 
4.74 

-1.85 
-0.10 
1.40 
2.40 
3.12 
3.67 
4.10 
4.45 
4.74 
4.98 
5.20 

-4.76 
-2.42 
-0.42 
0.90 
1.85 
2.57 
3.13 
3.58 
3.95 
4.27 
4.54 

-3.11 
-1.09 
1.63 
1.78 
2.60 
3.22 
3.71 
4.10 
4.43 
4.71 
4.94 

-1.90 
-0.12 
1.41 
2.43 
3.16 
3.72 
4.15 
4.51 
4.80 
5.05 
5.26 

-3.25 
-1.20 
0.54 
1.70 
2.53 
3.16 
3.65 
4.05 
4.38 
4.66 
4.90 

-4.75 
-2.40 
-0.41 
0.92 
1.86 
2.58 
3.14 
3.59 
3.96 
4.28 
4.55 

-1.13 
0.50 
1.91 
2.84 
3.52 
4.03 
4.43 
4.76 
5.03 
5.26 
5.46 

C* - graphite 
 
 
 
For the two reactions with CO2: (ii) and (iii), and that with steam (iv) the 

zero-affinity curves are plotted in Figures 1-3 respectively for graphite, a 
bituminous coal (1) and two lignites: (6) and (10), in the pressure domain from 10-4 
to 104 bar. The ∆G < 0 area is situated at the right and under the plots. This 
domain is shifted to the left (lower temperatures) for coals in comparison to 
graphite, and for lignites as compared to bituminous coals. These reactions are 
less pressure dependent for lignites in comparison to bituminous coals and 
graphite: the plots are steeper and only for very high pressures the equilibrium 
temperature is substantially increased.  
 
 
 CONCLUSIONS 
 
 During the first stage of coals gasification in ordinary technical conditions, a 
thermal decomposition takes place, with loss of volatile components and production of 
semi-coke. The proper gasification reactions are then reactions of this coke, 
especially for lignites, meaning an important loss of reactivity, though even the 
coke has a higher thermodynamic reactivity as graphite [8]. One should take 
advantage of the high thermodynamic reactivity of lignites, by designing gasogens 
for low temperature gasification, with the use of the own moisture of the coal, as 
suggested and experimented by Franke et al. [16] and Block [17], for Rhine-Basin 
lignite and calculated for Romanian lignites by Niac and Pop [18]. On the other hand, 
small quantities of inorganic impurities and/or additives can act as catalysts and 
enhance the reaction rate. For high-rank coals however, this would be of little help, 
since their equilibrium temperatures are much higher. 



OSSI HOROVITZ, ELENA MARIA PICA, GAVRIL NIAC 
 
 

 312 

 
 
 

REFERENCES  
 
 
1. G. Niac,  Erdöl, Erdgas, Kohle, 1995, 111, 275-280. 
2. D.van Krevelen,  Fuel, 1950, 29, 269. 
3. * * * CODATA Key Values for Thermodynamics, Hemisphere Publ.Corp., New York, 1989. 
4. G. Niac, V. Voiculescu, I. Bâldea and M. Preda, Formule, Tabele, Probleme de Chimie-

Fizică, Cluj-Napoca, 1984. 
5 H.  Naşcu,  G.  Niac and D. I .  Comşulea,  Fuel, 1995, 74, 119- 123. 
6. E.  Szadeczky-Kardoss, A szén petrográfiája, Budapest, 1956, p.53. 
7. S. Sternberg and F. Daneş, Termodinamică chimică aplicată, Bucureşti, 1978, p.134. 
8. G.  Niac, Metalurgia, 1979, 31, 551-554;  
9  G.  Niac and I  Focşa, Mine, Petrol şi Gaze, 1981, 435-437. 
10. M.H.  Karapetyants , Termodinamica chimică, Bucureşti, 1953, p.411. 
11. D.R. Stephans, Thermodynamic equilibria for Wyoming Coal, 1976, Lawrence Liver-more 

Laboratory, UCID 17044. 
12. D.R.  Stephans and D.G.  Mi l ler , Thermodynamic equilibria for Wyoming Coal: New 

calculations, 1976, Lawrence Livermore Laboratory, UCID 17044. 
13. V.Voicu lescu,  G.  Niac and L S imoiu, J.Chem.Educ., 1998, 75, 203-206. 
14. V.  Voicu lescu and G.  Niac, Rev.Chim., 1978, 29 (11), 1026-1030. 
15. V.  Voicu lescu, Rev.Chim., 1985, 36 (2), 136-140. 
16. F.H. Franke, K.I. Klöcher, W. Koch and H. Kreusing, Brennstoff Wärme-Kraft, 1979, 31 (3), 

85-89. 
17. F .R.  B lock, Chem.-Ing.-Techn., 1979, 51 (10), 969-971. 
18. G.  Niac and I .  Pop, Rev.Chim., 1988, 39, 38-44. 



STUDIA UNIVERSITATIS BABEŞ-BOLYAI, CHEMIA, XLV, 1-2, 2000  
 
 
 

MODELING MOLAR REFRACTION AND CHROMATOGRAPHIC 
RETENTION BY SZEGED INDICES 

 
 

LORENTZ JANTSCHI, SIMONA MUREŞAN AND MIRCEA V. DIUDEA 
 
 

Facultatea de Chimie si Inginerie Chimica, 
Universitatea "Babes-Bolyai"  Arany Janos 11, 3400 Cluj, Romania 

 
 
 

ABSTRACT. Modeling the molar refraction and the 
chromatographic retention by using Szeged topological indices as 
molecular descriptors, is presented. 

 
 
 
 INTRODUCTION 

 Physico-chemical properties, such as the boiling point, molar refraction, 
critical pressure, viscosity, chromatographic retention, etc. are rather simple 
experimental available properties of chemical compounds. They are tabulated and 
may be used e.g., in  projecting industrial instalations. Sometimes, it happends that 
a given compound is toxic, or dangereus or simply not available. In such 
conditions, it is of interest to have a theoretical tool, say an equation, that can help 
one in obtaining a desired parameter by  structure-related calculations. In this 
respect, the topological indices (i.e., single numbers encoding the topology of 
chemical structures) were widely used in the last decade.    

In the present paper, we used the Szeged indices as molecular descriptors 
in modeling the molar refraction and the chromatographic retention of some 
organo-phosphoruc compounds. 
 
 SZEGED TOPOLOGICAL INDICES 

 Gutman has introduced the Szeged index,12 SZ, as  
Ie/p = ∑∑∑∑e  Ni,(i,j) Nj,(i,j)      (1) 

 where the quantities Ni,(i,j)  and Nj,(i,j)  represent the cardinality of the vertex 
sets lying closer to i and to j, respectively and are defined by 
 
 Ni,(i,j)  = {v v∈∈∈∈V(G); Div < Djv }     (2) 
 Nj,(i,j)  = {v v∈∈∈∈V(G); Djv < Div }     (3) 

In the above relations, V(G) denotes the set of vertices in a connected 
graph and Div , Djv  are the topological distances (i.e., the number of edges on the 
shortest path) joining the vertices i and j , respectively, with a vertex  v. Vertices 
equidistant to i and j are not counted.  
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When defined on edge,  (i.e., (i,j) is an edge, e), Ie is just the classical 
Szeged index,12 in the following symbolizsd by SZe .  When defined on path, ( (i,j) 
is a path, p), Ip is the hyper-Szeged index,14 SZp. 
 The Szeged unsymmetric matrix, SZu , was defined by Diudea et al.14,18

  by 
analogy to the Cluj matrix,15-17 CJu,  
 

 [SZu ]ij  =  Ni,(i,j)       (4) 
 where Ni,(i,j)  has the meaning given by eq. 2. The diagonal entries are zero. 
SZu is a square array of dimensions NxN, in general unsymmetric. It allows the 
calculation of two Szeged indices, by 
 SZe/p   = ∑∑∑∑e/p [SZu]ij [SZu]ji      (5) 
 As an extension to SZu  , Szeged property matrices19-21 have been defined  
 [SZuP]ij  = Pi,(i,j)        (6) 
 Pi,(i,j)  =  f(Pv) v∈V(G);  Div  < Djv      (7) 
        f(Pv) = m ∑v Pv ;      (8) 
case : (a)   Pv = 1   ;         m = 1   (classical SZu matrix) 

(b)   Pv = ∑v Av  ;    m = 1/12       ( SZuA matrix) 
f(Pv) = (Πv Pv )

1/v   ; Pv = Xv  (group electronegativity) ( SZuX matrix) (9) 
 Entries in a  Szeged property matrix are defined by a function f(Pv), 
evaluated on the vertices v which obey the Szeged index condition (see eq 12). 
The set of such vertices can be viewed as a fragment (i.e., a subgraph) since a 
molecular graph is alwais a connected one. Two types of  f(Pv) are here proposed: 
an additive and a multiplicative one. Only two cases of the additive function are 
here considered: 
 
(a) Pv = 1 (i.e., the cardinality) and the factor  m = 1; it is just the case of classical 

SZu matrix. 
(b) Pv = ∑∑∑∑v Av  ;  m = 1/12 ; Av is the atomic mass and the matrix is SZuA. The 

factor m   indicates that f(Pv)  is a a fragmental mass, relative to the carbon 
atomic mass.  

 
 The multiplicative function was used in calculating group 
electronegativities, Xv , like EC (Sanderson-type group electronegativities22 ) for 
heteroatoms and fragments.  
 Indices are calculated on these matrices by the general relation 
 Ie/p = ∑∑∑∑e/p [SZuP]ij [SZuP]ji   ; I = SZ;  SZA;  SZX     (10) 
 
 MODELING THE MOLECULAR REFRACTION 

 In correlating tests,  a multivariable regression equation is used [34]: 
 
 Y = a + ∑i biXi       (11) 
 
where a and bi  are regression coefficients, Y is the modeled property and Xi 
independent variable (in paricular, topological indices). A satisfactory single 
variable regression is however a happy case. The quality of such an equation is 
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expressed by the following statistics:  r  
(correlation coefficient), s (standard error), v(%) (the percent of variance) and  F ( 
Fischer ratio).  
 Molar refraction, MR,  is defined as 
 

d

M

2n

1n
MR

+
−

=        (12) 

 
where n is the refraction index, M is the molecular mass and d is the density. It is 
obvious that  Mr is parallel to the molar volume. An electronic dependence is 
included in  the refraction index. 
 A set of 10 pesticides, cyclic organo-phosphorus compounds (Table 1), 
was taken in this study. Statistics are presented in Table 2. 
 

Table 1. 
Szeged Indices and Molar Refractions for cyclic  

organo-phosphorus compounds. 
NO Graph SZp SZe SZpA SZeA SZpX SZeX MR 

 
1 

O
P

O

O  

 
481 

 
146 

 
880.403 

 
265.743 

 
50.541 

 
12.615 

 
35.808 

 
2 

O
P

O

O

 

 
751 

 
193 

 
1305.576 

 
338.139 

 
58.590 

 
13.165 

 
40.524 

 
3 

O
P

O

Cl  

 
182 

 
78 

 
473.205 

 
201.288 

 
34.305 

 
11.525 

 
30.030 

 
4 

O
P

O

C l  

 
296 

 
108 

 
732.976 

 
2653743 

 
43.281 

 
12.331 

 
34.911 

 
5 

O
P

O

F  

 
296 

 
108 

 
593.069 

 
214.181 

 
64.456 

 
18.480 

 
29.222 

 
6 

 
 

O 
P 

O 

F 
 

 
306 

 
88 

 
606.007 

 
172.535 

 
63.671 

 
18.480 

 
31.636 

 
7 

O
P

O

N
 

 
739 

 
186 

 
1278.347 

 
323.139 

 
56.675 

 
12.737 

 
43.005 
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8 
 

O
P

O

N
 

 
1518 

 
290 

 
2488.993 

 
481.722 

 
77.717 

 
14.303 

 
52.029 

 
9 

O
P

O

N
 

 
1684 

 
360 

 
2732.333 

 
581.472 

 
79.674 

 
15.691 

 
49.971 

10 
P

 

 
1684 

 
360 

 
2428.389 

 
517.882 

 
72.630 

 
14.344 

 
58.323 

 

 

Table 2 

 Statistics of correlation equations: Y  =  a + ∑biXi , for the set of Table 1 
No Xi bi a r s v(%) F 
1 SZp 0.016 27.851 0.9634 2.868 7.074 103.242 
2 SZe 0.089 23.479 0.9587 3.041 7.500 90.961 
3 SZpA 0.011 25.855 0.9487 3.381 8.338 72.079 
4 SZeA 0.066 18.349 0.9370 3.736 9.214 57.575 
5 SZpX 0.481 11.606 0.6997 7.641 18.846 7.673 
6 SZeX -0.467 47.248 0.1135 10.626 26.208 0.104 
7 SZp 

SZpX 
0.019 
-0.157 

34.882 0.9727 2.651 6.539 61.604 

8 SZp 
SZeX 

0.016 
-0.631 

36.821 0.9755 2.516 6.206 68.762 

 

 

 From Table 2 one can see that the molar refraction of these compounds is 
well modeled by two descriptors: one is topological (SZp ) and anothe one is 
electronic (SZeX- the index waighted by electronegativity – entry 8, Table 2), the 
variance of  estimation being about  6%. This result is in agreement with the 
meaning of formula 12. 
 

MODELING THE CHROMATOGRAPHIC RETENTION 

 The retention chromatographic index, ICHR, is a measure of the interaction 
between a given compound and two phases: a mobile phase (i.e., the eluent) and a 
stationary one.  This interaction is function of  more than one factor, the polarity, 
lipophylicity and  size included. These factors are joined in a "global" molecular 
property, that is the chromatographic index. It is easily seen that the values of ICHR vary 
with varying the chromatographic systems, pressure and temperature. This is the 
reason that, in correlating studies, values ICHR from a single experient are requested.  

A set of 10 herbicides (Table 3) was modeled by the Szeged indices. The 
statistics are given in Table 4. 
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Table 3. 
Retention chromatographic index, Ichr , and  Szeged indices  

for some organo-phosphorus herbicides 
No. Compound Structure ICHR+ SZe SZeA SZpE SZeE 

 
1 

 
Acid 3,5-

dichlorbenzoic 

C O O H

C l C l  

 
7.4 

 
236 

 
526.677 

 
79.026 

 
15.956 

 
2 

 
DICAMBA 

COOH

Cl

Cl OCH3

 

 
9.8 

 
340 

 
725.736 

 
110.788 

 
18.614 

 
3 

 
MCPP 

(MECOPROP) Cl

CH3

O-CH-COOH

CH3  

 
10.3 

 
441 

 
775.545 

 
118.200 

 
18.373 

 
4 

 
DICHLORPRO

P C l

C l

O -C H-C O O H

C H3  

 
11.0 

 
441 

 
923.316 

 
124.570 

 
19.535 

 
5 

 
MCPA 

Cl

CH3

O-CH2-COOH

 

 
11.5 

 
378 

 
670.715 

 
104.590 

 
17.620 

 
6 

 
2,4-D 

Cl

Cl

O-CH2-COOH

 

 
11.8 

 
378 

 
806.385 

 
110.576 

 
18.810 

 
7 

 
Pentachloro- 

phenol 

OH

Cl

Cl

Cl

ClCl

 

 
12.4 

 
282 

 
1050.444 

 
98.619 

 
18.324 

 
8 

 
2,4,5-T 

Cl

Cl

O-CH2-COOH

Cl  

 
14.3 

 
453 

 
1121.528 

 
133.206 

 
20.991 

 
9 

 
2,4-DB 

Cl

Cl

O-(CH2)3-COOH

 
14.6 

 
572 

 
1161.483 

 
141.009 

 
20.745 

 
10 

 
BENTAZON 

N
SO2

N

O

H

CH(CH3)2

 

 
18.5 

 
731 

 
852.472 

 
172.764 

 
24.957 

(+)  1995/1996  HP Environmental Solutions Catalog, p. 88. 
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Table 4 

 Statistics of correlation: Y  =  a + ∑biXi , for the set in Table 3. 

No Xi bi a r s v(%) F 
1 SZpX 0.1068 -0.5862 0.8982 1.428 11.743 33.381 
2 SZeX 1.1797 -10.7168 0.9388 1.118 9.198 57.460 
3 SZeX 

SZeA 
1.0678 
0.0026 

-10.7940 0.9506 1.0776 8.862 32.837 

 
 Table 4 shows that the retention chromatographic index depends both on 
the size (through the mass weighted index, SZeA) and electronic characteristics 
(by  SZeX). The correlation is satisfactory (r= 0.951,  v < 9% - entry 3, Table 4). 
 Szeged indices have proved here their ability in modeling physico-chemical 
properties of organo-phosphorus compounds. 
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