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IMPLEMENTATION OF BIVARIATE POPULATION BALANCE 
EQUATIONS IN CFD CODES FOR MODELLING NANOPARTICLE 

FORMATION IN TURBULENT FLAMES 
 
 

ALESSANDRO ZUCCA, DANIELE L. MARCHISIO, 
ANTONELLO A. BARRESI 

Dipartimento di Scienza dei Materiali ed Ingegneria  
Chimica Politecnico di Torino 

Corso Duca degli Abruzzi, 24 10129 Torino – Italy 
 

ABSTRACT. In recent years the problem of studying particle formation and dynamics in turbulent 
flames has become more and more important, for both environmental and technological reasons. 
Information on size and morphology of the particulate matter is often required, since these 
characteristics largely influence the effects of particles on human health and global climate (in 
the case of soot), and the features of the produced material (in the case of combustion synthesis). The 
solution of the population balance equation has to be integrated with Computational Fluid 
Dynamics (CFD), which needs to be employed for the simulation of temperature, composition 
and velocity fields of the flame. In this work, the recently proposed Direct Quadrature Method of 
Moments (DQMOM), which allows the solution of the bivariate population balance equation with low 
additional computational effort, is applied to the study of soot formation in turbulent non-premixed flames. 
The model takes into account nucleation, molecular growth, oxidation and aggregation of particles; 
simplified kinetic rates are employed, while velocity and scalar fields are computed by simulations 
based on the solution of the Reynolds Averaged Navier Stokes (RANS) equations. The bivariate 
formulation of the DQMOM (in terms of particle volume and surface area) is implemented and 
compared with the monovariate formulation (in terms of particle volume). Simulation results show 
that the DQMOM is a suitable tool for the solution of the considered problem both in the monovariate 
and in the bivariate case, and evidence the importance of a proper treatment of particle fractal 
dimension to obtain accurate predictions of the morphological properties of soot aggregates.  

 
 
 

1. INTRODUCTION 
The interest of the scientific community in combustion formed particulate is 

twofold. On the one hand, in fact, toxicological and environmental studies have focused 
the attention of the combustion community on the accurate modelling of the formation 
of carbonaceous nano- and microparticle (soot) in turbulent flames [1]; on the other hand, 
combustion sintesized nanoparticles are gaining growing importance in a wide range of 
applications. In the former case, the particulate matter is an undesired by-product, while 
in the latter case particles constitute a tailored material, with particular features, which 
is the main product of the process. 

In this work, we will focus in particular on the problem of soot formation, which 
is caused by incomplete oxidation of the species that constitute the fuel, with the 
production of benzene molecules, which grow to give polycyclic aromatic hydrocarbons 
(PAH), considered key compounds in the reactions involved in the first stages of 
the process [2]. Further growth of these high molecular weight compounds leads to 
the inception of solid particles that in turn grow by surface reaction and aggregate.  

The use of Computational Fluid Dynamics (CFD) for studying turbulent 
combustion is nowadays quite common, and much progress has been done in the 
last decades for the prediction of flame temperature and composition. Moreover, 
the capability of predicting a number of pollutants is an important tool in design and 
optimization of low-emission burners. 
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In the case of soot formation, the study of gas-phase reactions leading to 
nucleation of the first solid particles has to be coupled with the study of the evolution of 
the particle distribution by solving a population balance equation (PBE), which is a 
balance equation in terms of the distribution of one or more particle state variables, 
or internal coordinates. When the mixing time scale is large with respect to the 
characteristic times of the processes affecting the evolution of the population, which 
strongly depends on flame temperature and composition profiles, the solution of the 
PBE must be integrated in a CFD code.  

The efficient coupling of the population balance with fluid dynamics computation 
is still the subject of current research. For homogeneous systems with only one 
internal coordinate, the population balance can be solved by using one of the many 
available discretization methods [3]. This implies the solution of a large number of 
equations (20-40) that makes this approach unsuitable for many CFD applications. 
An alternative approach is the solution of the transport equations of the moments of 
the size distribution, using a quadrature formula for the closure of unknown terms. Nodes 
and weights of the quadrature approximation can be evaluated from the moments 
of the distribution by using a very efficient algorithm [4, 5]. The method has been 
recently presented in a direct formulation (Direct Quadrature Method of Moments or 
DQMOM) [6] that allows one to solve the population balance equation with more than 
one internal coordinate without intolerable increase in the complexity of the algorithm.  

In this work the DQMOM has been applied for the solution of the population 
balance equation for the prediction of soot formation in turbulent flames. A detailed 
treatment of this method can be found in the next section. The solution of the bivariate 
population balance equation will be discussed in detail, and the applicability of the 
method to the problem of soot formation will be assessed. The test case investigated 
in this work is an ethylene-air turbulent flame (A) studied by Kent and Honnery [7], for which 
some experimental data are available. In this flame a turbulent jet of ethylene is burned in 
still air. The use of this fuel, which assures that a relevant amount of soot is formed, is very 
common in experimental works on soot formation. Once the model has been validated, it 
will be applied to the study of soot formation in methane/air lean combustion. 

 
 
2. MATHEMATICAL MODEL 
 

2.1 Computational Fluid Dynamics (CFD) 
CFD is based on the solution of the continuity and Navier-Stokes equations. 

To take into account the highly irregular nature of turbulence, the components of the 
velocity vector are usually decomposed in the summation of a mean value and 
fluctuations; therefore, applying Favre averaging (valid for flows with variable density), 
the continuity, Navier-Stokes and scalar transport equations become respectively: 

( )ρ ρ∂ ∂+ =
∂ ∂

% 0i
i

U
t x

,       (1) 

� ρρ ρ ρ ν ∂∂ ∂ ∂ ∂+ + = − +
∂ ∂ ∂ ∂ ∂ ∂

%
% % %

2
i

i i j i j
i i i j j

Up
U U U u u

t x x x x x
,    (2) 
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� ( ) ( )�α
α α α

ρρ ρ ρφ ∂ Φ∂ ∂ ∂Φ + Φ + = Γ + Γ +
∂ ∂ ∂ ∂ ∂

%
%% %

2

i i t
i i i i

U u S
t x x x x

ΦΦΦΦ   (3) 

where ρ  and p  are the mean density and pressure respectively, ν is the kinematic 

viscosity, % iU  is the Favre-averaged value of the i-th component of the fluid mean velocity 
(we are using Einstein’s notation, so that repeated indices imply summation), ui is the 
same component of the fluctuation of velocity, αΦ  and αφ  are the mean and fluctuating 

concentration of the α-th scalar, Γ is the molecular diffusivity, tΓ  is the turbulent 

diffusivity ( )νΓ = /t t tSc , and ( )�S ΦΦΦΦ  is the Favre-averaged chemical source term. The 

third term on the left-hand side of equation (2), the so-called Reynolds stress tensor, is 
generated by the decomposition and needs to be closed. As far as the solution of 
this closure problem is concerned, the standard [8],  RNG [9] and ‘realizable’ [10] k-ε 
models are relatively simple approaches based on the eddy-viscosity concept, where 
the Reynolds stresses are expressed in terms of mean velocity gradients and of the 
so-called turbulent viscosity νt. If the Reynolds Stress Model (RSM) is employed, the 
problem is closed by solving transport equations for the turbulent stresses [11,12].  

The closure of the chemical source term ( )�S ΦΦΦΦ  is another major issue in 

the modelling of turbulent reacting flows. Some of the most widely used modelling 
approaches are the Eddy dissipation model [13], the Transported Probability 
Density Function (PDF) method [14], the Presumed PDF method [15,16] and the 
laminar flamelet model [17]. A complete and detailed description of these methods 
can be found in the selected references, and in the book by Fox [18]. We will briefly 
present the beta-PDF approach, that has been employed in the present work for 
the description of turbulence-chemistry interaction. The global composition of the 
system is represented via the mixture fraction, which is a conservative scalar 
defined as follows: 

,

, ,

o

f o

α α

α α

ξ
Φ − Φ

=
Φ − Φ

,      (4) 

where Φα is the concentration of a generic scalar α, and the subscripts f and o refer 
to the fuel and the oxidizer stream respectively (and in general to two different inlet 
streams trough which the reactants are fed separately). It is clear that, according to 
the definition in (4), the mixture fraction lays within the range [0,1] ( 1ξ =  for the ‘fuel’ 
stream, and 0ξ = for the ‘oxidizer’ stream). In a turbulent flow, the mixture fraction is of 
course a fluctuating quantity; its mean value identifies the global composition of the system, 
while its variance ( 2

'ξ ) is a measure of the extent of mixedness at the molecular level, 
and is dissipated during the mixing process.  

The method requires to solve the transport equations for the mean mixture 
fraction and the mixture fraction variance: 

( ) ( ) µ ξρξ ρ ξ
σ
 ∂ ∂ ∂ ∂+ =  ∂ ∂ ∂ ∂ 

%
%% % t

i
i i t i

U
t x x x

, (5) 
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�( ) �( ) �
�µ µξ ξ ερξ ρ ξ ρ ξΦ

   ∂ ∂ ∂ ∂ ∂+ = + −    ∂ ∂ ∂ ∂ ∂  

% %
%

%

22
2 2 2'
' ' 2 't t

i
i i t i t i

U C
t x x Sc x Sc x k

, (6) 

 

where the last two terms in (6) are the generation and the dissipation term respectively. 
The constant CΦ appearing in the dissipation term is usually set equal to 2. 

The temperature and composition fields are calculated evaluating the 
temperature and composition corresponding to each value of mean mixture fraction 

ξ% , mixture fraction variance �'2ξ , and of enthalpy H%  for non-adiabatic systems; for non-

adiabatic systems, the average value of the scalar Φα  can be evaluated by the 
following integral: 
 

( ) ( )1

0
,f H dα ζ αξ ξ ξΦ = Φ∫ %% , (7) 

 

where fζ(ξ) is the mixture fraction PDF, and ( ),Hα ξΦ %  is the relationship that links mixture 

fraction, mixture fraction variance and enthalpy to the scalar concentration Φα . 
Several presumed shapes of PDF have been employed for the mixture fraction, 

such as the beta-PDF and the double-delta-PDF. By using the beta-PDF approach, 
the mixture fraction PDF is described as follows [15]: 
 

( ) ( )
( )

βα

ζ βα

ξ ξ
ξ

ξ ξ ξ

−−

−−

−
=

−∫

11

1 11

0

1

1
f

d
, (8) 

where  

( )
�'2

1
1

ξ ξ
α ξ

ξ

 −
 = −
 
 

% %

% , (9) 

( ) ( )
�

ξ ξ
β ξ

ξ

 −
 = − −
 
 

% %

%
'2

1
1 1 . (10) 

 

For a number of possible values of mean mixture fraction and mixture fraction 
variance, the values of temperature and chemical species involved in the reaction are 
computed (through Eq. (7)) and stored in a look-up table. In this way the turbulent-
chemistry interactions are pre-processed and calculations do not need to be repeated 
at each iteration, thus resulting in a relevant saving of computational resources.  

The treatment of chemistry is hidden in the function Φα (ξ which can be 
evaluated by different options. An option which is widely used for combustion 
computations is the equilibrium assumption. In this case the equilibrium composition and 
temperature are evaluated for each value of mixture fraction, variance and enthalpy (if it 
is the case) by minimization of the Gibbs free energy of the mixture. No detailed kinetic 
data are required (the reactions are assumed infinitely fast but reversible), and only 
the species present in the system have to be specified.  
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Once the mixture fraction PDF is evaluated in the whole domain by solving Eqs. 
(5) and (6), the temperature and composition profiles are obtained by reading the 
appropriate value in the look-up table. The mean value of scalars in each computational 
cell is calculated by interpolation between the neighbouring stored values. 

 
 

2.2 The Direct Quadrature Method of Moments (DQMOM) 
As already stated, the solution of the population balance, which is necessary 

when the prediction of the evolution of a population of particles is of interest, has to be 
coupled, in the case of combustion-formed particulate, with the simulation of temperature 
and composition fields of the flame within a CFD code.  

Among the possible solution techniques, we present in this section the 
DQMOM, which requires low additional computational cost and is therefore suitable for 
this kind of application. 

Let us consider the population balance equation: 
 

( )
� ( ) ( ) ( ) ∂ ∂∂ ∂+ − Γ = ∂ ∂ ∂ ∂ 

% %
%

x x
x

; , ; ,
; , ; ,i t

i i i

n t n t
U n t S t

t x x x

ξ ξ
ξ ξ x , (11) 

 

where n%  is the Favre averaged number density function, ξ is the internal coordinate 
vector (i.e., the vector of particle state variables), x is the spatial coordinate vector, 
and ( ); ,S tξ x  is the source term, which takes into account continuous and discontinuous 

changes in the internal coordinates vector, due to, e.g., molecular surface growth, 
oxidation, aggregation and breakage. The method is based on the moments approach, 
so that Eq. (11) is solved in terms of the mixed moments of the distribution which, 
for a generic multivariate number density function, are defined as follows: 

 

( )ξ ξ ξ ξ ξ ξ
∞ ∞ ∞

−∞ −∞ −∞
= ∫ ∫ ∫ %L L1 2

1 2, ,..., 1 2 1 2; ,M

M

k k k
k k k n Mm n t d d dξ x  (12) 

 

where ki is the order of the moment with respect to iξ . 
In this case, the source terms for the moments need to be closed; the main 

idea behind the approach is the use of a quadrature approximation of the number 
density function [4, 5]. This corresponds to the approximation of the PSD as follows: 

 

( ) ( ) ( )α α
α

δ ξ ξ
= =

 ≈ − ∑ ∏%

1 1

; , , ,
MN

i i
i

n t w t tξ x x x , (13) 

 

where ( )α ,w tx  are the ‘weights’ and ( )αξ ,i tx  are the ‘abscissas’ of the quadrature 

approximation, M is the number of internal coordinates, and δ indicates the Dirac delta 
function. Therefore, the mixed moments of the distribution can be written as: 

 

α α
α

ξ
= =

=∑ ∏1 2, ,...,
1 1

i

M

MN
k

k k k i
i

m w . (14) 
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It is possible to show that weights and abscissas of the quadrature approximation 

can be computed forcing them to yield known values of the moments; this can be done 
either resorting to the Product-Difference (PD) algorithm and solving an eigenvalue-
eigenvector problem [19] (but in this case the problem becomes extremely complex 
when we need to deal with more than one internal coordinate), or directly solving the 
transport equation of weights and abscissas, as explained by Marchisio and Fox [6]. The 
DQMOM is based on the latter approach. Let us consider the bivariate case, which has 
been investigated in the present work: we need to solve the following equations: 

�( )α α
α α

 ∂ ∂∂ ∂+ − Γ = ∂ ∂ ∂ ∂ 
i t

i i i

w w
U w a

t x x x
, (15) 

�( )α α
α α

ς ς
ς

∂ ∂ ∂ ∂+ − Γ = ∂ ∂ ∂ ∂ 
1,i t

i i i

U b
t x x x
1, 1,

1,
, (16) 

�( )α α
α α

ς ς
ς

∂ ∂ ∂ ∂+ − Γ = ∂ ∂ ∂ ∂ 
2,i t

i i i

U b
t x x x
2, 2,

2,
 (17) 

 
where α α ας ξ=, ,i iw indicates the �-th ‘weighted abscissa’, and a� , and bi,�are the source 

terms. It is possible to show that such source terms can be easily evaluated solving 
a linear algebraic system, obtained from the population balance equation after the 
application of the quadrature approximation and forcing the moments to be tracked 
with high accuracy [6].In principle, if N nodes are employed to follow the evolution of M 

Figure 1. Comparison between a bivariate number density function with respect to 
surface area and volume (pure coalescence of droplets), and its quadrature 

approximation with three nodes (black peaks). 
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internal coordinates, the method requires the solution of balance equations for N(M+1) 
scalars, and therefore the solution of a linear system of correspondent rank. We will focus 
our attention on the bivariate case, which is of interest in the case of soot formation; in 
this case the number density function is approximated by the following expression: 

( ) ( ) ( ) ( )α α α
α

ξ ξ δ ξ ξ δ ξ ξ
=

   = ⋅ − ⋅ −   ∑%
1 2 1 1, 2 2,

1

, ; , , , ,
N

n t w t t tx x x x  (18) 

and we need to solve for 3N scalars (N weights and 2N abscissas). A graphical 
representation of the bivariate quadrature approximation on which the DQMOM is 
based is depicted in Fig. 1, where a bivariate number density function and its DQMOM 
representation are compared. If we substitute Eq. (18) into Eq.(11), and rewrite the 
population balance in terms of the moments of the distribution, we obtain the following 
linear system: 

( ) ( )
α α α α α α α α α

α
ξ ξ ξ ξ ξ ξ− −

=

 − − + + = + ∑ 1 1
1, 2, 1, 2, 1, 1, 2, 2, , ,

1

1
N

Nk l k l k l
k l k lk l a k b l b C S  (19)

 

where ( )
,
N

k lS  is quadrature approximation with N nodes of the source term for the mixed 

moment of order k with respect to the first internal coordinate (the volume V in our case), 
and of order l with respect to the second internal coordinate (the surface area A), and 

,k lC is a correction term which is needed due to the finite-mode representation of the 

distribution, and is effective only for moments of order two or higher. It is a function of the 
gradients of internal coordinates, and is evaluated as follows: 

( ) ( )

( )

α α α α
α α α α α

α

α α
α α

− − −

=

−

 ∂ ∂ ∂ ∂
= Γ + Γ − + + ∂ ∂ ∂ ∂

∂ ∂
+ − ∂ ∂ 

∑ 2 1 1
,

1

2

1 2

1 .

N
k l k l

k l t
i i i i

k l

i i

V V V A
C w k k V A klV A

x x x x

A A
l l V A

x x
 (20) 

Let us consider, for the sake of simplicity, the case of two nodes; we need 
to track 6 mixed moments of the distribution. If, for example, we choose the following 6 
pure integer moments: m00, m10, m01, m20, m02, m30, considering particle volume (V) and 
surface area (A) as the two internal coordinates, the linear system (19) becomes: 

( )

( )

( )

( )

( )

( )

 
       
   
   
 =  
 − −   +   − −     +    − −    + 

2

00

1 2

10
2

2

011
2 2 2

1 2 1 2 2
20 20

2 2
21 2 1 2 1

3 3 2 2 02 02
1 2 1 2 2

2

30 30

1 1 0 0 0 0

0 0 1 1 0 0

0 0 0 0 1 1

2 2 0 0

0 0 2 2

2 2 3 3 0 0

V

V

A

A

S
a

Sa

Sb

V V V V b S C
A A A A b

S C
V V V V b

S C

, (21) 

We can evaluate the quadrature approximations of the source terms, ( )
,

N

k lS , 

as described in the following of this section. 
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Nucleation 
For numerical reasons, it is convenient to assume the nucleation of a uniform 

distribution of nuclei of volume ε≤ ≤00 Vv and surface area ε≤ ≤00 Aa ; in this case 

we obtain the following expression for the nucleation source term:  

( ) ( ) ( ) ( )
ε ε

=
+ +, ,

1 1

k l
N V A

k lS J t
k l

x , (22) 

where ( ),J tx  is the nucleation rate. 

In this way, we can compute by the PD algorithm the values of the distinct 
abscissas corresponding to the nuclei distribution, and use these values to initialize 
the DQMOM in the regions where particle number density is null, and the matrix of 
system (19) would be otherwise singular. 
 
 

Aggregation 
If the result of aggregation is a fractal cluster with fractal dimension Df, and if 

we assume the following scaling relationship between surface area and volume: 

 
=  
 

2

0 0

fDA V
a v

, (23) 

where 0a  and 0v  are the area and volume of primary particles, then the source term of 

moments due to aggregation becomes: 

( )

( ) ( ) ( )

2

2 2
, 1 2 1 2 1 20

1 2 1 2 1 1 2 2 1 2 1 2

1
2

, , , , , ,

f f f

l
D D D

k k l k l
k lS V V A A V A V A

V V A A n V A n V A dV dV dA dA

α γ

β

∞
 

  = + + − − ⋅  
   

⋅

∫∫∫ ∫  (24) 

and, after the application of the quadrature approximation: 

( ) ( )α γ α γ α α γ γ α γ α γ
α γ

β
= =

 
  = + + − −  
  

 

∑∑

2

2 2
, ,

1 1

1
2

f f f

l
D DN N DkN k l k l

k lS V V A A V A V A w w ; (25) 

we can observe that the terms in curly brackets represent the contributions (positive) of 
the aggregate and (negative) of the parent particles to the moment mk,l 

 

Molecular growth 
When considering continuous changes, in general we can account for the 

drift term for each coordinate independently. If we denote with ( ),VG V A  and ( ),AG V A  the 

rate of continuous change of volume and surface area respectively, the source term of 
the moments is: 

( ) ( ) ( )1 1
,

1

, ,
N

N k l k l
k l v AS w kV A G V A lV A G V Aα α α α α α α α α

α

− −

=

 = + ∑ . (26) 

Usually, a variation of volume results in a corresponding variation of surface 
area according to the appropriate volume/area scaling relationship. On the contrary, a 
change in surface area can be due not to a net mass flux between the particle and 
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the environment, but to changes in particle structure, as a consequence of external 
forces; in this case only the surface area is varied, while volume is not affected by 
the process ( ( ), 0VG V A = ). 

 
 

2.3 Fractal dimension 
When solving the population balance in terms of only one internal coordinate, 

e.g. particle diameter or volume, (monovariate case) the value of the fractal dimension 
has to be assumed or evaluated independently. The simplest choice is to fix a 
unique constant value for all the particles; this is quite a rough approximation, since 
it is known that aged soot aggregates undergo some restructuring processes that 
compact the aggregates increasing their fractal dimension [20, 21]. An alternative 
approach, recently proposed by Artelt et al. [22], relates the fractal dimension to the 
ratio /c rt tτ =  of the characteristic collision time ( ) 1

0ct mβ
−

= ⋅ , whereβ  is the mean 

aggregation kernel and 0m  is the number concentration of particles (i.e., the zero-th 

moment of the distribution), to the characteristic restructuring time rt . If it is assumed that 

the restructuring of soot particles is due to an  elastic-mechanical strain effect, the 
characteristic time rt can be considered equal to a turbulence time micro-

scale ( )15 /rt ν ε= , so that the rate of the restructuring process is assumed proportional 

to the shear rate inside the turbulent eddy. 
According to Artelt et al. [22], the evolution of the fractal dimension can be 

modelled as: 
 

( )
( )

1

,min ,0 ,min

,max ,max ,0

1

1

s

s

f f f

f

f f f

D D D
D

D D D

τ

τ

τ

τ

 + − ≤= 
 + − >

. (27) 

 

In Eq.(27), 
,min 1fD ≥  and 

,max 3fD ≤  are the minimum and maximum value of 

the fractal dimension, corresponding to the limiting cases for c rt t�  and c rt t�  

respectively, ,0fD  is the fractal dimension at which the characteristic times of the two 

processes are equal, which is assumed to be the arithmetic average value 
between the limiting cases, and s is a parameter that defines the slope of fractal 
dimension variation. A detailed discussion of these approaches can be found in [23], 
where the solution of the monovariate population balance equation was extensively 
treated. A more rigorous treatment of the fractal properties of aggregates requires 
the solution of a bivariate population balance equation, which has been implemented 
and compared with the monovariate simulation in the present work.  
 
 

2.4 Kinetic models for soot formation 
The model takes into account nucleation of particles, molecular growth, 

aggregation and oxidation of soot particles. Since the main objective of this work is 
to assess the performance of the bivariate DQMOM for this kind of application, 
simplified kinetic models were employed, in order to avoid unnecessary CPU load 
required for the implementation of detailed kinetics. Several models available in the 
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related literature were tested, and the rate expressions that gave the best agreement 
with experimental data are reported in Tab. 1. Acetylene is chosen as the key compound 
for nucleation and molecular growth. The aggregation kernel, which depends on 
the Knudsen number (the ratio between the mean-free-path of gas molecules, λ, 
and the particle radius: 2Kn Lλ= ), was evaluated by the Fuchs interpolation 
formula [27], which is valid in the transition regime between the free molecule 
( 1Kn � ) and the continuum ( 1Kn � ) regime. All the rate expressions were 
adapted to take into account the fractal dimension Df of the particle. 

The radiative transfer due to soot particles was taken into account by 
introducing an additional source term for the energy equation: 

( )4 4
rad SQ a T Tσ ∞= − ⋅ ⋅ −& , (28) 

where σ is the Stefan-Boltzmann constant, as is the soot absorption coefficient, and 
T∞ is the radiative environment temperature (set to 300 K). 

The absorption coefficient was evaluated by the expression recently 
proposed by Widmann [28]: 

2370S Va T f= ⋅ ⋅
 

(29) 

where Vf is the soot volume fraction. 
 

2.5 Numerical details  
 

 

Process Rate expression Ref. 
Nucleation 
(m-3s-1) ρ  = ⋅ ⋅ ⋅ ⋅ ⋅ − 

  2 2

1
2 62 46100

6 10 expA C HJ N T X
T

 [24] 

Molecular 
Growth 
(m s-1) 

[ ]
3

2 2
0

6 6038
2 exp

fD

c
mg s

f s c

R
G M C H

D R Tρ

−
   = ⋅ ⋅ ⋅ −   

  
 [25] 

Oxidation 
(m s-1) ρ

−  = − ⋅ ⋅ ⋅ − ⋅ 
  2

1
2 26500

6.5 expox O
f s

P
G T Y

D T
 

 

[26] 

Aggregation 
(m3s-1) ( ) ( )

( )
( )

( )( )

( )
( ) ( )

β π

π πµ ππ

−
 ++ = + + +
 + + + + + 

 + + +
= = = 

− + +  

+ − +
= −

1

1 21 2
12 1 2 1 2 1/ 2 1/ 22 2 2 2
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2
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2 4
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D DR R
D D R R

R R g g R R c c
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c D l

m R cKn Kn
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[27] 
 
 

Legend kb    :  Boltzmann constant  
Ms    : soot molecular weight 
NA    : Avogadro’s Number 
X     : mole fraction  
Y     : mass fraction 

m   : particle mass 
µ    :gas viscosity� 
ρ     : gas density� 
ρσ   : soot density 
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The DQMOM was implemented via user-defined functions within the commercial 
finite-volume CFD code FLUENT 6.0, which computes the velocity, temperature 
and composition fields. The standard k-ε model was employed for the turbulence 
closure, while the mixture-fraction beta-PDF approach with the chemical equilibrium 
assumption (considering 19 species) was used for modelling micro-mixing and 
reaction. The particles have been assumed small enough as to have a negligible effect 
on the global flow-field of the flame, so that the simulation can be monophase. The 
simulations were carried out with a two-dimensional conformal grid with 10500 
rectangular cells. 

 
 

3. RESULTS AND DISCUSSION  
As it has been shown in our work on the solution of the monovariate 

population balance [23], the agreement with experimental data of temperature and 
soot volume fraction is quite good for the flame under investigation, even if quite 
simple modelling approaches have been employed to model turbulence-chemistry 
interaction and kinetics of soot formation. If we accept the assumption that particle 
morphology has no effect on the radiative properties of soot and on kinetics of soot 
formation, the profiles of velocity, temperature and volume fraction shouldn’t change 
passing from the monovariate to the bivariate population balance. The first hypothesis 
is quite strong, but it is coherent with the model employed for the treatment of 
radiation, which assumes the absorption effect of soot only proportional to soot 
volume fraction. The models employed for the kinetics of surface growth and oxidation 
are instead function of fractal dimension (and therefore particle morphology), but 
results of the bivariate simulation showed that the profiles of soot volume fractions 
(reported in Fig. 2) are not significantly different from those obtained in the monovariate 
case. Therefore, for the bivariate simulations, the velocity, temperature and gas 
phase composition fields were not updated during the computation, but the profiles 
computed during monovariate simulations (see [23]) were held constant. In this 
way, only the transport equations of the six scalars required for the solution of the 
population balance with the two nodes DQMOM (

1 2 1 2 1 2, , , , ,w w V V A A ) were solved, with 
significant saving of computational resources.  

For the simulations, the choice of only pure moments discussed in the 
previous section and leading to the linear system in Eq.(21) was implemented. The 
choice of only pure moments is maybe not the best one, especially if accurate 
information on the shape of the bivariate particle size distribution is required, since 
the correlation between internal coordinates is not accounted for properly; however, this 
choice guarantees both good numerical stability, and good accuracy in the predictions 
of lower order moments. A more complete discussion of the choice of moments to 
be tracked, and a validation of the method by comparison with Monte Carlo simulations, 
can be found in [29].  

Aggregation is supposed to lead to particles with the lowest fractal dimension 
(Df = 1.8), while the restructuring process is modelled by the following expression, 
similar to that proposed by Koch and Friedlander [30] for sintering of aggregates 
formed by primary spherical particles: 
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( )min

1
,

r

dA
A A

dt t
= − −  (30) 

where minA is the surface area of a sphere with the same volume as the restructured 
particle. The local fractal dimension, which is needed to compute the collision radius 
and the kinetic expressions for aggregation, oxidation and molecular growth, is 
computed from the local volume and surface areas through the following equation, 
derived from Eq. (23): 

 
 
 =
 
 
 

o

0

V
ln

v
2

A
ln

a

fD
 (31) 

 

The use of a larger number of nodes would result in more accurate 
predictions, but numerical problems concerning the conditioning of the linear 
system can hinder convergence.  

In Fig. 3 the evolution along the axis of the flame of the fractal dimension 
(a) and the mean particle size (b) obtained from the bivariate simulation is shown 
and compared to profiles obtained from the algebraic equation (Artelt’s model). As 
expected, in the first part of the flame aggregation is dominant, and the mean fractal 
dimension decreases; when, further downstream, aggregation becomes too slow, 
the restructuring process keeps on increasing fractal dimension and reducing surface 
area and collision radius. It is possible to see that when Eq. (27) is employed, although 
the qualitative behaviour is well reproduced, the restructuring rate (and the final fractal 

Figure 2. Comparison between experimental (symbols) and simulated 
(lines) soot volume fraction from bivariate simulations at several heights 

above the burner. 
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dimension of the aggregates) is overestimated, and the simulated collision radius is 
lower than in the case of bivariate simulations. 

In Fig. 4 the same results reported in Fig. 3 are reported in the area-volume 
phase plane. In this plot the evolution of the mean particle volume and mean particle 
surface area (defined as the area of the sphere of radius Rc) is reported. In the same 
figure, some contour lines at constant fractal dimension are plotted; the trajectories 
obtained by imposing a constant value of Df overlap these contour lines. It is clear that 
the choice of a constant value of fractal dimension is a strong modelling limitation and 
could represent also a poor approximation if the process under study is characterized 
by marked morphology changes (as it is for soot formation in turbulent flames). 

The agreement between the bivariate and the monovariate simulations is 
quite good as far as the restructuring rate is not significant, while evident differences 
are observed in the last part of the flame, where aggregation becomes much less 
important and the restructuring process makes aggregates more compact, reducing 
the value of particle surface area. 

Even if a validation of the bivariate DQMOM for the prediction of particle 
morphology still needs to be done, since the bivariate formulation describes with more 
detail the processes occurring in the flame its prediction will likely be more accurate. 
However, this study has highlighted the importance of modelling the evolution of 
particle morphology with the maximum possible detail. 
 a)
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Figure 3: Axial profiles of fractal dimension (a) and collision radius (b). Solid line: bi-variate 
simulation; symbols: mono-variate simulation with algebraic equation for variation of Df. 

Squares: s=0.5; Circles: s=1.0; Triangles: s=1.5. 
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4. CONCLUSIONS 
In this work the population balance equation was implemented in a commercial 

CFD code for modelling soot formation in turbulent diffusion flames. The problem was 
solved by the DQMOM, which is a novel formulation of the well-known QMOM and 
presents important advantages for treating multi-variate population balances. Simulation 
results have shown that the method is a suitable tool for the solution of the considered 
problem in the mono-variate case, and can be easily extended to the bi-variate case to 
take into account more rigorously the fractal properties of soot particles. 
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Nomenclature 
 

A particle surface area 
a source term for weights 
as absorption coefficient 
b source term for abscissas 
C  correction term   

Figure 4. Evolution of particle volume and surface area in the phase plane: 
comparison between monovariate and bivariate simulations. Dashed line: 
monovariate simulation (Artelt’s model, s=1); Dotted lines: contour levels of 

constant fractal dimension; Solid line: bivariate simulation. 
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d  particle diameter 
Df   fractal dimension 
fv soot volume fraction 
J nucleation rate 
k  order of the moments 
Kn Knudsen number 
L  abscissa of the quadrature approximation  
L weighted abscissa 
t time 
M n° of internal coordinates 
m moment of the distribution 
N    n° of nodes of the quadrature approximation 
P pressure 
R radius 
S source term  
T temperature 
U mean value of velocity 
u fluctuation of velocity 
V particle volume 
w weight of the quadrature approximation 
x spatial coordinate 
 

Greek letters 
β aggregation kernel 
Γ diffusivity 
ε maximum size of nuclei/turbulent dissipation rate   
λ mean free path of gas molecules 
ν kinematic viscosity 
ξξξξ internal coordinate vector 
ρ density 
σ Stefan-Boltzmann constant 
ΦΦΦΦ scalar vector 
φ fluctuation of scalar concentration 

 

Subscripts 
0 primary particle 
c coagulation 
g gyration 
r restructurisation 
t turbulent 
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ABSTRACT . Genetic algorithms have during the recent years gained popularity also in 
the domain of chemical engineering, among other applications for scheduling purposes. 
A genetic algorithm builds new sequences by combining and mutating previous 
sequences of genes, i.e. chromosomes, into a new set of chromosomes. In this new set, 
only the fittest survive, and the procedure is repeated. As a schedule in chemical batch plant 
can be seen as a sequence of starting points for the batches, the methodology of genetic 
algorithms can be applied also to batch scheduling.  

In this work, the genetic algorithm approach is used combined with a Discrete 
Event Simulation (DES) approach. Here the genetic algorithm determines the order 
of the batches, whereas the DES-approaches insert the batches in the actual schedule. 
Using this two-stage optimization and some tuning of the DES procedures, schedules 
with similar objective function values as with mathematical optimization can be achieved, 
but usually much faster, which is essential for industrial scheduling systems.  
 
 
 
INTRODUCTION 
Genetic algorithms are a straightforward way of generating sequences that 

can be used for different purposes. Even if the implementation is rather trivial, 
applying genetic algorithms to actual problems are seldom as easy. This is also the 
case with batch scheduling. First of all, the question is how to represent the batches 
using the genes in the chromosome. One solution is to let the chromosome, i.e. the 
sequence of genes, represent the feed-order in which the batches are “entered” into 
the plant. As we now know the order of the batches, we have to somehow determine 
the real starting times of the batches. Only then we can give a goodness of the 
schedule, which is needed for the genetic algorithm. One method used for determining 
starting times for batches is Discrete Event Simulation (DES), used by e.g. Azzarello-
Pantel et. al. (1998) [1]. This they call a two-stage methodology, the genetic algorithm 
determine the relative order of the batches, whereas DES determine the real starting 
times. Löhl et. al. (1998) [4] use a somewhat similar approach but use an analogue 
term “schedule builder” for the operations of DES.  

One typical issue is that the DES operation has to use some particular 
heuristics for building the schedule. This heuristics might for instance be to insert 
the following run as early as possible on any available machine. This heuristics may 
however yield schedules that are not optimal in some other context. Schedules 
also often render infeasible, if batches are inserted one by one and internal batch 
relationships at some point are impossible to fulfill. 

The two-stage methodology can also be adopted so that the gene represents 
for instance the start of a series of batches that are tightly coupled. Here, tightly 
coupled means that intermediates between the batches have limited storage time. 
This decreases the search space and hence erases candidates for optimal solutions. 
However, an open question is if these erases candidates truly contain optimal solution 
to the schedule problem. 
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In this work, the basic two-stage methodology of a genetic part and a DES 
part is used. In this approach, three different ways for connecting the genetic algorithm 
and the DES part is used. The first version is individual insertion of batches; the 
second is where complete chains of batches are inserted. A chain of batches here 
corresponds to that part of the production chain where intermediate products have 
limited storage time. The third version is where batches are inserted one by one, but 
now the gene represents from which chain the batch should be inserted into the schedule. 

This resembles the work simultaneously performed by Berning et. al. (2004) [2], 
in which the GA schedule-builder approach is augmented by chain building procedures. 

In this work, the methodology is tested using both some more theoretical job-
shop-type scheduling and with some real-life scheduling problem taken from a 
pharmaceutical plant. In the plant in question typical conditions for the scheduling 
arises, such as different type of storage of the intermediates, sequence dependent 
cleaning and other issues that limits the sequencing possibilities of equipment used.  

Similar schedules have earlier been optimized by Roslöf et. al. (2001) [5] 
and Björkqvist et. al. (2002) [3] using mathematical programming methods. In this 
work, the schedules are built using the GA/DES-methodology, and the tests shown 
that GA/DES perform very well. Here this mean that an objective functions of 
similar quality will usually be reached much faster using GA/DES methodology 
compared to the mathematical programming approach used in earlier works.  

 
PROBLEM FORMULATION 
In a batch processing plant, final products are produced using a set of 

operations in the plant. A recipe denotes the operations needed for producing some 
amount of a final product. The recipe also denotes the internal relation between the 
operations, which typically is precedence constrains, i.e. which operations produces 
respectively consumes the intermediates. We here call operations that are instantiated 
“runs”. A run can be performed on a set of suitable equipment Ui. Now, the scheduling 
problem is to find starting times ti and selected unit ui for all runs, according the 
selected objective function. The objective function can vary, often minimizing the total 
make-span is used, but other might be important, e.g. minimizing the setup-time 
needed between operations or minimizing the number of late orders. In this paper, 
we use the total make-span as the objective function.  

 
SCHEDULING USING MATHEMATICAL PROGRAMMING 
A mathematical programming approach can be used for scheduling. Here, 

we use a Mixed Integer Linear Programming (MILP) formulation for specifying the 
optimization problem. The basic approach is to compare relative orders of the runs 
and build inequalities accordingly: 

    p p
j j j j j jt t t t t t+ < + <∨  

which using a ”Big-M” reformulation is transferred into a MILP expression 

,

,

  

 (1 ) 

p
i i j i j

p
j j i i j

t t t y M

t t t y M

+ < +

+ < + −
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where ,i jy  is a binary variable specifying if run i will precede run j. In the case of 

more general batch scheduling, this notation is not enough, but these formulation 
are not given here, but can be found in Björkqvist et. al. (2002) [3].  

 
The basic MILP formulation presented above works fine for small problems, 

and optimal solutions to the scheduling problem will be provided. Practical problem can 
however seldom be solved using direct MILP formulations, the methodology used here 
is instead a iterative procedure, which is basically contains the following steps: 

1. Solve a subset of the original scheduling problem to optimality 
2. Fix the relative order of the runs in the previously solved problem, 

enlarge the subset of the problem and resolve until completely solved 
This procedure is moreover called Sequential Updating Procedure (SUP). If 

we start reinserting runs in the schedule, we call this procedure Post Processing (PP). 
 

SCHEDULING USING GENETIC ALGORITHMS 
The proposed Genetic Algorithm approach is actually a combined Genetic 

Algorithm and Discrete Event Simulation (DES) approach. The Discrete Event Simulation 
is used for simulating systems where discrete events change the otherwise continuous 
simulations. Here, the discrete events are when operations are started and stopped in 
the plant. Now, we let the Genetic Algorithm provide the order in which the events are 
taking place, whereas the DES-simulation provides the timing information. The DES 
here use the logic: 

* For the given run, selected the machine where it first can be started, and 
derive the starting time for this run 

Figure 1.  Example of a recipe 
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Now, when the procedure is repeated for each run, a schedule is generated. 
From this schedule, the metrics of the schedule can be calculated. Some selected 
metrics (e.g. the total make-span) of the schedule is now providing the fitness-value. 

In a genetic algorithm, a chromosome represents a solution candidate to an 
optimization problem. In our scheduling case, the chromosome represents in which 
order DES will insert runs to the schedule. We let the genes in the chromosome specify 
which run the DES should insert next.  

However, many times this lead to infeasible situations, as the production process 
also requires some particular run precedence. If the chromosome specifies a run order 
that that contradicts to this precedence, the schedule cannot be build. Hence, we let 
the gene specify which groups of runs to be scheduled next, inside this group the 
runs are ordered according to internal precedence. This is the approach used here. 

The GA is implemented the standard way using a crossover, mutation and elitism.  
 

TEST USING JOB-SHOP-PROBLEMS 
In order to validate the general quality of the schedules achieved with the two 

approaches, some standard job-shop scheduling problems were solved. In a job-shop 
problem, a job is a collection of operations (runs), each of which shall be performed 
once on each machine. In the job-shop problem, the order in which the runs shall 
be performed on the machines are given. Here, we test with two different sizes of job-
shop-problems, which are built according to the OR Library of test problems. The 
job-shop instances where 6x6, 10x10, 20x5, 15x15.  The objective function used here 
is to minimize the make-span. 

 
Table 1 

Objective function value (minimizing make-span) and  
processing times for some job-shop problems 

JSP size SUP SUP+PP GA 
6x6 58 (0 s) 55 (0,1 s) 55 (14 s) 

10x10 1401 (0,9 s) 994 (450 s) 1018 (11 s) 
20x5 1259 (90 s) 1206 (260 s) 1207 (16 s) 

15x15 1503 (6 s) 1191 (75 s) 1243 (86 s) 
 
Additionally, we can compare how the objective function value is developed 

over time for the methods SUP+PP versus GA. In figure 2 the typical trends are shown. 
GA drops rapidly to an asymptotical level, where as the mathematical programming 
approach slowly moves towards the same level, and by time if will be better than 
the GA approach. This has been observed as the general trend. 

 
SOLVING A PRODUCTION PLANNING PROBLEM 
Next, the two methodologies are applied to the actual problem, a scheduling 

problem for batch operations. What here is different from the pure job-shop problem is 
that the schedulers also have to handle some new sequencing constrains, such as 
limited shelf life of intermediate products. Other new issues are for instance that one 
run may wait on several runs before it can be started. Intermediate storage is also 
an important issue, as the production equipment itself often is used as storage for 
intermediates. Now the question is if we can draw similar conclusions for the more 
general scheduling problem in the chemical industry.  
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Figure 2 . Objective function value for SUP+PP / GA 

As an example, a fictive product P is produced at a plant. This product P is 
produced according to the recipe given in figure 3. 
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Figure 3.  Production recipe for A 

 
In the figure we note that the production of one batch of final product A is 

started by stage A, where after intermediates products are used by stage B and 
stage C. After this we store the intermediates temporally and feed them to stage D. 
So it continues until we finally get product A. Each stage of production has a production 
time, cleaning time and available units according to table 2. 

The basic batch is for production of 150 kg final product A. Now the scheduling 
problem is solved by both the mathematical approach and the GA approach. The 
results are given in table 3, here has also the total make-span been used as the 
objective function. 
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Table 2 
Stages for production of A 

Stage Units Def. cleaning Processing Shelf-life 
A U1, U2 4 7 48 
B U3, U4 2 4 60 
C U3, U4 2 7 60 
D U1, U2 4 10 24 
E U5 4 8 24 
F U6 0 1 48 

 
Table 3 

Optimization results for production of A 
Case Amount SUP+PP GA1 GA2 

1 300 2160 (0s) 2160 (0s) 2460 (0s) 
2 600 3360 (3s) 3300 (1s) 3600 (1s) 
3 900 4440 (198 s) 4440 (24s) 4740 (4s) 
4 1200 5760 (171s) 5580 (1s) 6060 (1s) 
5 2400 13740 (407s) 10440 (18s) 10380 (38s) 

 
In the table GA1 and GA2 denotes slightly different DES inserting strategies, 

where GA1 is a single run inserting strategy and GA2 is a strategy of always inserting 
runs in the precedence order. Here we see that the GA optimization method is rather 
competitive, and produce good results very fast. However, the trend is also here 
like the trend in job-shop problem that in the long run SUP+PP produces better results. 

The corresponding comparison of objective value development during the 
optimization is shown in figure 4. In the beginning, the GA approach rapidly drops 
to the level that remains almost constant. SUP+PP (MILP in the figure) in this case 
also seems to be remain on a higher level than the GA approach, but would eventually 
reach the optimal objective function value. 
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Figure 4. Objective function as a function of optimization time 

 



SCHEDULING BATCH PROCESSING: GENETIC ALGORITHMS VERSUS MATHEMATICAL … 
 
 

 27 

SUMMARY 
In the paper, we have shown two different ways of optimizing batch scheduling. 

We have shown that both mathematical programming and genetic algorithms can 
be applied, and it was shown that scheduling results using both approaches are 
comparable. However, the general trend seems to be that genetic algorithms more 
rapidly produce good results, hence genetic algorithms should be a good choice for 
interactive systems, where the need for fast response times of the scheduling 
subsystem is essential. However, the mathematical programming approach can 
still be important for getting information on the quality of the solution. 
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ABSTRACT. The paper surveys the perspective of de-NOx Selective Catalytic Reduction 
(SCR) with ammonia in forced unsteady-state reactors. Two types of reactor configuration were 
investigated by means of numerical simulation: the well known reverse-flow reactor (RFR) 
and, as an alternative, a reactors network (RN) with periodical change of feeding position. While in 
the first device the unsteady-state operation results from periodical reversal of the flow direction, in 
the second one this is a consequence of modifying the reactor sequence in the network, the 
flow direction remaining the same; by this way ammonia emissions, which occur in RFR at every 
switch of flow direction and whose level is subject to stricter limits than for NOx, is avoided. The 
influence of the switching time and of the switching strategy in the RN on the mean concentration of 
NH3 and NOx in the reactor outlet flow was also investigated. 

 
Keywords: Reverse-flow reactor, Reactors Network, Chromatographic reactor, Selective Catalytic 
Reduction, Pollutant destruction 

 
 
 
 

INTRODUCTION 
Forced unsteady-state catalytic reactors have been a subject of intensive 

investigation by means of experiments and numerical simulations in the past several 
years. The unsteady-state operation may provide significant efficiency enhancement, 
increased selectivity, high productivity and low operating costs in a number of 
catalytic processes. 

Unsteady-state operation may arise from variations (periodical or not) in 
the inlet flow rate, feed composition, temperature or pressure, as well as from the 
periodical reversal of the feed direction. 
 Reverse-flow operation has two main advantages: first, it allows for trapping 
the moving heat/concentration wave inside the catalytic bed when exothermic 
reactions take place, giving the possibility of exploiting the thermal storage capacity 
of the catalytic bed, which acts as a regenerative heat exchanger, allowing for auto-
thermal behaviour even when the adiabatic temperature rise of the feed is low. 
Second, when exothermic equilibrium-limited reactions are carried out, the reversal 
of the flow allows for approaching the temperature distribution corresponding to 
maximum product generation. The Reverse-Flow Reactor (RFR) operation was 
suggested firstly by Cottrell (1938) as an efficient way to treat dilute pollutant 
mixtures. 
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 The idea of using a RFR for destruction of a pollutant A with a reactant B, 
for which the maximum allowable emission is much lower than that of the first one, 
was firstly given by Agar and Ruppel (1988). They suggested to carry out the 
selective catalytic reduction (SCR) of NOx with ammonia in a RFR with a catalyst 
that strongly adsorbs the ammonia. This operation method is referred to as reverse 
flow chromatographic reactor (RFCR) and allows not only the trapping of the hot 
wave but also the trapping of ammonia in the bed minimizing its emissions and 
providing an effective response to reactant fluctuations in the feed rate. 
 Successful operation of a RFCR requires finding of a catalyst which 
strongly adsorbs the ammonia: the higher the adsorptivity, the more efficient is the 
operation. 

Nevertheless the RFR exhibits the problem of wash out, i.e. the emission 
of unconverted reactants occurring when the flow direction is reversed. 
 The problem of wash out in the RFR was addressed by Brinkmann et al. 
(1999) in catalytic after-burners, by Velardi & Barresi (2002) in low pressure methanol 
synthesis and by Fissore, Barresi & Baldi (2003) in synthesis gas production. In all 
these papers an alternative reactor configuration was studied to avoid the occurrence 
of wash out, namely a Reactors Network (RN) made of two or three reactors 
connected in a closed sequence (Figure 1). 
 

Figure 1. Exemple of Reactor Network operation 
 

A set of valves enables to change the feed position, thus varying the 
sequence of reactors, simulating the behaviour of a moving bed, and achieving a 
sustained dynamic behaviour. Contrary to the RFR, the flow direction is maintained 
in this way, ensuring a uniform catalyst exploitation and avoiding wash out. One of 
the aim of this paper is thus to study the possibility of carrying out the SCR of NOx with 
ammonia using the RN in order to overcome the problems aroused with the RFR. 

The assumption of negligible temperature rise in the RFCR and isothermal 
condition is present in all the works concerning the SCR with NH3. This allowed to 
simplify the analysis, enabling to focus on the impact of the operation strategy on 
the dynamic features caused by the trapping of one reactant in the reactor. 
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The adiabatic rise in NOx removal is usually of the order of 10-20 K, but the 
temperature rise in a RFR can be a multiple of this value, thus allowing, for 
example, autothermal operation when low temperature gas is fed to the reactor. In 
this conditions, as it was stressed in the conclusion of the paper of Yong & Luss 
(2003), the choice of the switching time will be affected also by the dynamics of the 
heat wave, as too long switching time will lead to reaction extinction, due to the 
heat removal from the catalyst. 

To study the possibility of improving the reactor operation we also have 
taken into account, beside the storage of the adsorbed ammonia on the catalyst 
bed, different chemical activities and adsorptive capacities of the catalyst. 

The influence of reaction kinetics and catalyst characteristics will be 
stressed, as well as the influence of the switching time in both reactor configurations: 
this analysis is important not only as it allows to compare the two devices and to 
optimise the operation, but also as the switching time is the main operating parameter 
that can be changed to fulfil the operation constraints.  
 

THE MODEL 
An Eley-Rideal mechanism is used to describe the reaction between NOx 

(A) in the gas phase and the ammonia (B) adsorbed on the catalyst: 
 

+ →SA B C ;       (1) 
+ → SB S B .       (2) 

 

The reduction reaction is considered to be of first order with respect to 
each reactant: 
 

θ= − ,red red A i Br k c ;      

 (3) 
 

where θB is the ammonia surface coverage and cA,i is the nondimensional 
concentration of reactant A at the gas-solid interface. The adsorption rate of 
ammonia on the catalyst surface is assumed to be proportional to the ammonia 
concentration in the gas phase and to the fraction of free surface sites: 
 

( )θ= −, 1ads ads B i Br k c ;      (4) 
 

while the rate of desorption is assumed to be proportional to the concentration of 
the adsorbed species: 
 

θ=des des Br k .       (5) 
 

An Arrhenius type dependence of the kinetic constants kred, kads and kdes 
from the temperature is assumed: 
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A Temkin-type adsorption isotherm, where the activation energy for 
desorption is a function of the surface coverage, is assumed: 
 

( )σβθ= −0
, , 1a des a des BE E ;     (7) 

 

A surface coverage of this type was used in previous studies and was 
verified experimentally by Tronconi et al. (1996). 

A monolith is considered for the SCR reaction. Solid catalytic surface is 
considered in pseudo-steady state conditions, pressure loss inside the reactor was 
neglected. 

The system of non-dimensional partial differential equations that describes 
the process dynamics is the following: 
 

1. Gas phase mass balance: 
 

∂ ∂
= − + −

∂ ∂

* *
* * *

,* *
( )A A

A A i A

c c
v Pe c c

t x
;     (8) 

∂ ∂
= − + −
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* *
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,* *
( )B B

B B i B

c c
v Pe c c

t x
;     (9) 

 

where CA
* and CB

* are the non-dimensional gas concentration at the interface. 
 

2. Solid phase mass balance: 
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Conventional Danckwerts boundary conditions are assumed at the inlet of 
the RFR and RN and the continuity of the gas concentration and temperature 
profiles are imposed between the reactors of the network. 

Reactants are supposed to be feed at the same part of the reactor, inlet 
concentration of the gases are considered constant and equal to the feeding value, 
and the initial concentration of ammonia adsorbed on the catalyst surface is equal 
to zero in all the reactor configurations considered. 

The system of Partial Differential Equations has been solved by discretizing 
the domain of spatial variable into a grid of 100 points, equally spaced, obtaining a 
grid-independent solution. The MatLAB solver ode15s was used to solve the system. 
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The influence of reaction kinetics and catalyst activity on NOx selective 
catalytic reduction with ammonia in isothermal conditions system, both in the RFR 
and RN was investigated; process conditions used in sensitivity analysis are given 
in Table 1. Firstly, the values of Da, Daads and Dades were varied, to point out the 
influence of kinetic activity and adsorption/desorption kinetic on the performance of 
the system. The results that can be obtained in the system with a commercial 
catalyst will be also shown: to this purpose the kinetic model proposed by Tronconi 
at al. (1996) for a V2O5/TiO2 catalyst (with V2O5 loading of 1.47%) was used. 

 
Table 1.  

Values of the main operating parameters used in the simulations. 
 

cNOx 560 ppmV 
cNH3 450 ppmV 
cm 210 mol m-3 
L 0.45 m 
v 0.27 m s-1 
av 200 m-1 

 
 

THE RESULTS 
In order to investigate the influence of the unsteady-state operation mode 

on the adsorption-desorption of ammonia and on the reaction between ammonia 
and NOx in the gas phase, the reactor was considered to operate in isothermal 
condition. Two different devices were considered, namely the RFR and a RN made 
of three reactors with variable position of the feed: the feeding position is moved 
from one reactor to the following one in the direct sequence, i.e. the system is fed 
through reactor number 1 and the order of the reactors is 1-2-3 and after a time 
period, the feed position is shifted, acting on a set of valves, so that the first reactor 
of the sequence becomes the third one, thus changing the order to 2-3-1.  

When isothermal operation is assumed, as in this case, the switching time 
is the main operating parameter, particularly for control purposes. The influence of 
this parameter was investigated for different values of Da (Figure 2), of Daads 
(Figure 3) and of Dades (Figure 4).  

The inlet concentration of NOx was fixed to 560 ppmV; a slightly lower 
concentration of ammonia (450 ppmV) was considered to be fed to the reactor.The 
performance of the devices were evaluated after the transient, when the periodic 
steady-state was reached, in terms of mean outlet concentrations of NOx and of 
NH3; the mean values were calculated over the entire length of a period. 

The first evidence is that when either the catalyst activity or the adsorption 
kinetic are enhanced the emissions of both NOx and NH3 decrease, as it is 
expected; the same behaviour is obtained when the desorption kinetic is decreased. 
The influence of the switching time on the mean outlet concentration of NOx and 
NH3 in the RFR and in the RN is similar. At high switching time the performance of 
the RFR and that of the RN is the same both from the point of view of NOx and NH3 
emissions. As far as lower values of the switching time are considered the emissions 
of NOx and of NH3 in the RFR are decreased when the switching time is increased 
as a consequence of the higher amount of ammonia which is stored in the catalyst. 
The performance of the RN is different: there is a first range of switching time where 
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the outlet ammonia concentration is almost zero and the outlet NOx concentration 
decreases almost linearly; after this range, the outlet pollutant concentrations start 
increasing up to a certain value, before decreasing and approaching the behaviour 
of the RFR. This different behaviour can be explained considering the dynamics of 
the concentration profiles in the reactor: while in the RFR a bell shaped profiles is 
obtained as a consequence of the reversal of the flow direction, in the RN more 
complex profiles may be obtained and, as a consequence of the switching strategy, 
the ammonia profile may exit from one of the reactors of the network, thus giving 
rise to higher reactants emissions. This behaviour is similar to that observed for the 
temperature profile in the RN by Brinkmann et al. (1999). 

 
Figure 2. Influence of the switching time on the mean outlet non-dimensional  

concentration of NOx (upper graph) and of ammonia (lower graph) for various values  
of Da in the RFR and in the RN (isothermal system). 
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Figure 3. Influence of the switching time on the mean outlet non-dimensional concentration 
of NOx (upper graph) and of ammonia (lower graph) for various values of Da(des) in the RFR 

and in the RN (isothermal system). 
 

In conclusion, there is a wide range of switching time where the RN exhibits 
no ammonia emissions and NOx emissions lower than those obtainable in the RFR; 
this is a consequence of the absence of wash out, as discussed previously; the 
extent of this “optimal” range is a function of the parameter of the system, namely 
Da, Daads, Dades.  

Finally, the performance obtainable with a commercially available catalyst 
are considered. In this case several different design configurations are investigated. 
The kinetic model of Tronconi et al. (1996) was used for the simulations. The influence 
of the switching time was analysed in various configurations, namely the RFR and 
the RN made up of two and three reactors (with different switching strategy). The 
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influence of the switching time on the mean outlet concentration of NOx and NH3 is 
very different from that previously obtained: a maximum value of switching time is 
found beyond which conversion decreases both in the RFR and in the RN. As far 
as the ammonia outlet concentration is concerned, the value decreases when the 
switching time is increased in the RFR, while in the various RN considered a 
minimum appears. It is important to notice that it is mandatory that no ammonia is 
present in the product stream, thus only the three reactors network with switching 
strategy 1-2-3 -> 3-1-2 can be used, even if this results is achieved in a narrow 
range of switching times. On the contrary, the RFR can be operated with switching 
time between 600 and 3000 in order to avoid NOx emissions, even if a certain 
amount of NH3 is released from the reactor. 

 
Figure 4. Influence of the switching time on the mean outlet non-dimensional concentration 
of NOx (upper graph) and of ammonia (lower graph) for various values of Da(ads) in the RFR 

and in the RN (isothermal system). 
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Figure 5. Influence of the switching time on the mean outlet non-dimensional concentration of 
NOx (upper graph) and of ammonia (lower graph) in the RFR and in various configurations of the 

RN for the operating parameters of Table 1 (isothermal system). 
 
 
 

This behaviour, which is different from that shown in Figures 2-4, can be 
explained if the values of Da, Da(ads), Da(des) are calculated for the commercial 
catalyst considered in the paper of Tronconi et al. (1996): for example Da is very 
high, about 105, thus altering the dynamic of the system in comparison to the 
values previously considered and masking the wash out phenomena. 
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CONCLUSIONS 
The feasibility of SCR of NOx with ammonia in unsteady-state reactors was 

studied for various reactors configurations by means of numerical simulations, 
using a heterogeneous mathematical model and an Eley-Rideal kinetic mechanism. 
Isothermal system, in which the problem of the heat storage in the system is 
neglected, was simulated. The results are strongly influenced by the system 
parameter, namely Da (kinetic constant of the reduction reaction), Da(ads) (kinetic 
constant of the adsorption reaction) and Da(des) (kinetic constant of the desorption 
reaction). In particular, when the adsorption and the reaction rate are not very high, 
the RN, which does not exhibits the wash out phenomena, is the only device which 
ensures the fulfilment on the emissions limits for the two reactants, while when the 
adsorption and the reaction rate are very high, as in the case of the system of 
Tronconi et al. (1996), the results are different, and the RFR has to be preferred as 
the problem of wash out is bypassed by the high adsorption and reaction rate.  
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NOTATION 
 
C*   non-dimensional concentration 
c   concentration, mol m-3 
cA

f   concentration of reactant A in the feed, mol m-3 
Da  Damkohler number 
Ea  activation energy, J mol-1 
hA, hB                 mass transfer coefficients 
k  reduction kinetic constant, m3 mol-1 s-1 
k0 pre-exponential factor of the reduction kinetic constant, m3 mol-1 s-1 
kads  adsorption kinetic constant, m3 mol-1 s-1 
k0,ads pre-exponential factor of the adsorption kinetic constant, m3 mol-1 s-1 
kdes  desorption kinetic constant, s-1 
k0,des  pre-exponential factor of the desorption  
  kinetic constant, s-1 
L   total reactor length, m 
Pe   Peclet number for mass transport 
R  ideal gas constant, J mol-1 K-1 
r  reaction rate, mol m-3 s-1 
T   temperature, K 
t   temporal coordinate, s 
t*   non-dimensional temporal coordinate  
tc   non-dimensional switching time 
Tf   inlet gas temperature, K 
v   gas velocity, m s-1 
v0   superficial velocity 
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v*   non-dimensional gas velocity  
x  axial coordinate, m 
x*  non-dimensional spatial coordinate  
 
Greeks 
 
β   parameter for surface coverage dependence 
γγγγ   non-dimensional activation energy  
θ  surface coverage 
σ  parameter for the surface coverage dependence 
 
Subscripts and superscripts 
 
ads   adsorption process  
A   identifies NOX 

B   identifies NH3 

BS   identifies NH3 adsorbed 
des   desorption process 
i   interface 
S   solid  
 
Abbreviations 
 
RFCR  Reverse-flow Chromatographic Reactor 
RF  Reverse-flow Reactor 
RN  Reactors Network 
SCR  Selective Catalytic Reduction 
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ABSTRACT. Tiling of a tubular nanostructure can be modified, from the tetragonal (4,4) to 
hexagonal (6,3) by cutting procedures. As implemented in the Torus software program, these 
provide tubular/toroidal objects of various size, embedding and covering. Naming polyhex 
tubular objects is given both in Diudea and Hamada terms. Topological description by α-spiral 
code was adapted for polyhex tubular and toroidal nets. 
 
 
 
1. INTRODUCTION 
Covering a local planar surface by various polygonal or curved regions is 

an ancient human activity. It occurred in house building, particularly in floor, windows 
and ceiling decoration. There were well known three regular Platonic tessellations: (4,4), 
(6,3) and (3,6). The Greek and Roman mosaics were very appreciated in this respect. 

Covering is nowadays a mathematically founded science.1 It makes use of 
the Graph and Set Theory and often inspires from the Arts and Architecture. 

Covering transformation is one of the ways in understanding chemical 
reactions occurring in nanostructures.2-4 

Among the carbon allotropes, intensively studied in the last decade,5-9 the 
only orientable closed surface S entirely coverable by a benzenoid lattice is the 
torus. A polyhedral cage obeys the Euler theorem10. 

)1(2 gFEN −=+−      (1) 
where N, E, F, and g are respectively the number of vertices, edges, faces, and 
genus – zero for the sphere and unity, in case of the torus. 

The article is organised as follows. The second section introduces to some 
cutting procedures performed on the chessboard tessellation embedded in torus 
and cylinder. A third section deals with the perfect Clar structures and the perfect 
Corannulenic systems. The last two sections provide conclusions and references. 
 

2. CUTTING PROCEDURES ON (4,4) TESSELLATION 
Embedding5 (i.e., drawing of a graph on a (closed) surface with no crossing 

lines) of the hexagonal trivalent (6,3) net (cf. the Schäfli notation) in the torus or the 
cylinder is achieved mainly by the well-known graphite zone-folding.,11,13,14,19-21 

The method finds an equivalent planar parallelogram, tiled with the graphitic 
polyhex lattice. When two opposite edges are identified, a tube is formed, which is 
completely defined by two integer parameters (k,l), according to Hamada et al.22 
The two parameters quantify (in terms of the primitive lattice vectors of graphene) 
the chiral vector R on which the tube is rolled up. In case: armchair A, (k,k) and zigzag 
Z, (k,0), the tube is achiral. The translation vector T follows the tube axis and is 
orthogonal to R 
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(n,m) R

T

(n,0)

(n,n)

a

b

 

Figure 1. The rolled up area delimited by T and R corresponds to the repeat unit of an 
(n,m) chiral tube, ((3,2) in Figure; the achiral limit cases (n,0) and (n,n) are (4,0) and 

(2,2), respectively. 
 
 
When the two remaining edges are further identified (cf., the translation or 

twisting vector T) the torus thus obtained is completely defined by four integers 
(e.g., (k,l,p,q)), reducible to three parameters, according to Kirby et al.12,14 

An alternative to the parallelogram procedure uses the topological coordinates, 
extracted from the adjacency matrix eigenvectors.15-18 

 
2.1. Basic Polyhex Constructions 
Our construction starts with embedding of the tetragonal (4,4) net on either 

the cylinder or torus.23-28  
A cylindrical surface is covered by a square net as follows:  

• take the cross section of a c -fold polygon and move it along the 
cylinder axis;  

• join the n subsequent images of the polygon, to form a tube. 
The parameters are calculated by the cylindrical coordinates as: 

),,( zyxP       (2) 

            θcosrx =  
             θsinry =  

      zz =   

   1,...,0;
2 −== cii
ci

πθ  

   1,...,0; −== nii
n

z
z i  
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Toroidal parameters 

 
Figure 2. Cylindrical coordinates 

 

The embedding of the (4,4) net  on the torus is made by circulating a c-fold 
cycle, circumscribed to the toroidal tube cross-section of radius r, around the large 
hollow of the torus, of radius R > r (Figure 3). Its subsequent n images, equally 
spaced and joined with edges, point by point, form a polyhedral torus tiled by a 
tetragonal pattern. The position of each of the n images of the “circulant” around 
the central hollow is characterized by angle θ while angle ϕ locates the c points 
across the tube. In all, c x n points are generated. The parameters R and r are not 
directly involved in the topological characterization of the lattice. 

 
Toroidal parameters A (4,4) square tiled torus 

 
 

Figure 3. Embedding of the (4,4) net in the torus. 
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The parameters are calculated by the following formulas: 

),,( zyxP :       (3) 

φ)cos)(θcos( rRx +=     

φ)cos)(θsin( rRy +=  

φsinrz =  

1,...,0;
2 −== nii
ni
πθ                    

1,...,0;
2 −== cjj
cj
πϕ  

 

The tetragonal objects thus obtained are named by a string specifying the 
tiling and dimensions of the net: (4,4)[c,n] (for tubes, Tu is added in the front of), 
with the (integer) parameters in the square brackets being the number of atoms in 
the tube cross-section and the number of cross-sections around the torus (or along 
the tube), respectively. The objects consist of c × n vertices, c × n squares and 4 × c × n/ 
2 edges, 4 being the vertex degree of the net (which is a regular graph). This 
covering appears in some metal clusters and silicon nanotubes.29,30 

Next, the tetragonal (4,4) net is modified to give, most often, a hexagonal 
(6,3) net or other patterns, of chemical interest. Several cutting procedures we 
have developed in this respect. 24-28,31,32 

A cutting operation consists of deleting appropriate edges in a tetragonal 
(4,4) lattice in order to produce some larger polygonal faces. By deleting each second 
horizontal edge and alternating edges and cuts in each second row it results in a 
standard (6,3)H/Z pattern (Figure 4,a). A vertical action of the above algorithm 
leads to a standard (6,3)V/A  pattern (Figure 4,b). The specifications Z (zigzag) and 
A (armchair) come from the shape of the tube cross-section. 

 
(a) (6,3)H/Z pattern (b) (6,3)V/A pattern 

 

 

 

 

Figure 4. The (6,3) covering by H- (a) and V- (b) cutting of the (4,4) net. 
Note that each hexagon consumes exactly two squares of the (4,4) lattice. 
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By construction, the number of hexagons in the H/Z-objects is half the 
number of squares on dimension c while, in V/A-objects, the reduced number of 
hexagons appears on dimension n. Thus, (6,3)Z[2c,n] has the same number of 
hexes as its embedding isomer (6,3)A[c,2n]. Recall that, the above cutting procedure 
leaves unchanged the number of vertices in the original (4,4) lattice. 

After optimizing, e.g., by a Molecular Mechanics procedure, (6,3) lattices 
appear like in Figure 5.  

 
(a) Tu(6,3)A[12,12]; N = 144  (b) (6,3)H/Z[12,50]; N = 600 

 
Figure 5. The (6,3) covering in the cylindrical  

and toroidal embedding, respectively. 
 
2.2. Twisted/Chiral Polyhex Structures 
Twisted, chiral, patterns can be generated by the following two procedures:  

(1) horizontal twisting of a layer of connections (Figure 6a) and (2) vertical twisting 
(offset) of the end connections (not shown). In cylindrical embedding, only one 
twisting type (namely the one parallel to the cylinder generator) will work, because of 
the open ends. Edge cutting is further needed to change squares into hexagons 
(Figure 6b). Twisting an even number of layers is needed to obtain a hexagonal net. 
The type of cutting will dictate the type of embedding and, ultimately, the shape of objects. 
 

(a) (4,4) net (b) (6,3) net 

  

Figure 6. Twisted (4,4) pattern (a) and its (6,3) derivative (b). 

 
The twisting parameter t takes integer values in the range [0,c]. It is just the 

deviation (in number of hexagons) of the chiral (i.e., rolling-up) vector to the zigzag 
line, in the graphite sheet representation.11-14,20,21 
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In case of tubes, Tu(6,3)HHt[c,n], the number of atoms on the c-dimension 
increases as t increases, concomitant with the shortening of n-dimension (in general, 
non-integer values, having a statistical meaning).33 The twisting preserves the type 
of net (Z, in this case) and the total number of hexagons as well (i.e., (c/2) × (n-1)), 
the same as in the non-twisted tube). Correspondingly, the number of “zigzags” 
(i.e., the number of end-hexagons) increases, from c/2 up to twice the initial value. 
The final object will be Tu(6,3)HHc[c,n] = Tu(6,3)Z[2c,n/2]. Note that diameter doubling 
of single walled nanotubes has been observed experimentally 34,35 and termed 
“tube coalescence”. 

In case of Tu(6,3)HVt[c,n], the twisting keeps the c, n dimensions but stepwise 
adds the Z-character (i.e., adds zigzag hexagons), finishing in a pure Z-net, particularly 
Tu(6,3)Z[2c,n/2]. The crenel and zigzag tips coexist, as can be seen from Figure 7 
(the right column). The two embeddings, HH and HV can be named by two integer 
parameters, according to Hamada et al.22 

Clearly, both local covering and embedding (i.e., global covering) contribute to 
the structural (and electronic) properties of the tubular nanostructures. 

 
Tu(6,3)Z[12,12] Tu(6,3)A[12,12] 

 
 

Tu(6,3)HH6[12,12] Tu(6,3)HV8[12,12] 

  
Tu(6,3)HH10[12,12] Tu(6,3)HH12[12,12]; 

Tu(6,3)HV12[12,12] = Tu(6,3)Z[24,6] 

  

Figure 7. Nanotube twisting; diameter doubling at t = c is evident by comparing the 
top left corner tube with the bottom right one. 
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Correspondence between the name of polyhex tubes in our approach and 
the two integer parameter (k,l) notation is given below: 

 

)0,2/(Z;0;2:],[TUH/Z ctkcnc ==         (4) 

tltckkctlkcnct =−=−=+= ;2/)(;2;2:],[TUHH        (5) 

2/)(;2/)(;;:],[TUHV tcltcklktlkcnct −=+=−=+=   (6) 

)2/,2/(A;0;2:],[TUV/A cctkcnc ==         (7) 

2

3
;

2
hvhv

hh
hvhv

hh

tc
c

-tc
t

+
==          (8) 

2
;

2

3 hhhh
hv

hhhh
hv

tc
c

t-c
t

+
==          (9) 

with n remaining indefinite. 
 

In case of tori, each of the above twistings superimpose on the two basic 
cuttings, thus resulting four classes of twisted tori: (i) H-twist, H-cut HHt[c,n]; (ii) V-
twist, H-cut, VHt[c,n]; (iii) H-twist, V-cut, HVt[c,n] and (iv) V-twist, V-cut, VVt[c,n].36  

 
 

(6,3)HH2[8,24] (6,3)VH2[8,24] (offset) 

  
(6,3)HV2[8,24] (6,3)VV2[8,24] (offset) 

 
 

 
Figure 8. The four classes of twisted polyhex tori (non-optimized geometry). 
 

Figures 9 and 10 illustrate some optimized twisted polyhex tori. 
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(6,3)HH2[10,100]; N = 1000 (6,3)VH2[10,50]; N = 500 

 

 

 

 
Figure 9. A twisted (6,3) covering in horizontal H-cutting (optimized) toroids. 

A toroidal object is drawn as an equivalent planar parallelogram that needs 
the specification (in two integer parameter notation22) of the two involved tubes 
(Figure 11). 
 

(6,3)VV2[10,100]; N = 1000 (6,3)HV2[10,50]; N = 500 

  

 
 

Figure 10. A twisted (6,3) covering in vertical V-cutting (optimized) toroids. 

 
One tube is built up by taking as circumference the rolling-up vector R, 

given in terms of the primitive lattice vectors of graphene: 

21 lakaR +=        (10) 

The second tube is formally defined on the translating (or twisting) vector T: 

21 qapaT +=        (11) 

Going from a torus, generated as above, to its composing vectors, the first 
tube can be identified by cutting the object across the tube while the second one 
results by cutting it around the large hollow. Anyway, a four integer parameter 
description (k,l,p,q) is obtained. Correspondence between the name of tori in our 
approach Xt[c,n] and the four integer parameter (k,l,p,q) notation is detailed in Table 1. 

The coordinates for the HH4[14,6] torus depicted in Figure 11 are: (5, -4, 3, 
3). Note that this representation is not unique and is reducible to three parameter 
notation, theorized by Kirby et al.12,14 
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T

(3,3)

R

a2 a1

(5,-4)

 
Figure 11. Representation of the torus HH4[14,6] by an equivalent parallelogram 

involves specification of two tubes: one defined on the rolling-up vector R (with integer 
coordinates (k,l)) and the other on the translating vector T (given by pair (p,q)). The 

four parameter specification of the depicted torus is (5, -4, 3, 3). 
 
 

Table 1 
Correspondence between the Xt[c,n] and (k,l,p,q) notations. 

 Torus  
[c,n] 

Tube 
R 

Tube 
T 

Torus  
(k,l,p,q)* 

N 

1 H H/Z  
 

V/A 
 

)2/,2/,2/,2/( nncc −  cnlpkq =− )(2  

2 V V/A  
 

H/Z 
  

) 2/,2/,2/,2/( nncc −  cnkqlp =− )(2  

3 HHt 
 

HH (tw)  
 

V/A 
 

]2/,2/,,2/)[( nnttc −−  cnlpkq =− )2(2  

4 HVt  
 

HV (tw)  
 

H/Z 
 

]2/,2/,2/)(,2/)[( nntctc −−+  cnkqlp =− )(2  

5 VHt 
(offset) 

H/Z  
 

HV (tw) 
 

]2/)(,2/)(,2/,2/[ tntncc −+−  cnlpkq =− )(2  

6 VVt  
(offset) 

V/A  
 

HH (tw) 
 

)],2/)(,2/,2/[ ttncc −−  cnkqlp =− )2(2  

*First pair (k,l) denotes the rolling-up vector R while last pair (p,q) specifies the 
translating/twisting vector T; (m,-m) = (m,0), is a Z-tube; (m,m) is an A-tube (see Figure 7). 

 
In our procedure, H-twisting involves an intrinsic chiral (HH or HV) R-based tube 

and a non-twisted T-based one (Table 1, entries 3 and 4). Conversely, in V-twisting, 
the R-based tube is a non-chiral (H/Z or V/A) one while the second T-based tube is 
twisted (leading to “offset” closed toroids - Table 1, entries 5 and 6). The resulting 
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tori are all different, at least as 3D structures, because of distinct embedding. Note 
that the HV lattice is essentially a HH one, the objects differing, however, as 
embedding and electronic structure. In generating chiral tori, the above procedure 
leaves untwisted one of the two constitutive vectors (see above). 

We stress that there exist three approchs for generating/naming toroidal 
lattices non-unique and non-equivalent: Kirby’s11,12, Klein and Zhu37 and Diudea26,27.  In 
this respect several errors have been reported in the literature 38. 

Encoding the type of tessellation can be done, for example, by the spiral 
code.39-41 It was first proposed for coding and constructing spherical fullerenes. We 
adapted the spiral code for tubular structures.42 In a periodic tubular net, the spiral 
code brings information on size and sequence of faces and embedding the actual 
object on the parent (4,4)[c,n ] lattice. The α-spiral code for the polyhex tubes is 
given in Table 2 and for the polyhex toroids is given in Table 3.  

Table 2 
Ring spiral code of tubes. 

 Series Ring spiral code 

1 H/Z[c,n]  

2 HHt[c,n]  

3 HVt[c,n] 

4 V/A[c,n] 

 
Table 3 

Ring spiral code of tori. 
 Series Ring spiral code 

1 H/Z[c,n] nc ]6[ 2/  

2 HH[c,n] tntc /2/ ])6([  

3 HV[c,n] tntc 2/])6([  

4 VH[c,n] tctn 2/])6([  

5 VV[c,n] tctn /2/ ])6([  

6 V/A[c,n] 2/]6[ nc  

 
The number t inside the brackets equals the helicity43 while the number out 

the brackets gives the steps of a helix. Note that the helicity could be less than t, if 
an integer number of steps appear. 

 
3. Perfect Clar and Perfect Corannulenic Structures 
A perfect Clar structure44,45 PCS (Figure 12a) is a vertex disjoint set of 

faces whose boundaries form a 2-factor. A k-factor is a regular k-valent spanning 
subgraph. A PCS will include each vertex of G once and only once. It is associated 

]6[ 2/cn ⋅
]6[)2/1( 2/))2/1/( ctcctn −⋅−

]6[2/ cn ⋅
]6[2/ cn ⋅
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with a Fries structure,46 which is a Kekulé structure drawn over the maximum 
possible number of benzenoid (alternating single-double edge) hexagonal faces. A 
Kekulé structure is a set of pairwise disjoint edges of G (covering all its vertices) 
that coincides with a perfect matching and a 1-factor in Graph Theory.47 A trivalent 
polyhedral graph has a PCS if and only if it has a Fries structure. 

By extension, a perfect corannulenic system PCorS can be imagined.36 
The operation48 sequence Leapfrog-Quadrupling, applied on trivalent maps, provides 
a perfect Clar-like corannulenic structure PCorS, with the associated Fries-like 
structure defined on all the vertices of graph, excepting the corannulenic core ones 
(Figure 12b, in black). 

 

 
Table 4 gives the criteria for the perfect Clar structures PCS in tori: divisibility 

by 6 of the net dimensions (see also49-52). These criteria superimpose over the metallic 
(open-shell) character ones. In the opposite, Clar fullerenes (available by Leapfrog 
operation) show closed-shell structure.49,50 

The last column in Table 4 gives the criteria for the perfect corannulenic 
structure PCorS. Any PCorS is necessarily a PCS. The supplementary condition is 
divisibility by four of the net dimensions. 

Table 4 
Covering criteria for perfect Clar and perfect Corannulenic structure 

 in polyhex tori originating in square tiled tori 

No Torus 
Criterion for 

perfect Clar structure PCS 

Criterion for 
perfect Corannulenic structure 

PCorS 
 Non-Twisted   
1 H/Z[c,n] 0 mod (c,6) 0 mod (c,12); 0 mod (n,4) 
2 V/A[c,n] 0 mod (n,6) 0 mod (c,4); 0 mod (n,12) 
 H-Twisted   

3 HHt[c,n] 0 mod (c,6) 
0 mod (c,12); 0 mod (n,4); 

0 mod (t,4) 

(a) (6,3)H[24,36] PCS (b) (6,3)H[24,36]) PCorS  

 

Figure 12. The perfect Clar and Cor structures of a H/Z polyhex torus (see text). 
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No Torus 
Criterion for 

perfect Clar structure PCS 

Criterion for 
perfect Corannulenic structure 

PCorS 

4 HVt[c,n] 0 mod (n,6) & 
0 mod(t,6) 

0 mod (c,4); 0 mod (n,12) 
0 mod (t,12) 

 V-Twisted   

5 VHt[c,n] 0 mod (c,6) & 
0 mod (t,6) 

0 mod (c,12); 0 mod (n,4); 
0 mod (t,12) 

6 VVt[c,n] 0 mod (n,6) 
0 mod (c,4); 0 mod (n,12); 

0 mod (t,4) 

 
 
4. CONCLUSIONS 
We have presented a way for modifying the tiling of a nanostructure by 

cutting the tetragonal (4,4) lattice, embedded in the torus or cylinder, to give the 
hexagonal (6,3) covering.  The topology of polyhex tubes and tori was described 
by the α-spiral code, adapted for tubular objects. 

A perfect corannulenic system PCorS was proposed, by analogy to the 
well-known perfect Clar system, to give account for some supra-organized fully-
resonant π-electronic aromatic systems in fullerenes, nanotubes and nanotori.  

It is worthy to note the recent interest in the field of toroidal nanostructures 
after the publication of results on magnetic behaviour  by Terrones et al 53. The 
authors have shown that corrugated tori, constructed from C60 connected along the 
3-fold axis, show ring currents of 3 orders of magnitude larger than that of benzene. 
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ABSTRACT. A mathematical model of the limestone thermal decomposition process has been 
developed in order to determine the evolutions of temperature, solid and gaseous products 
distribution in the vertical limekiln. 

The modeling approach considers the kiln divided into four different subsystems: the 
gas phase, two solid phases (limestone and coke) and the kiln wall. The model incorporates a 
detailed mathematical description for the two phases presented into the system, also taking 
into account the heat transfer through the kiln wall. The gas phase, solid phases and kiln wall 
have been modeled using mass and heat balance equations for counter-current flow systems. 
Both time and spatial distribution for gaseous and solid components are described revealing 
the interactions between different subsystems considered.  

A variability study has been used to point out the main process variables and material 
properties included in the dynamic model. The dynamic model has been compared and fitted 
with process data collected from an industrial limekiln resulting in a dynamic simulator able to 
show the evolution of the main process variables versus time and space. 
 
 
 
1. INTRODUCTION 
Calcium oxide (lime) is one of the most used raw materials for different 

industries: constructions, steel manufacture, chemical processes, environmental 
protection etc. In soda ash manufacture, both process products are needed: gaseous 
flow (carbon dioxide) and solid flow (lime). The lime manufacture process is performed 
in vertical kilns. 

The decrease of energy consumption and efficient use of raw materials for 
the decomposition process of the limestone in the vertical lime kiln may result in 
important economic benefits. 

Mathematical modeling and simulation in dynamic conditions of the vertical 
lime kiln represent a valuable tool for studying different construction design approaches, 
operating strategies and control system design configurations.  

 
2. MATHEMATICAL MODEL 
The vertical lime kiln is divided in three zones. The first zone is the heating 

zone for the solid phase (a mixture of limestone and coke) and at the same time 
the cooling zone for the gaseous phase. The second zone is the thermal decomposition 
zone of the limestone and coke combustion. The third zone is the cooling zone for 
the solid phase (lime) and the heating zone for the gaseous phase (air) that enters 
into the kiln. 

The kinetics of the endothermic decomposition reaction of calcium carbonate 
decomposition:  

3 2CaCO CaO CO→ +  

is considered to follow first order Arrhenius’ law.  



ANA-MARIA CORMOS, CALIN CORMOS, ŞERBAN AGACHI 
 
 

 56 

The coke combustion was modeled using the overall reaction scheme of 
Amundson in which both CO and CO2 are recognized as primary products: 

 

kc
2 2

η 1 η 2
2 C O 2 CO CO
η 2 η 2 η 2

+ + → +
+ + +

 

where η-is the primary production ratio
3070

70 Teη
−

= ⋅  [1]. 
  

Assumptions: 
o Model parameters are constant in the radial 

cross section of the kiln; 
o Limestone is uniformly distributed across the 

kiln section; 
o Flowing regime is ideal for both phases (plug 

flow); 
o Both gas and solids velocity is considered 

constant. 
The modeling approach considers the lime kiln 

divided into four different subsystems: the gas phase, 
two solid phases (limestone and coke) and the kiln 
wall.  

The model incorporates a detailed mathematical 
description for the different phases describing also the 
heat transfer through the kiln wall.  

The gas phase, solid phases and kiln wall, have 
been modeled using mass and heat balance equations 
for counter-current flow systems. The mathematical 
equations of the model are presented below [2-5]. 

The mathematical equations for heating 
and cooling zones: 

 

i pi i i
i p energi

i

Q c T T
Q c S

v t z

∂ ∂⋅ = − +
∂ ∂

 

 

    
p

p p energp

T
M c S

t

∂
⋅ ⋅ =

∂
 

where: 
cp - specific heat, [kcal/(kg K)] 
M - mass per unit height of vertical kiln, [kg/m] 
Q - flow rate, [kg/h] 
T - temperature  [K] 
v - gas and solids velocity, [m/h] 
i - gas, limestone and respective coke  
Senerg – energy source terms.  
 

The source terms in the heat balance equation include: heat fluxes from 
gas to solids and wall and from solids to wall. 

Figure 1. Limekiln 
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The mathematical equations for reaction zone: 
 
 

o Total Mass Balance Equation: 
 

1 i i
mass

i

Q Q
S

v t z

∂ ∂⋅ = − +
∂ ∂

 

 

o Components Mass Balance Equations: 
 

( ) ( )1 m j m j

comp j
s

Q x Q x
S

v t z

∂ ∂
⋅ = − +

∂ ∂
 

 

( ) ( )1 g k g k

comp k
g

Q x Q x
S

v t z

∂ ∂
⋅ = − +

∂ ∂
 

 

o Heat Transfer Equations: 
 

i pi i i
i p energi

i

Q c T T
Q c S

v t z

∂ ∂⋅ = − +
∂ ∂

 

 

p
p p energp

T
M c S

t

∂
⋅ ⋅ =

∂
 

where: 
 

cp - specific heat, [kcal/(kg K)] 
M - mass per unit height of vertical kiln, [kg/m] 
Q - flow rate, [kg/h] 
T - temperature  [K] 
v - gas and solids velocity, [m/h] 
x - component concentration 
Indices: 
i - gas, limestone and respective coke  
j - CaCO3 and CaO 
k - O2, CO2, CO and N2 
Smass, Scomp, Senerg - source terms.  
 

 
Extra source for mass (Smass) are due to limestone thermal decomposition 

reaction and coke combustion.  
Carbon dioxide and carbon monoxide are transferred from the solids 

phases to gas phase (Scomp). 
Senerg terms include: reactions heat (endothermic limestone decomposition 

reaction and exothermic coke combustion), heat fluxes from gas to solids and wall 
and from solids to wall. 

For the simulation the thermal decomposition process of the limestone in a 
vertical limekiln, the parameters presented in the table 1 were used. 

 



ANA-MARIA CORMOS, CALIN CORMOS, ŞERBAN AGACHI 
 
 

 58 

0 4 8 12 16 6000 

7000 

8000 

9000 

10000 

11000 

Limekiln Height [m] 

Li
m

es
to

ne
 fl

ow
 (

C
aC

O
3+

C
aO

) 
[k

g/
h]
 

 

Table 1. 
Parameters of the model 

Limekiln parameter: 
Height 
Diameter 

 
H = 16 m 
D = 4.5 m 

Input flows: 
Air flow 
Limestone flow 
Coke flow 

 
Qg = 9676 kg/h 
Qm = 10500 kg/h 
Qc = 1000 kg/h 

Feed composition: 
Air 
Limestone 
Coke 

 
XO2 = 0.233; XN2 = 0.767; 
XCaCO3 = 0.98 
XC = 0.8 

Input feed temperature T0 =  20 + 273K 
Velocity: 
Solid phases 
Gas phase 

 

vs = 0.4062 m/h 
vg = 1.5 m/s 

 
3. RESULTS AND DISCUSSIONS 
The mathematical model of the limestone decomposition process was 

simulated using MATLAB software package (version 7).  
The simulation of the mathematical model of the limestone thermal 

decomposition process reveals the evolutions (both in time and space) of temperature, 
solid and gaseous products distribution in a vertical lime kiln. 

Some of the most representative simulation results are presented in the 
figures below. The limestone is the principal raw material of the process, the feed 
of limestone is on the top of lime kiln, so that in the figures below the bench mark 
“0” is the top of lime kiln. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Limestone flow profile along the kiln height 
 
 
In the figures 2, 3 and 4 the limestone, gas and coke flow profiles along the 

kiln height are presented. The flows are constant in the heating and cooling zones 
of the kiln. The decompositon of calcium carbonate and coke burning processes 
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lead to decreased of solid flows in the reaction zone. Also, the gas flow is increased 
along the reaction zone because of carbon dioxide and carbon monoxide formation 
in those two processes. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Coke flow profile along the kiln height 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Gas flow profile along the kiln height 
 
 
The figure 5 shows that the calcium oxide concentration increases along 

the reaction zone (from top to bottom of the limekiln) at value 89.43 % [weight %]  
what is corresponded to 95.7 % conversion of limestone.  

In figure 6, the carbon dioxide concentration profile on the vertical limekiln 
is presented. The concentration of the carbon dioxide on the top of the limekiln 
obtained by simulation has value 38.2% [volume %] and is comparable with the 
one obtained in the real plant (38-41% [volume %]). 
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Figure 5. Calcium oxide concentration profile along the kiln height 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. Carbon dioxide concentration profile along the kiln height 
 
 
The limestone (CaCO3 + CaO) Tm, coke Tc, gas Tg and inside kiln wall Tp 

temperatures profiles are presented in the figure 7. 
The figure 7 shows that the solids temperatures increase in the heating 

zone. The limestone and coke introduced on the top of the kiln are heated by the 
warm gaseous phase, leaving the reaction zone, up to the point when limestone 
thermal decomposition and cook burning begin. The lime resulted in the decomposition 
zone is cooled in the third zone with the gaseous phase (air) introduced at the 
bottom of the kiln. The maximum of temperatures are in the second zone where the 
coke’s burning reaction takes place in parallel with thermal decomposition of the 
limestone. The wall temperature profile follows the gaseous and solid phases profiles. 

In the table 2, the simulation results of the limekiln are compared with real 
plant operation data in order to validate the application developed for simulation of 
the process. 
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Figure 7. Temperatures profile along the kiln height 
 

Tabel 2. 
Comparison of simulation results with real plant data 

Parameter Real plant dataparameters Process simulation results 

Reaction zone temperature 
Output gas temperature 

Gas composition [volume %]: 
CO2 
O2 
CO 

Output lime temperature 
Lime composition [weight %]: 

CaCO3 
CaO 

Efficiency of limestone 
decomposition 

Thermal efficiency of limekiln 

1050 – 1200oC 
80 – 160oC 

 
38 – 41% 

0.4 – 1.5 % 
0.5 – 2.5 % 
50 – 120oC 

 
< 10 % 
> 80 % 

91 – 96 % 
 

75 % 

1159oC 
130oC 

 
38.2 % 
1.12 % 
0.58 % 
120oC 

 
7.16 % 
89.43 % 
95.7 % 

 
76 % 

 
From the comparison of simulation results with data collected from the real 

plant a close similarity can be observed. This fact validates the mathematical model of 
the process and the simulation results obtained using MATLAB software package.  

The dynamic behavior of the lime kiln was also investigated in the 
presence of the typical process disturbances (e.g. limestone flow variation). Some 
of the representative results are presented in the figures 8 and 9. 

The process response at a step increase of ∆Qm=+10% are characterized 
by the oscillation of parameters. The oscillation amplitude of parameters is 
decreasing in time, needing more than 20 hours to attend a new stationary phase. 

The simulation results were compared with real plant operation data in 
order to validate the application developed for the process. From the comparison of 
the simulation results with data collected from real plant operation a close similarity 
can be noticed. This fact validates the mathematical model of limestone decomposition 
process in a vertical kiln.   
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Figure 8. Dynamic response of limestone flow for a step increase of ∆Qm=+10% 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. Dynamic response of limestone temperature for a step increase of ∆Qm=+10% 
 

4. CONCLUSIONS 
Modeling and simulation of the thermal decomposition of limestone in the 

vertical limekiln was done using MATLAB software.  
The evolutions in both time and space of the process parameters (solid 

and gaseous flows, composition of the streams, temperatures) were studied during 
the limestone decomposition process. The simulation results were compared with real 
plant operation data in order to validate the application developed for the process.  

The mathematical model of the limestone thermal decomposition can be 
used to study the behavior of the process in changing operating conditions and the 
influence of different disturbances on the thermal decomposition of limestone. The 
process simulation results can be very useful to establish the optimal operation 
conditions and to design the control system for the plant. 
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ABSTRACT. The paper presents results of using artificial Neural Networks (NN) in chemistry 
and chemical engineering applications. Several incentives accomplished by NN are revealed 
and sustained by relevant examples: capability of predicting the behaviour of systems for which the 
first principle modelling is difficult or insufficiently known (Simulation of Electrochemical 
Impedance Diagrams), capacity of building reliable dynamic models subsequently used for 
model based control (Model Predictive Control of the Drying Process of Electric Insulators) 
and ability of ANN to perform classification tasks where the membership of individuals to 
specific groups is not obvious (Characterisation of Commercial Vinegar). 
 
 

 
1. INTRODUCTION 
The field of NN has a history of five decades but it has found solid 

application only in the last decade and the field is still developing rapidly. Founded 
on an idealised model of the biological neuron, the calculation paradigm of NN is 
able to represent information on complex systems. The main characteristics of the 
NN model are the inputting of information (signals) from exterior or other units of 
the network, feeding it to the given unit (neuron) that processes it and then sending it, 
as output, to other units or output of the network. The main benefits of the NN approach 
consist in its remarkable ability of learning, generalisation and robust behaviour in 
the presence of noise [1]. As a consequence, the NN may be successfully used for 
modelling systems in which detailed governing rules are unknown or are difficult to 
formalise, but the desired input-output set is known. The NN prediction capability of 
generating new values of outputs is usually highly appreciated. 

The use of NN models for control purposes has gained considerable attention 
in the field of chemical process control, being the subject of several scientific reports, 
as they are increasingly applied for system identification and controller design [2]. 
The favourable opportunities offered by the NN also consist in important savings of 
computer resources, having direct effect over the on-line computation in control 
oriented applications. The results presented in the following, reveal the potential of 
NN for both simulation and control applications. 

 
2.SIMULATION OF ELECTROCHEMICAL IMPEDANCE DIAGRAMS 
The NN approach has been used to improve the electrochemical impedance 

spectroscopy (EIS) set of experimental data by NN simulation, for copper electro-
deposition. The trained NN, with data obtained in different experimental conditions 
(electrode potential, and thiourea concentrations), were used: (i) to improve the 
estimation of two important electrochemical parameters (the double layer capacity 
of the interface and the electrolyte resistance) by generating supplementary output 
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data for new frequency values, both inside and outside the investigated domain; (ii) 
to generate impedance spectra for new electrode potential values within the investigated 
range of the potential [3]. 

The investigated system has been considered as having three input 
variables: the continuous amplitude component of the sinusoidal applied voltage, 
the signal frequency and the thiourea concentration. First, the NN has been trained 
using the bulk set of experimental data (90% of the original experimental set). 
Second, in order to test the NN generalization capability, the remained subset of 
experimental data (10% of the original experimental set) was operated. Results 
showing the comparison between the experimental and NN simulated data are 
presented in figures 1 to 3, for for all the three NN output variables: current amplitude, 
real part and imaginary part of the electrochemical impedance. 
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Figure 1. Comparison between NN simulated data and experimental data for current 

amplitude. Experimental conditions: sinusoidal frequency ranging from 2.2 Hz to 6.8 kHz; 
thiourea concentration c=10 mg/l. 
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Figure 2. Comparison between NN simulated and experimental data for the real part Re(Z) 
of the electrochemical impedance. Experimental conditions: sinusoidal frequency ranging 

from 2.2 Hz to 6.8 kHz; thiourea concentration c=10 mg/l. 
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Figure 3. Comparison between NN simulated and experimental data, for the imaginary part 

Im(Z) of the electrochemical impedance. Experimental conditions: sinusoidal frequency 
ranging from 2.2 Hz to 6.8 kHz; thiourea concentration c=10 mg/l. 

 
Results presented in figures 1 to 3 reveal a good prediction capability of 

the trained NN, with good results for the case of the presented frequency range: 
2.2 Hz to 6.8 kHz. 

Additional investigation has been performed to study the prediction capability 
of the trained NN for generating outputs of the electrochemical system for input 
variables having values situated between (different from) the experimental values 
used in the training or testing steps. Thus, different values for the amplitude and for 
the frequency of the input electrode potential have been supplied to the NN and the 
obtained results are presented in figure 4. 
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Figure 4. Nyquist plot presenting NN predicted values of the electrical impedance for different 
values of the input electrode potential. Experimental conditions: sinusoidal frequency ranging 

from 2.2 Hz to 6.8 kHz; thiourea concentration c=10 mg/l. 
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The obtained results fit to a shape that conforms with the expected form 
(qualitatively inferred by induction) for the electrochemical impedance. This agreement 
proves that the trained NN were able to predict well the electrochemical impedance 
of this complex system, otherwise difficult to be described using analytical models. 

 
3. MODEL PREDICTIVE CONTROL OF THE DRYING PROCESS OF 

ELECTRIC INSULATORS 
The high-voltage electric insulator production implies a first step batch drying 

process in order to reduce the moisture content of the drying product from 18-20% 
to 0.4%, performed in special gas-heated drying chambers. Gas and air flow rates 
are controlled according to a special program, during a period of about 100 hours, 
in order to obtain the desired moisture content and avoiding the risk of unsafe tensions 
in the drying products. Building a detailed first principle model, able to thoroughly 
describe the spatial and temporal evolution of properties inside the electric insulator 
body and needed in model based control, is complex and not yet reliable [4]. The NN-
based control may overcome some of these problems.  

The NN model of the dryer has been developed to serve two goals. The 
first one is to provide information on time evolution of target variables, inherently 
needed for prediction in the Model Predictive Control (MPC) algorithm. The second 
one is to infer the moisture content of the drying product, based on available measured 
variables, model that is later used for NN observer based MPC. The NN developed 
model has the complimentary property of requesting reduced computation effort, 
supplying the algorithm with speed necessary for real time implementation. 

Taking into account that the target variable, i.e. the moisture content of the 
product, is not available for direct measurement, a NN based state observer is 
proposed for its estimation. The data provided by the NN state observer is used for 
feedback MPC of the product moisture content, as shown in figure 5, [5]. 
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Figure 5. Structure of the control system for direct moisture content control using NN based 
state observer and NN based MPC controller. 
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The time dependent setpoint selection for the moisture content is based on 
practical and theoretical considerations concerning the time evolution of the product 
drying-rate. The conditions stated by the above mentioned considerations are best 
fulfilled by a seven-segment ramp function, which is actually used as setpoint. 
Simulations were conducted using this control structure and the results, for two 
10% heating power disturbances applied at both t=3000 s and t=1250000 s, are 
presented in figure 6. 

Figure 6. Setpoint (dashed line) following and disturbance rejection ability for direct moisture 
content control using NN based state observer and NN MPC (solid line). 

 
The simulation results for this control structure show both good setpoint 

following and disturbance rejection capability. The applied model predictive algorithm 
has a few special features that makes it more effective: it operates with constraints 
on manipulated variables and controlled variables; in order to obtain the feasible 
and feasible control performance, a nonlinear form of the MPC algorithm was used; the 
MPC controller was tuned according to the dynamic sensitivity analysis. A significant 
reduction of the computation time (2:1 ratio) has been also observed as a consequence 
of NN model use that requires less computer power compared to the first principle 
model. 

 
4. CHARACTERISATION OF COMMERCIAL VINEGAR BY NEURAL 

NETWORKS 
The aim of this appication was to classify several vinegars using the Neural 

Networks approach [6]. The classification was based on the determination of eleven 
analytical parameters of commercial vinegars, divided into five categories according to 
the raw material: white wine vinegar (WWV), red wine vinegar (RWV), alcohol vinegar 
(ALV), apple vinegar (APV), and non-coloured industrial vinegar (NIV). The analytical 
parameters assessed were the usual employed for controlling and monitoring the 
quality of vinegar: total acidity (g·L-1) detached in volatile acidity (g·L-1) and fixed 
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acidity (g·L-1), pH, dry matter (g·L-1), ash content (g·L-1), sulphates (g·L-1), chlorides 
(g·L-1), glycerol (g·L-1), total polyphenol index (TPI, dimensionless), Folin-Ciocalteu 
index (FCI, dimensionless) and modified colour intensity (MCI, dimensionless). 
Ninety-four commercial vinegars were acquired in six supermarkets in Tarragona 
(Catalonia, Spain) during the year 2000. The markets selected cover most of the sales 
to consumers of food and beverages. Samples were taken directly from every meter of 
displayed product in the stand (i.e. those brand names with more rack space are 
represented with more samples). Using this sampling method a representative mix, 
directly related to the market share of each vendor, was achieved. As a result, the 
number of vinegars per categories was not homogeneous (WWV: 54 samples; RWV, 
32 samples; ALV, 3 samples; APV, 4 samples; and NIV, 2 samples). 

First, the NN has been trained to learn the vinegar categories based on the 
original set of data from which a randomly selected set of data (testing set) has 
been extracted. Second, the trained NN was used for testing the prediction 
capability using the testing set of not yet encountered data. For the testing set of 
13 vinegar samples the NN succeeded to predict the right category, without any 
mismatch. The obtained results showed a good capability of the NN to classify the 
vinegar category.  

Results of this NN based category classification, for the testing set of data, 
are presented in Table1. 

 

Table 1  
NN based category classification 

Predicted category Sample no. Actual category 
WWV RWV NIV APV ALV 

4 WWV � - - - - 
10 APV - - - � - 
15 WWV � - - - - 
25 ALV - - - - � 
30 RWV - � - - - 
34 RWV - � - -  
44 RWV - � - - - 
47 WWV � - - - - 
56 WWV � - - - - 
64 WWV � - - - - 
72 RWV - � - - - 
78 WWV � - - - - 
82 WWV � - - - - 

 
Another NN was trained to classify the producer. For the same set of 13 vinegar 

samples, this special trained NN succeeded to predict the producer (among the set of 
9 producers), with small errors. For this case the classification errors vary, when 
picking different sets of training/testing data, from perfect match to one mismatch 
out of the 13 samples. A perfect match case is presented in Table 2. 

The results show a good capability of the NN to classify the vinegar, according 
to both investigated criteria: category and producer. Results also demonstrate that 
NN succeed to capture the intrinsic relationship between vinegar properties and 
producer, thus stating that product characteristics are strongly dependent on the 
production techniques. 
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Table 2  
NN based producer classification 

Predicted Producer Sample 
no. 

 

Actual 
Producer 

P1 P2 P3 P4 P5 P6 P7 P8 P9 
4 P1 � - - - - - - - - 
9 P1 � - - - - - - - - 
14 P2 - � - - - - - - - 
26 P2 - � - - - - - - - 
30 P3 - - � - -     
34 P3 - - � - - - - - - 
44 P4 - - - � - - - - - 
47 P4 - - - � - - - - - 
56 P5 - - - - � - - -  
64 P6 - - - - - � - - - 
72 P7 - - - - - - � - - 
78 P8 - - - - - - - � - 
82 P9 - - - - - - - - � 

 
 
5. CONCLUSIONS 
Important incentives of the ANN approach are explored, such as modelling 

process for which detailed governing rules may be difficult to formalize as first 
principle models and reducing the computation time in the case of nonlinear model 
based control. Simulation results also reveal benefits for the NN based MPC using 
the NN based observer approach (control of inferred variables), compared with 
traditional direct feedback control methods. 

For the simulation of electrochemical impedance diagrams the employed 
NN architecture was of the multilayer feed-forward structure with the backpropagation 
training algorithm used for computing the network biases and weights. Two layers 
of neurons have been considered, having the tan-sigmoid transfer function for the 
hidden layer and the purelin transfer function for the output layer. The quasi-Newton 
Levenberg-Marquardt algorithm was used for training the NN and an early stopping 
method was applied for preventing the NN overfitting and for improving generalisation.  

For the dynamic NN based model of the drying process the NN inputs are 
the states of the system at current moment of time t together with the manipulated 
variables, and the NN-outputs are the three state variables considered at the next 
sampling time t+∆t. The trained NN is designed to predict one step into the future 
the behaviour of the state variables. Applied repeatedly, the dynamic NN predicts 
the time evolution of the state variables over a desired time horizon. 

For the classification purposes the NN architecture had a radial basis layer 
and a competitive layer. The first one computed the distance between the input vector 
and the training input vectors, generating a vector with elements measuring the 
deviation with the training input vector. The second layer processed the deviation 
vector for each class of inputs creating a vector of probabilities from which the 
competitive transfer function selects the maximum of the probabilities. 
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Designing the network architecture, i.e. the number of layers and the number 
of neurons in each layer of the NN, is not a trivial task as there are no simple rules 
for setting them. Trial and error techniques still play an important role for setting a 
minimal but successful NN structure. Another important aspect is the pre-processing 
of the data used for training the NN. Expunging the outliers in the process of 
training and repeating the training procedure with the remaining set of data may be 
a good choice to filter the noisy or non-confident process data. 

Although NN do not prove to be a panacea for all modelling or control 
purposes they present incentives for a large set of applications showing continuous 
open improving potential for further development. 
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ABSTRACT. The paper deals with applications of genetic algorithms (GA) optimisation in chemical 
and process engineering. A novel optimisation procedure has been developed that is aimed at 
reducing an effect of premature degeneration. The description of optimisation algorithm is given. 
Solutions of two chemical engineering problems are also presented. The results show that the 
developed GA optimisation subroutine is efficient tool for solving complex nonlinear problems of 
chemical and process engineering. 
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1. INTRODUCTION 
Genetic algorithm is relatively modern stochastic optimisation strategy. 

Applications in chemical in process engineering range from structural and parametric 
optimisation of processes, apparatus and systems (see e.g. [1]) via process modelling 
(e.g. [2]) to expert systems (for instance [3]). 

GA strategy has an opinion of efficient optimisation technique for global 
optimisation of combinatorial problems, such as, for instance, scheduling of batch 
processes. The application to problems with only continuous variables is possible 
though rare. Deterministic approaches are expected to be more reliable tools for such 
problems. However, one should take into account such difficulties with deterministic 
methods as e.g. discontinuities of functions. 

Similarly to other stochastic optimisation methods such as adaptive random 
search (ARS) or simulated annealing (SA) there are many versions of GA. In fact, 
only few common rules are applied in majority of GA optimisation techniques published 
in the literature, such as:  

• fixed number of members in generated populations, 
• given number of generated populations applied commonly as stopping 

criterion, 
• crossover operator is the basic mean for genetic changes (though there 

exist many types of such operator) while mutation is treated as auxiliary operator. 
Some procedures developed in the literature are quite complex while others 

simple. It is difficult to assess effectiveness of some versions suggested in the literature 
since insufficient tests had been carried out. More sophisticated versions usually 
ensure higher probability of locating global optimum. Such approaches need, however, 
more control parameters which have to be tuned by the user for specific problem. 
This requires a lot of trials and, also, user’s experience. 
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In this work we present a GA-based optimisation method that is designed for 
general nonlinear mixed-integer optimisation problem (MINLP). We have attempted to 
reach a compromise between reliability of locating global optimum (that usually requires 
complex algorithm, many operators and numerous control parameters) and easiness of 
application (that requires a simple algorithm and a small number of control parameters). 

In the following we present a description of the developed method. Then, 
examples of applications from chemical and process engineering are given. 

 
2. GENETIC ALGORITHMS  
The developed approach is aimed at solving general problem as follows: 

),(FCmin yx                  (1) 

 s.t. 
0=),(hk yx ,    k=1, …, K           (2) 

0≤),(g yxl ,    l=1, …, L           (3) 
U
ii

L
i xxx ≤≤ ,    i=1, …, I            (4) 

U
jj

L
j yyy ≤≤ , yj∈Dj,   j=1, …, J           (5) 

where: x is vector of continuous variables and y is vector of discrete variables. 
In contrast to early GA methods our algorithm does not use traditional chro-

mosome code. We have applied easy and “natural” for technical problems representa-
tion where chromosome is defined by a vector of decision parameters. To cope with 
inequality constraints a well known penalty function approach was adapted, i.e. the 
original goal function was augmented by penalty terms. 

Equality constraints are dealt for in two ways: 
 

1) by replacing each equality by a pair of inequalities: 
hk(x,y)=0 → hk(x,y) ≥ -ε  and  hk(x,y) ≤ ε          (6) 

where: ε is a sufficiently small number 
2) by determining values of some variables sequentially from equations 

or by solving simultaneous equations set. 
 

The latter approach is more efficient since it reduces number of degrees of 
freedom. However, it is necessary to find such independent variables (i.e. the variables 
that are generated by optimisation algorithm) that linear equations are created in 
regards to the dependent variables. This is greatly facilitated by a possibility of applying 
sequential calculations in frame of GA.  

In order to increase chances of survival of the best fitted individuals and to 
decrease an effect of “premature degeneration” we applied the so called “genetically 
modified sub-population”. Members of this sub-population are created by using genetic 
operators to randomly chosen members of the parent population. Next, we form an 
intermediate population that is the superset of the parent population and genetically 
modified sub-population. The selection mechanism chooses the individuals that create 
the parent population of next generation. It is worthwhile noting that the sub-population 
has less number of members than the parent population and the number of its 
members is determined by a control parameter called modification ratio u_mod. 
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The procedure of genetic algorithm optimisation is given in the following. 
Figure 1 illustrates the main steps. 

 

Figure 1. Flow sheet of optimisation algorithm 
 

1) input values of control parameters 
• population size NPOP, 
• total number of populations generated in optimisation NPOK, 
• number of genetic operators NOPER, 
• modification ratio u_mod, 
• probabilities of using the operators p_geni (i=1,..., NOPER) 
[As in many others GA optimisation methods the population size is kept 

constant during optimisation. Also, given total number of generated populations is 
used as the stopping criterion.] 

 

2) Calculation of parameters for fitness function. 
Fitness function with penalty terms is calculated from: 
• for minimisation:  FP=Cmax-FC-CK            (7) 
• for maximisation: FP=Cmin+FC-CK            (8) 
 

Parameters Cmax, Cmin are calculated as follows. A set of many individuals (e.g. 
10.000) is randomly generated and parameters Cmax, Cmin are determined from: 
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• for minimisation: Cmax= abs(max{FC+CK})           (9) 
• for maximisation: Cmin=abs(min{FC-CK})         (10) 
where abs () is the operator transforming negative into positive value  
 

3) calculation of genetically modified population size  
NPOPgen=int (u_mod*NPOP) 
where int () is the operator that transforms real number into integer one 

4) creation of initial population POP0 

5) calculation of fitness function for members of population POP0 from (7) 
for minimisation or from (8) for maximisation. 

6) calculation of probabilities p0i (i=1, ...,NPOP) for selecting individuals 
from population POP0.  

7) creation of genetically modified sub-population  
a. selection of genetic operator i with probability p_geni 
b. selection of individual (individuals) i for genetic modifications with 

probability p0i  
c. creation of modified individual (individuals) i by using selected operator 
d. points a) and b) are performed until given size of sub-population NPOPgen 

is reached 

8) calculation of fitness function for members of sub-population POPgen. 

9) calculation of probabilities p1i (i=1,...,NPOP+NPOPgen) for selecting 
individuals from the superset consisting of sub-population and parent population 

10) creation of offspring population having NPOP members by choosing 
members from the superset consisting of parent population and sub-population 
with probability p1i (the superset is intermediate population) 

11) the population from previous step is copied into parent population of 
next generation 

12) points (5) to (11) are performed until generation number is greater 
than NPOK 

In the present version of the algorithm we applied the following genetic 
operators: 

 

1. Simple crossover. Two parents exchange information by interchanging 
parts of their chromosomes. For selected parents and randomly chosen cutting 
position “k” in chromosomes the operation is given by: 

{x1,x2, ...,xn} + {y1,y2, ...,yn} → {x1,x2,...,xk,yk+1,...,yn} + {y1,y2,...,yk,xk+1, ...,xn} 
 

2. Arithmetic crossover. This operation though operates on two parents 
gives only one offspring that is linear combination of parents as follows: 

{x1,x2, ...,xn} + {y1,y2, ...,yn} → {r*x1+(1-r)*y1,r*x2+(1-r)*yn,..., r*xn+(1-r)*yn} 
 

3. Heuristic crossover. Similarly to the arithmetic crossover also one 
offspring is produced from two parents. However, offspring’s chromosome depends 
on fitness functions of parents according to: 
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{x1,x2, ...,xn} + {y1,y2, ...,yn} →P 
P={x1+r(x1- y1), x2+r(x2- y2),...,xn+r(xn- yn)}, if FP(X)>FP(Y)  

or 
P={y1+r(y1- x1), y2+r(y2- x2),...,yn+r(yn- xn)}, if FP(Y)>FP(X) 
 

4. Uniform mutation. One parent is selected and, then, randomly chosen 
position “k” of chromosome is mutated in such the way that its value is changed by 
the value chosen from the entire range - see eqs (4, 5). Selection of the position in 
chromosome and choice of the value is performed using uniform distribution. 

 

5. Non-uniform mutation. This operator differs from the previous one since 
the value of parameter x[k] is chosen from the range given by:  

<x[k]-∆, x[k]+∆>. Parameter ∆ is defined by the formula: 
∆= (xU – xL)*(1-r (1-n/NPOK)*B)            (11) 

where: n- current number of generation, r - random number from the range <0,1>, 
B - constant parameter. 

It is important to note that “∆” is the function of number of populations generated 
to the moment and “∆” increases with an increase of this number. In consequence, range 
of values for parameter “k” diminishes in course of optimisation. 

 

6. Local mutation. Randomly selected position x[k] from also randomly chosen 
individual is changed according to: p[k]=x[k]±∆, where: ∆=(xU-xL)/C, C – operator’s 
parameter. 

 

7. Range limit mutation. Randomly chosen position x[k] of individual’s chromo-
some is given upper (xU) or lower (xL) limiting value with uniform distribution. The 
operator may have significant effect in case where optimum values of some variables 
are at their range limit. 

 
3. EXAMPLES OF APPLICATIONS 
At present the optimisation method is in course of testing procedure. The aim 

is to test its robustness and computational efficiency for a wide variety of optimisation 
problems that can be met in chemical and process engineering. Also, we intend to 
find possibly narrow ranges of values for control parameters. The results will be 
published in forthcoming work. Some general guidelines are given in summary section. 
In this paper we present results for two problems from chemical engineering.  

 

3.1. Chemical reaction equilibrium  
The problem was first given in [4] and considered also in [5-7]. This is 

minimisation of Gibbs free energy for chemical reaction system, i.e. determination 
of reaction equilibrium composition. For N species, temperature T and pressure P 
the free energy function is approximated by equation (12) according to [4]: 
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where: Gi
o – standard free energy of specie i at temperature T, i – denotes specie, 

xi – moles number of specie i, P – pressure, GM –Gibbs free energy of a system. 
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Constraints of material balance have to be added, such that: 

j
i

iij bxa =∑  j=1, …, number of atom types in the system      (13) 

where: aij – number of type „j” atoms in specie „i” after reaction, xi –moles number 
of specie „i”, bj – number of type „j” atoms  

We consider here literature example from [4] - calculation of the composition 
of gases after combustion of stoichiometric mixture of hydrazine and oxygen at 3500 K 
and 750 kPa. Ten species can potentially exist in a system after reaction: (i=1,...,10): 
H, H2, H2O, N, N2, NH, NO, O, O2, OH (H, O are radicals). There are three (3) types of 
atoms: (j = 1, ..., 3,  j = 1 denotes H, j = 2 denotes N and  j = 3 denotes O). 

The optimisation model for hydrazine combustion is given in the following (symbol 
ci denotes parameters (Gi

o/RT+lnP) in eq. (12)). Values of ci were taken from [4] . 
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subject to: 
x1 + 2x2 + 2x3 + x6 + x10 = 2          (15) 
x3 + x7 + x8 + 2x9 + x10 = 1          (16) 
x4 + 2x5 + x6 + x7 = 1           (17) 

vector of parameters ci: 
c=[-6.089 -17.164, -34.054 -5.914 -24.721 -14.986 -24.100 -10.708 -26.662 -22.179] 

Optimal solution according to [7] is:  
x* = [0.04034785  0.15386976  0.77497089  0.00167479  0.48468539  

0.00068965  0.02826479  0.01849179  0.03849563  0.10128126],  
f(x*) = - 47.760765 

The problem has seven degrees of freedom since three equality constraints 
can be used to eliminate three variables. We solved the problem in this way and 
obtained the global optimum f(x*) =-47.7602 using 6 members in population, 5000 
populations and with modification ratio u_mod=0.95. The genetic operators were 
given the following probabilities: simple crossover – 0.1, arithmetic crossover – 0.1, 
heuristic crossover – 0.2, uniform mutation – 0.05, non-uniform mutation – 0.25, 
local mutation – 0.25, range limit mutation – 0.05.  

 

3.2. Design of a Multi-product Batch Plant 
The plant consists of a sequence of M batch processing stages which are used 

to manufacture N different products. In each stage j, Rj units operate independently 
in parallel and all the units within a given stage j have the same size Vj. The time 
required to process one batch of product i in stage j is given by tij, where tij≥0. 

The required unit size, Vij, for processing product i in stage j is given by 

iijij BSV ≥ , i=1,...,N,  j=1,...,M            (18) 

where Bi (kg) is the batch size for product i, Sij is a constant. The unit sizes Vj must 
then be chosen to satisfy 

ijj VV ≥ ,   i=1,..., N,  j=1,..., M             (19) 

and they are available in a continuous range of sizes  
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U
jj

L
j VVV ≤≤ ,  j=1,..., M               (20) 

where Vj
L, Vj

U are given limits. 
The plant operates in a steady cyclic condition, and no auxiliary storage is 

available, so each product batch, once started, must be processed through all 
stages without any waiting time. Over a given period of operation H (h), the number 
of batches, ni, of each product, and their sizes Bi, must be chosen to achieve the 
required production Qi (kg). 

iii BnQ =                  (21) 
The number of units in each stage must be chosen so that all the batches 

can be processed. The resulting sequencing and capacity constraints are complex, 
and require the introduction of a large number of auxiliary zero-one variables. 
However, a much simpler constraint, which gives good sub-optimal solutions was 
obtained in [9] by the following reasoning. 

One average, the time taken to process the ni batches of product i in stage 
j will be (nitij/Rj), and clearly we must have 

∑
=

≥
N

i
jiji /NtnH

1
,    j=1,..., M               (22) 

The sequencing constraints prevent the continuous use of all units in all 
stages, so that equality cannot in general be obtained for all j in (22). On the other 
hand, it is clear that the scheduling can always be done if the period H is long enough 
to allow the maximum cycling time, TLi, given by 

)/N(tmaxT jij
,...,Mj

Li
1=

= ,    j=1,..., N             (23) 

in every stage. This leads to the constraint 

∑
=

≥
N

i
LiiTnH

1
,                 (24) 

The true optimum lies between the limits (22) and (24) and if this difference 
is large it might be worthwhile to consider the general sequencing constraints, but 
here we are using (23) and (24) following other authors. 

The design problem is thus to choose the Bi, Vj, and Rj to minimize the 
capital cost C of the plant, given by 

∑
=

=
M

j

β

jjj
jVRαC

1
                (25) 

It is clear that the number of batches (ni) treated in a given arbitrary period 
H need not be integer-value, but the number of units (Rj) in each stage must of course 
be positive integers so the problem is a mixed integer nonlinear program (MINLP). 
This class of problem is very difficult to solve.  

By elimination of the intermediate variables, this relaxed problem may be 
formulated as follows. Chose the Bi, TLi, Vj, Rj to minimize (25) subject to: 

∑
=

≤⋅N

i i

Lii H
B

TQ

1
                (26) 
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iijj BSV ≥ ;   ijLij tTR ≥⋅ , i=1,..., N,  j=1,..., M         (27) 

Problem has been solved for two sets of data that differs largely as for 
scale of combinatorial complexity: 

• N=2 products in M=3 stages what is equivalent to 27 combinations of 
discrete variables with 13 inequalities 

• N=5 products in M=6 stages what is equivalent to 4096 combinations of 
discrete variables with 61 inequalities.  

Two formulations of the optimisation problem has been applied, original 
one as described above that requires solution of MINLP problem and modified one 
developed by the authors which requires solution of NLP problem only. 

The global optima according to [8] are: 
for data set (i): 

C=38499.8; Rj[1 1 1]; Vj[480  720  960]; Bi[240  120]; TLi[20  16]. 
for data set (ii): 

C=285510; Rj[2 2 3 2 1 1]; Vj[3000 1891.64 1974.683 2619.195 2328.100 
2109.797]; Bi[379.7467  770.3054  727.5089  638.2978  525.4531]; 
TLi[3.2  3.4  6.2  3.4  3.7]. 

 

This problem is difficult for GA methods. At first it has many continuous variables 
and relatively few discrete ones, hence, it is not of highly combinatorial nature. As it was 
mentioned such problems are rather seldom solved in chemical engineering using GA 
methods. At second, the problem is ill-defined in regards to constraints at the global 
optimum. The analysis showed that changes of decision variables of order 0.01% 
around optimum values (in both directions) cause that the solution becomes infeasible. 
It can be considered that many constraints are practically active. Such optimisation 
problems are extremely difficult for GA since the method isn’t able to ensure high precision 
for continuous variables. 

Optimisation of this multi-product batch plant has been considered in several 
works and researchers attempted to solve it using both deterministic as well as 
stochastic optimisation methods. Authors [9] successfully solved this problem but 
only for data set (i) applying branch and bound approach. Advanced General Benders 
Decomposition approach, the same as used in well known commercial solver DICOPT 
from GAMS [10] was employed by authors [8]. It was found that solutions obtained 
depend on starting point and only linearisation by logarithmic transformation ensured 
the global optimum independent on initialisation. 

Stochastic strategy from adaptive random search (ARS) class was applied 
in work [11]. It gave sufficient reliability only for data set (i). At last, authors [12] applied 
simulating annealing (SA) strategy. Also in this case sufficient reliability was reached 
for data set (i). 

The authors developed on the basis of problem analysis a modification that 
allowed to eliminate discrete variables Rj and continuous ones Vj. Additionally 
inequality constraints were eliminated, too. In result, the MINLP problem was simplified 
to NLP one with reduced number of continuous variables and number of inequality 
constraints as well.  

The reasoning which leads to the modification is as follows. 
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It can be concluded from the analysis of the goal function that variables Nj 
and Vj (j=1,...,M) have to reach admissible minimal values that meet constraints 
(27), which, in turn limit the variables from the lower bounds. For each j-th stage at 
least one of the constraints on products  i=1,...,N must be active in the optimal 
solution. Since lower bounds on Nj and Vj determined by (27) depend only on Bi 
and TLi , hence, the latter should be chosen as decision (independent) variables in 
optimization. Other variables become dependent ones and can be determined from 
active constraints (27), which, after transformation, become equations (28,29). 




















=

Li

ij

i
j T

t
intmaxN ,   for i=1,...,N, j=1,...,M          (28) 

( )iij
i

j BSmaxV = ,   for i=1,...,N, j=1,...,M           (29) 

where operator int(x) transform real  x to integer one such, that: int(x)>x, function 
max[B] returns the element from set B of maximal value. 

Thus, the original problem with both continuous and discrete variables 
defined as MINLP has been reformulated as NLP one with significantly reduced 
number of decision variables and, also, inequality constraints. It is of importance that 
such reformulation is possible only in frames of stochastic approaches, such as GA, 
where one can make direct use of computer programming language applied to code 
the optimisation method. 

Using this NLP formulation it was possible to reach significantly better 
results even for data set (ii). Table 1 summarises results of our computations for 
data set (i) and table 2 for data set (ii). 

Table 1. 
Results of calculations for data set (i) 

 
Optimisation model 

type 

 
Goal function 

values 

 
Total no. of 
population 

 
Population 

size 

 
Number of function 

evaluations 

MINLP 38557.5 8000 28 224000 
NLP 38499.5 5000 16 80000 

 

Table 2. 
Results of calculations for data set (ii) 

 
Optimisation model 

type 

 
Goal function 

values 

 
Total no. of 
population 

 
Population 

size 

 
Number of function 

evaluations 

MINLP 312386.3 20000 24 480000 
NLP 285787.3 10000 56 560000 
 
As one can expect better reliability was achieved for NLP formulation. For both 

data sets the global optimum was achieved with moderate number of goal function 
evaluations. In case of MINLP formulation the method located the global optimum 
for data set (i). For the second data set (ii) the results differ from global optimum but 
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this is negligible difference. Additionally, it is worth noting that our results are close 
to those obtained with application of other stochastic approaches as ARS from [11] 
or SA from [12]. The optimal rate of evolution was reached with modification ratio 
u_mod from range 0.15-0.30. The probabilities of using operators that we consider 
proper for the problem are of order: simple crossover – 0.2, arithmetic crossover – 0.12, 
heuristic crossover – 0.5, uniform mutation – 0.02, non-uniform mutation – 0.1, 
local mutation – 0.02, range limit mutation –0.04. 

 
4. SUMMARY 
The GA based optimisation method has been developed. The approach has a 

novel feature that was developed to decrease an effect of premature degeneration 
which prevents locating global optimum. In our method an intermediate population 
is created that is a superset of parent population and genetically modified sub-
population. The latter consists of modified individuals created by genetic operators 
applied to randomly selected members of parent population. The size of sub-population 
is smaller than that of parent one and determined by control parameter u_mod. 
Members of intermediate population compete with each others during selection to the 
next generation. It was proved in our tests that addition of such the sub-population 
prevents premature degeneration. The algorithm of optimisation approach is given 
in the paper as well as description of seven genetic operators used in the method.  

Application of the developed method for two chemical engineering problems 
is reported. The first problem consists in minimisation of Gibbs free energy of 
chemically reacting system – see also papers [4-7]. This is NLP task with seven 
degrees of freedom. The second problem is of MINLP type. This is structural and 
parametric optimisation of multi-product batch plant considered also in [8,9,11,12]. 
For second data set it is very difficult for solution to global optimum for deterministic 
and stochastic optimisation approaches.  

For both problems global optimum solution has been obtained with our method. 
It is worthwhile noting that less number of goal function evaluations were needed in 
comparison with other stochastic approaches as e.g. simulating annealing from [12] or 
adaptive random search of authors [11].  

The GA method has been also successfully applied to solve complex heat 
exchanger network retrofit design problem [13] as well as to smaller MINLP tasks 
from process engineering. The optimisation method was also tested using some 
typical problems for stochastic optimisation. The approach showed sufficient robustness 
and can be recommended for solving typical NLP problems. 

It can be concluded that the developed optimisation approach is robust 
technique for solving MINLP problems of chemical and process engineering. We are in 
course of investigations aimed at finding good values of control parameters. Here, 
we limit ourselves to some general guidelines: 

• number of members (NPOP) should 4 to 10 times higher than number 
of variables  

• parameter u_mod should be of order 0.5-0.55 
• probabilities of the genetic operators should be higher than 0.0 (i.e. we 

should use all the operators available). However, the influence of their values is complex 
and problem dependent. 
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SYMBOLS 

CK  sum of penalty terms in augmented goal function 
Dj  set of values for “j-th” discrete variable 
FC  original goal function in optimisation 
FP  fitness function 
g  inequality constraint 
h  equality constraint 
MINLP Mixed Integer Non-Linear Programming 
NLP  Non-Linear Programming 
x/x  continuous variable / vector of continuous variables 
y/y  discrete variable / vector of discrete variables 
 

Subscripts 
L   refers to lower limit 
U  refers to upper limit 
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ABSTRACT.  The aim of this work is to discuss the results of two surveys on e-learning carried out 
at eight chemical engineering faculties from seven European countries. The first survey was conducted 
with students, the second with faculty members. The focus of the survey was on aspects such as 
computer and network facilities, on-line use, personal skills in several computer applications, 
and use of computer-based learning materials. Similarities and contrasts regarding e-learning 
were analysed within the group of students as well as between students and faculty members. 
For the students, differences considering gender, faculty, and region were studied using both, 
descriptive and multivariate statistical techniques. Results show that the differences in computer 
use were stronger between different faculties than between women and men. The use of information 
and communication technologies is still evolving and all stakeholders (organisation, students 
and staff) are still exploring the best procedure to reach the maximum potential of these tools. 
Students’ attitudes towards e-learning are rather conservative and the driving force depends 
mainly on the faculty members, who have a slightly more positive attitude to distance-learning 
initiatives. This positive attitude promotes a large number of e-learning activities. Efforts range 
from single personal initiatives to cooperative projects on regional, national or international level. 
The EuPaCe.net consortium (www.eupace.net) challenge consists in building a community that 
bundles some of these efforts, providing a platform to create an international online community. 
 
Keywords: e-learning, chemical engineering, comparative study. 
 
 
 
1. INTRODUCTION 
This work presents the results of a study on e-learning in higher education 

in Europe that was conducted within the European Network for E-Learning in 
Process and Chemical Engineering (EuPaCE.net). Most analyses about the e-
learning situation show that, independently of the domain, most initiatives, after a 
time of pioneering and expansion, lead to insufficient transfer of know-how and 
lack of sustainability of the applications developed. Still, e-learning initiatives in 
higher education are often “lone ranger” approaches (Bates, 2000) with high development 
costs and low pedagogic (not to mention economic) benefit. Harmonization, standards 
and communication about best practices is needed to achieve synergies. The 
central issue of the study consisted in the identification of trends, challenges, and 
open questions about e-learning in process and chemical engineering. Therefore, the 
study comprised two surveys that addressed the two most important groups in 
chemical engineering higher education: the first survey was conducted with students, 
the second with faculty members. This allows to draw conclusions about the e-
learning market in European higher education for chemical engineering, comparing 
“vendors” (faculty members) and “customers” (students). 
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Both surveys were carried out with different questionnaires. While the student 
questionnaire consisted of rating questions, the faculty members questionnaire focused 
more on open questions for qualitative analysis. In addition, the questionnaires of 
students and faculty members contained some identical or comparable rating items 
on attitudes towards the use of new information and communication technologies, 
so that similarities and contrasts of students’ and faculty members’ opinions and 
preconceptions about e-learning could be analysed.  

Moreover, to get a more detailed picture of the students’ situation, classical 
statistical methods and multivariate statistical techniques (cluster analysis, linear 
principal component analysis and linear discriminant analysis; Montgomery and Runger, 
1998; Ross, 1999) were applied to study similarities, differences and relationships 
among student variables like gender, faculty affiliation, and region. The advantages 
of these techniques is that results are shown in easily interpretable graphical plots. 
In particular, facing the high importance that is currently being put on the issue of 
gender mainstreaming by national and European authorities, the analysis of gender 
differences in the population of chemical engineering students was of interest. 

The results of the study provide the empirical basis for guidelines for e-
learning in process and chemical engineering, that are being developed by the 
EuPaCE.net consortium. At the open internet platform (available at www.eupace.net), 
a cooperative work space is provided for the discussion of the guidelines among 
the chemical engineering community. 

This paper is organised as follows: in section 2, methodology and results of 
the students survey are presented. Section 3 is dedicated to the faculty members 
survey. In section 4, both surveys are compared to discuss similarities and contrasts of 
students’ and faculty members’ preconceptions. Section 5 provides the conclusions. 

 
2. STUDENTS SURVEY 
The student survey was carried out with a questionnaire comprising 54 items, 

divided into four aspects: (1) personal data, (2) computer experience, (3) attitudes 
towards computer based learning, and (4) motivation for studying. The following 
questions were addressed: 

- What is the current state of private access, computer use, and computer 
experience of the students? 

- How do students judge the use of computers at their faculty? 
- To what extend are students knowing and using computer-based applications 

for learning that are offered by their faculty? 
491 students at Bachelor and Master level participated in the study (Table 1). 

The sample sizes differed considerably at the different faculties, and therefore 
comparison between the different faculties can only be made in an explorative manner 
and conclusions have to be drawn with caution. In view of the historical and general 
economic situation, we distinguish for the analysis of regional differences between 
EU-15 (represented by Barcelona, Berlin, Lappeenranta, Manchester, Oxford and 
St-Etienne) and East-EU, (represented by Bucharest and Cracow). In average, 
participants were 23 years old. 45% of the total sample were women, but only 27% 
of the EU-15 sample. 80% of the subjects stated to have advanced English language 
skills (90% in EU-15 vs. 65% in East-EU). 
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Table 1  
Description of the sample. 

University Faculty/Department n 
Ecole Nat. Supérieure des Mines de St-Etienne 
(EMSE, France) 

Sciences, Information et 
Tech. pour l’Environnement 101 

Jagiellonian University of Cracow (JUC, Poland) Chemistry 7 
Lappeenranta University of Technology (LUT, Finland) Chemical Technology 53 
Technische Universitaet Berlin (TUB, Germany) Process Dynamics and 

Operation 42 

Univ. of Barcelona (UB, Spain) Chem. Eng. and Metallurgy 22 
University of Manchester (UMIST, England) Process Integration 21 
Univ. of Oxford (UOX, England) Engineering Science 25 
University Politehnica of Bucharest (UPB, Romania) Chemical Engineering 220 

 
 
2.1. PRIVATE ACCESS TO COMPUTERS AND THE INTERNET 
At home, 87% of the total sample had access to a computer (96% in EU-15 

vs. 77% in East-EU), 75% had access to the internet (91% in EU-15 vs. 56% in East-
EU). Table 2 shows the distribution of Internet connection speed. While almost half 
of the connections in EU-15 are high-speed, this is the case for only about one 
third in the East-EU sample. 

In the total sample, there are gender differences concerning computer 
access at home (81% of women vs. 91% of men), internet access at home (66% of 
women vs. 82% of men), and speed of internet connection (37% of women vs. 50% of 
men have high speed connection). These results are caused by the situation in the 
East-EU sample. 

 

Table 2 
Speed of private internet connections (% of total). 

 
 

Slow < 56k Medium Fast > 768k Total 
Men 17 % 28 % 46 % 91 % 

EU-15 Women 17 % 22 % 58 % 97 % 
Men 20 % 17 % 33 % 70 % 

East-EU Women 18 % 28 % 10 % 56 % 
 
 
2.2. COMPUTER USE 
In average, the students use a computer for 25 hours per week (range 0 to 

170, standard deviation, SD = 21), thereof 15 hrs/week online (range 0 to 104, SD = 16). 
For studying, they use computers for 12 hrs/week (range 0 to 105, SD = 12), thereof 6 
hrs/week for studying online (range 0 to 80, SD = 8). There is a considerable variation 
in the intensity of computer use between subjects. Most students use computers to 
a relatively low extent, while a minority seem to spend most of their daytime with 
computers. There is a substantial difference in the average time between the different 
faculties: for total computer time ranging from an average of 19 hrs/week (TUB) to 43 
hrs/week (UMIST), or for online time for studying ranging from an average of 2 hours 
(TUB, UB) to 11 hours (UMIST). Computer use time is strongly related to computer and 
internet access at home (Figure 1). 
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Figure 1.  Computer use time for students: influence of private internet connection. 
 
 
Students without private internet access only spent about half of the time than 

their fellows with private internet access. For computer use time related to their study, 
this difference is smaller. Despite the gap in computer and internet access at home, 
differences in computer use time between EU-15 and East-EU are rather small. 

The analysis of gender differences show a considerable difference in total 
time (women 19 vs. men 30 hrs/week). However, gender differences in computer 
use for studying were much smaller (women 11 vs. men 14 hrs/week). Concerning 
the effect of gender on computer use, a notable difference between EU-15 and 
East-EU was found. In the East-EU sample, gender difference in total computer 
time is stronger (East-EU: women 16 vs. men 33 hrs/week; EU-15: women 24 vs. 
men 29 hrs/week). In the EU-15 sample, women spend more time for studying with 
the computer than men (15 vs. 14 hrs/week), while in the East-EU sample the 
situation is reverse (9 vs. 14 hrs/week). 

 
2.3. COMPUTER SKILLS 
Students were asked to rate their skills from 0 (no skills) to 3 (expert). 

According to their answers, they can be grouped into: 
(1) Basic skills (word processing, internet use, e-mail, spread sheet): average 

= 2.0, “no skills” < 10%. 
(2) Domain specific skills (simulators, graphics software, programming 

languages): average = 1.0, “no skills” < 50%. 
(3) Extra skills (web design, database systems): average = 0, “no skills” > 50%. 
 

There are considerable differences in the self-ratings of computer skills in 
relation to internet access at home. In all categories of skills, students without private 
internet access rate their skills lower than students with private access. Also, regional 
and gender differences in the self ratings could be identified (Figure 2). In all categories, 
women from the East-EU sample gave the lowest self-rating. 
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2.4. ATTITUDES TOWARD LEARNING WITH COMPUTERS 
Table 3 shows the ratings for six statements about learning with computers 

(0 = ”completely disagree”, 3 = ”completely agree”). Most students agree that 
computers should play a bigger role in their studies, that the quality of materials 
should be improved, and would like to have a wider choice of learning materials. 
However, they mostly also agree that the current extent of computer use is adequate, 
and they do not want traditional lectures to be replaced by learning with computers. 
From the students’ point of view, higher quality, better integration, and variety of 
computer applications are rather needed than higher quantity of computer use. 
Overall, the students’ attitudes toward learning with computers can be characterised 
as moderate to slightly positive, but not enthusiastic. 

 

0 0,5 1 1,5 2 2,5 3

Women EU-15

Men EU-15

Women East-EU

Men East-EU

Basic skills

Domain skills

Extra skills

 
Figure 2.  Regional and gender differences in self rating of computer skills. 

 
Table 3 

General attitudes toward learning with computers. 
 Mean SD 
“I prefer learning with computer based learning software to attending a 
lecture“ 1.4 0.9 

“Learning with computers should play a bigger role in my studies“ 1.9 0.9 
“I would like to have a wider choice of computer based learning 
materials for my studies“ 2.0 0.8 

“Currently, the extent of computer use in my studies is adequate“ 1.8 0.8 
“The quality of computer based learning materials for my studies should 
be improved“ 2.0 0.8 

“We are already using computers too often in my studies” 1.2 0.9 
 
 

2.5. PERCEPTION OF OFFERS AND USE OF APPLICATIONS 
In the total sample, download of course materials is the best-known application 

(63% of the students perceive that downloads are offered by their faculty), followed 
by electronic communication (49%), online learning modules (33%), and virtual courses 
(14%). There are substantial differences in the perception of offers related to internet 
access at home.  
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The perception of offers is also related to the speed of the internet connection: 
students with a faster internet connection perceive more offers, while students without 
private access tend to ignore some of the e-learning applications offered. Also, the 
region is related to the perception of offers. East-EU faculties seem to offer less e-learning 
applications to their students than EU-15 faculties. The patterns of the offers is reflected 
in the percentage of actual use of the different applications (Figure 3). 
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Figure 3.  Relations between internet connection at home and use of applications. 
 
 
2.6. MULTIVARIATE ANALYSIS 
All variables group in a very predictable way. Just four linear principal 

components explain 75% of the variability of the original data: the key aspect is the 
use of computer (it is not very important if it is online or offline, at the university or at 
home). Also, the differences of gender behaviour can be neglected. 

The linear discriminant analysis performed to find differences among students 
coming from different locations just includes five variables (a variable is not included 
because their behaviour is random or because their variability is already considered in 
another variable already included): use of computer at the university, gender, cost 
of the internet connection, e-mails related to study and time devoted to online study 
at home. Using this 5 variables, we can predict with a probability of 44 % to which 
University the student attends, while random probability is 16 % (Figure 4): 

 

- Ecole Nationale Supérieure des Mines St-Etienne (EMSE): 41 %. 
- Lappeenranta University of Technology (LUT): 25 %. 
- University of Manchester (UMIST): 70 %. 
- Technische Universitaet Berlin (TUB): 78 %. 
- University of Barcelona (UB): 72 %. 
- University of Oxford (UOX): 48 %. 
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3. FACULTY MEMBER SURVEY 
The faculty member survey was conducted in two rounds. In the first round, a 

questionnaire was applied, containing 13 questions. About half of the questions 
were ratings, while the rest had open answers with free text (e. g., “What are the major 
advantages of e-learning in your opinion?”). In the second round, the results of the 
questionnaires were subject to a group discussion during a meeting of the EuPaCE.net 
project. On average, the 18 participating faculty members were 41 years old and had a 
teaching experience of 13 years. Faculty members were from the same departments 
than the students, and members of the EuPaCE.net consortium (Table 1). 
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Figure 4.  Linear discriminant analysis of the EU-15 students. 

The most important results of the faculty members survey are summarised 
in the following. The general observation of “continuity and diversity” for the introduction 
of e-learning into academic education (Lepori et al., 2003) also applies to the present 
chemical engineering sample. Instead of provoking revolutionary changes, the integration 
of e-learning applications into the curricula is a slow, incremental process. At the moment, 
only one of the partners offers complete online courses, the others are still traditional 
campus universities. The most widely used information and communication technology 
(ICT) application is offering learning materials for download, and commu-nication via e-mail. 
Web-based interactive learning modules and virtual courses are still rare. Accordingly, 
the rationale behind the introduction of e-learning is in most cases the enrichment of 
face-to-face learning scenarios to improve the quality of learning. The survey revealed a 
considerable diversity in the use of e-learning within and between different chemical 
engineering faculties. For a staff member‘s engagement in e-learning, individual 
preferences are more important than organisational (not to mention national) culture. Table 
4 summarizes some of the positive and negative comments and feedback received. As 
major challenges for e-learning in chemical engineering, the following issues were identified 
through qualitative content analysis of open questions and the group discussion: 

- How can we integrate technology and pedagogical requirements? 
- We need reliable tools for rapid development of e-learning materials. 
- How can we keep our e-learning materials constantly updated? 
- How can we develop and implement interactive process simulators, close to 

real industrial processes. 



LAUREANO JIMÉNEZ ESTELLER 
 
 

92 

- How can we produce modules to achieve deep understanding and avoid 
superficial playing with e-learning applications? 

- How can we integrate theory with online modelling, simulation and 
experiments? 

- What about licence problems, authentication and intellectual property rights? 
 

Table 4 
Advantages and disadvantages of computer-based learning. 

Advantages Disadvantages 
Visualization/Illustration/Animation: relations of 
input-output variables 

Students’ loss of motivation: no clear objectives 
and no evaluation criteria 

Available anytime, anyplace Lack of personal contact → abstraction 
Enhance motivation Superficial learning 
Fast access to new releases Which is the cost/benefit ratio? 
To archive and provide course material Never do with technology what could be done 

better without it 
To prepare fast/interactive questions and an-
swers tests 
Student motivation 

Initiative valuable for a few percentage of stu-
dents that are deeply interested in learning 
(“They will learn anyway”) 

 
4. COMPARISON OF SURVEYS 
Overall, the results of both surveys match quite well, and there seems to be a 

“mainstream” of experiences, opinions, and preconceptions about e-learning that is 
shared by students and faculty members. Nonetheless, there are also some notable 
differences between the two groups of the surveys. Comparison of attitudes towards e-
learning shows that the relations between the different items are similar in both groups, 
e.g. students as well as faculty members tend to agree that the quality of e-learning 
applications should be improved, and tend to disagree that computers are already 
being used too often for learning. But for all items, the tendency of the ratings of 
the faculty members can be interpreted as somewhat more in favour of e-learning 
than the students’ ratings (Figure 5). The average staff members’ attitude score on 
a scale from 0 (very negative) to 3 (very positive) was slightly more positive than 
the students’ attitude score (2.0 vs. 1.6). 
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Figure 5.  Attitudes towards computer base-learning (CBL). 
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Figure 6.  Attitudes towards different e-learning applications. 
 
Today’s most prevalent e-learning application is download of course mate-

rials, followed by electronic communication and online learning modules. Virtual 
courses are still rare. For both groups, prevalence is reflected by the judgment of 
the importance of different applications (Figure 6). Once more, faculty members 
show a general tendency to rate e-learning applications as more important than the 
students do, regardless of the type of application. 

 
5. CONCLUSIONS 
Summing up, the results of the study show that the use of information and 

communication technologies in chemical engineering education is still evolving. 
The vast majority of the students are already using computers in their daily life and 
for their studies. Students’ attitudes towards e-learning are rather moderate, and 
there seems to be no urgent demand for new applications from their part. So, the driving 
force for innovations are the faculty members, who have a slightly more positive 
attitude towards e-learning and often act as “lone rangers” in experimenting with novel 
e-learning solutions. The situation on the higher education market for e-learning is 
characterised by “customers” that are generally open for new solutions, but have to be 
convinced by high quality offers. At least campus-based students are not very much 
interested in becoming completely virtual, nor are the faculty members planning tovirtualise 
chemical engineering higher education completely. Blended learning is the future. 

Analysis shows that there is no substantial gender effect in computer use 
for chemical engineering students, i.e. the differences were stronger between different 
faculties than between women and men. Therefore, in EU-15, gender mainstreaming 
actions for chemical engineering higher education should primarily focus on attracting 
more women to increase their presence in engineering, instead of developing 
computer literacy programs for women that are already dedicated to chemical 
engineering. The most important precondition for perception and use of e-learning 
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offers, as well as for developing advanced computer skill, seems to be private 
computer and internet access. While in EU-15, women (at least if they are studying 
chemical engineering) have equal private access than men, women in East-EU have 
considerably less private access than their male fellows. Here, gender mainstreaming 
could consist in financing private computer access for women. On the other hand, in 
EU-15, the vast majority of chemical engineering faculty members are men, and the 
support of academic careers for women in engineering could be an appropriate measure. 

Above gender issues, the great challenge on the European level consists 
in building a community that bundles the efforts and makes sure that the “lone 
rangers” of e-learning do not get annihilated in the academic wilderness. The 
EuPaCE.net project is an attempt to integrate and harmonize the currently existing 
activities in the field of e-learning in process and chemical engineering through an 
international dialogue, and the development of guidelines. We aim to achieve an 
international cooperative network with participants from various backgrounds. All 
interested actors in the field of process and chemical engineering education are 
welcome to register at the open internet portal www.eupace.net and become part 
of the EuPaCE.net online community. 
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ABSTRACT. This contribution presents a running e-learning system for higher education in 
chemical engineering. The platform is structured in an administrative module and a teaching 
and evaluation module. Administratively, the faculty consists of several departments, 
organizing the student professional specializations. Special requests for the communication 
system are in place. The system is designed to allow further development towards large scale 
distance and continuous learning. 
The main educational characteristic is complemented by the faculty organizational 
management. This refers to: academic records, timetable for students and academic staff, 
students examination and periodical assessment. 
The strategy of developing specific chemical applications relayed on the conclusions of a large 
survey on the computer skills and attitude towards information technology assisted education. The 
survey was made within the academic staff and student population as well. Pilot topics were chosen 
to set up lectures and tutorials using the integrated e-learning platform.  
 
Keywords: Chemical engineering education, e-learning, integrated platform, education 
management. 

 
 
1. INTRODUCTION 
Learning nowadays is a continuous and active process performed with a 

specified goal and applied to real life situations. Traditionally, the main criteria in 
selecting a higher education institution were connected with its prestige and 
location criteria. The location criteria are mainly connected to the life standards, and in 
Romania it played an important role. On the other hand, the prestige criterion brought 
many foreign students to the Romanian Universities. The globalisation process, 
reflected also in education, tends to amplify both criteria and a true education 
market has been created. Because of this, many academic institutions, find themselves 
in a situation of loosing some of their students in favour of other institutions, located 
at larger distances, but better anchored in the education market. 

In Romania, development of infrastructure, communications and information 
systems and services represents a crucial condition for general economic development, 
as well as for integration in the European Union. Developing an education system 
through information and communication technology (ICT) could be the main 
approach to improve engineering education and to avoid the so-called “digital 
divide”: people with low computer literacy are likely to have lower accessibility to 
information on the web than those with higher computer literacy. This would cause 
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a serious discrimination in the information society, as Internet is already a major source 
of knowledge and information in everyday life.  

The industrial chemistry curriculum has a certain characteristic that makes it 
different from other technical courses: the higher amount of shared knowledge between 
different disciplines. By nature, an e-learning system allows modules from different 
disciplines to interact and complete one another (Kartan et al, 2002, Wanks, 1995, 
McCowan, 2002). For all these reasons, the faculty of Industrial Chemistry is the first 
higher education institution in Romania that developed an integrated e-learning system.  

The e−learning platform in the Faculty of Industrial Chemistry was created 
during a joint project, involving University ‘Politehnica’ of Bucharest and SIVECO S.A.. 
This platform resulted from the adaptation of the Siveco commercial product, AEL, 
currently running in about 2000 high schools in Romania (Siveco). 

Within this context we started our project of implementing an integrated e-
learning system, with the specific objectives of 

• developing the existing software environment – SeLFT, 
• delivering straightforward procedures for SeLFT exploitation, addressing 

both student and academic users; 
• content creation for teaching purposes. 
This paper concentrates on the main characteristics of the e-learning system 

initiated in the Faculty of Industrial Chemistry, and the results obtained so far. 
 

2. THE BASIC SYSTEM 
Very often confusion is made between “e−learning” and “distance−learning”. 

Distance learning can use the Internet, but also other teaching materials delivered 
by postal service. By e−learning it is generally understood a learning activity where 
ITC resources such as hardware resources (computers, video projectors, acquisition 
cards, etc) and/or software resources (simulators, interactive multimedia applications, 
e−books, etc) are involved. The use of Internet is not compulsory.  
Computer aided education system may be focused on three different types of 
professor-student relationship: 

1. “distance learning” model, where the education process is Internet supported. 
Although there is the advantage of a great flexibility in managing the students’ time 
and material resources, there is the danger of depersonalising the educational process. 
Essential information may be lost in the feedback process when applying only a 
distance-learning type education model. 

2. “face−to−face learning” model, assisted by ITC resources, characterised 
by extremely low flexibility and full social contact. 

3. “combined” model, maximising the advantages of the previous two. It 
has a “face−to−face” component, since the professor participates physically in the 
classes, and a “distance” component supposing personal learning sessions outside 
the academic teaching schedule, and even in other locations. For the “distance” 
component the Internet, LANs, and CD-ROMs can be used as support. 

Our e-learning system is based on the “combined” model. Therefore the platform 
is to be used by the students in the presence of the academic staff, in the virtual 
classroom (for lectures, certain laboratory activities and during the evaluation processes), 
and in their own time, to scroll through the applications available in the platform library. 
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The system offering both synchronous and asynchronous studying possibilities 
shows a series of features, such as: 

� friendly, easily adaptable and differentiated upon roles interface, 
� differentiated access of users depending on groups and roles, together 

with access privileges easy to manage. 
The platform is based on several standards currently in use in the computer 

aided education community, such as the MathML, SCORM and IMS standards.  During 
the development process Siveco has voted for portability and easy maintenance: 
they use a standard web−browser client application and an application server, based 
on the Java platform. High standard technologies are used (JDBC, JSP, Applets, 
XML).  The content reusability concept is based on packaging description formats 
(in XML there are elements critical for importing and exporting according to the 
current standards in the field). 

Actually the platform consists of three tiers: 
• Database tier, offering all data managements services; 
• Business tier (or LOGICAL tier), running the functional components (modules) 

and offering the users access to applications via local area networks or wide area networks. 
• Thin clients tier, where several users access same application through a 

multithread process, while the application server runs the corresponding application and 
the database server provides the necessary data management services. 

In terms of security such architecture offers certain advantages: an efficient 
management of users and groups of users (regarding mostly access rights to 
information/educational content for users or groups of users, according to files system 
principle) and well−defined access rights to functions (as they can be group upon 
roles and even the roles are configurable) 

 
 

 
 

Figure 1. System Architecture 
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With its three tiers structure the system becomes extensible, scalable and 
distributed. The platform can be considered extensible since addition of new functions 
without disturbing those already in use and reorganizing the system data. Scalability 
should be understood in the sense that one dimension increase is accompanied by 
the automatic increase of the remaining dimensions (to ensure global compatibility). 
The scaling process may occur horizontally, as new machines are added and/or 
vertically, as new servers are added. The database and application servers allow 
connection of several instances running on different machines in the load balancing 
mode. Using one or several central databases servers, the platform shows its distributed 
character, as access is restricted by the administrator through the security module 
 

3. THE MANAGEMENT SUBSYSTEM 
The system architecture, benefiting from the features mentioned before, consists 

of a two-element system architecture: educational process management and content 
delivery. Both present similar importance for a faculty, training more than 1000 students 
for the technical field. 
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Figure 2. Administrative function of the e-learning system 
 

The management features are briefly described in the figure 2. All aspects 
mentioned are fully covered by the platform, allowing students as well as faculty 
management to gain easy and instant access to academic records (figure 3), timetable 
(figure 4) or faculty structure (figure 5).   
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Figure 3. Access gate to full academic records of registered students 
 

The database keeps full records on every evaluation test ever run with aid 
of the platform, offering the desired degree of transparency and fairness. 
 

 
 

Figure 4. Timetable setting for the participants in the educational process. 
 

 
 

Figure 5. Faculty structure 
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4. CONTENT DELIVERY SUBSYSTEM 
The content delivery subsystem consists of modules with a variable degree 

of interactivity as shown in figure 6. The virtual classroom is characterized by the 
largest degree of interactivity, thou many application for self study may show interactivity 
elements as well. 
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Figure 6. Choices in the content delivery subsystem. 

 
Developing educational content is a tremendous challenge in front of the 

academic community. The content development team has adopted a special working 
policy: depending on each department’s needs, the content managers develop 
general rules for content modules, while a small team with more expertise in Macromedia 
Authorware and other software develop complex procedures (Plesu et al, 2002, 
2004). A library has been set up to solve two problems: a) efficient distribution of all 
activities between people, considering their experience level; b) avoiding redundancy in 
the content developing activity. 

The following content modules have been defined for the e-learning integrated 
system: 

- Assisted course−type modules 
They are the most important modules, representing the basis of the content 

library as they have the important role to create fundamental knowledge as required 
by the curriculum. They are used in lecture theatres and locations designated for 
these activities (e−learning laboratories). These modules are accessible only during 
lectures, under academic staff supervision. The content delivery system is meant to 
be developed in Macromedia Authorware, especially for basic disciplines which are 
taught to a larger number of students.  

Power Point presentations are also used for lecture type modules, mainly 
for special topics that are characterised by a high rate of content up-dating. These 
lectures are taught in the specialization years, for a smaller number of students, and 
often are optional courses. Figure 7 presents a possible selection from the “chemical 
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engineering” lecture packages, a lecture type module for “Technical thermodynamics”. 
When selecting a lecture the user can also see some details, such as the name of 
the professor who created the application, the date, a brief description of the lecture, 
etc (see the window in the left upper corner of figure 7). 

 
Figure 7. Assisted course type lecture in “Technical Thermodynamics” 

 
 

- Non−assisted course−type modules follow the scenario of the assisted 
course modules, but are used for individual training. They include a large number 
of explanatory paragraphs, being available through the Internet, and other media 
(CD-ROM, floppy disk, etc.). 

-Tutorial-type modules contain problems and applications and may be used 
both in classrooms (tutorials) and e−learning laboratories, as well as for individual 
study. Figure 8 presents a tutorial type module for technical thermodynamics. The 
application is an active simulation for a refrigeration system, which allows to choose 
automatically the parameters of the refrigerant using an interactive diagram. 

- Evaluation type modules allow tracking the students' performances by the 
academic staff, as well as self−evaluations during the individual training stage (figure 9). 

So far, we have implemented assisted course-type modules and seminar-
type modules for basic topics as programming languages, analytical chemistry, 
numerical methods, applied thermodynamics, transport processes, unit operations 
and process simulation.  
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Figure 8. Interactive application for the description and simulationof a refrigerating system 
 

 

 
Figure 9. Interactive application for self evaluation in Analytical Chemistry. 
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5. STUDENT AND ACADEMIC STAFF FEEDBACK 
Immediately after implementing the system, we launched a feedback 

questionnaire to the students directly involved in the “virtual classrooms”. 70 % of the 
students declared their enthusiasm and appreciation for being able to gain instant 
access to test results, in terms of general score and selection of adequate answers. 
The rest of the students questioned either were not impressed (5 %) or found the 
on−line evaluation stressing (25 %). The last category included students with low 
computer literacy and interest. Most academics in our faculty (around 60 %) are still 
reluctant in changing significantly their teaching style, especially if they consider 
the time required to prepare an interactive lesson and to learn to use the e-learning 
platform. The team involved in this project is putting more and more effort in promoting 
the advantages of computer assisted education, being convinced that the new 
platform will fully demonstrate its value only if it is used extensively. Using such 
modern educational tools will give important opportunities to our faculty to promote 
efficient “life-long learning” and “distance learning” systems which became necessary 
in engineering education.  
 

6. CONCLUSIONS 
We have presented an already in use e-learning platform for a technical 

faculty that has administrative and educational functions. The system is still under 
development, and new features, according essentially to SCORM standards, were 
recently added. The complete system implementation will facilitate both educational 
process and the faculty management.   
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ABSTRACT. This work presents a theoretical model of calculation of stuck cylindrical assemblies, 
based on an energy method. After the determination of the acceptable field of constraints, 
according to the applied load, a variational calculus on the expression of elastic potential energy 
makes it possible to lead to the complete expression of the stress field in the whole assembly. 
A first parametric analysis (geometrical and physical parameters) is carried out on an assembly of 
tubes and makes it possible to deduce the optimal length and the thickness of joining. 

 
Keywords: Adhesion and adhesives; Energy methods; Variational calculus. 

 
 
 
 

INTRODUCTION 
Joining is a powerful technique of assembling which makes it possible more and 

more to replace or to supplement the other traditional methods of assembly (welding, 
riveting or the bolting). However, the optimization of this type of assembly passes by the 
determination of the constraints in the adhesive and the substrates; stresses are strongly 
influenced by the geometrical and physical parameters of the assembly. 

The mechanical performance of an adhesive bonded joint is related to the 
distribution of the stresses in the adhesive film [1]. Consequently it is essential to know 
this distribution which, because of its complexity makes prediction of fracture difficult. 

The first studies are developed on plane assemblies with simple covering 
loaded in traction. The work of Volkersen [2] developed into 1944 leads to a false 
evaluation of the maximum level of constraint because the effects of inflection of 
the supports are not taken into account. 

Compared to the number of recent scientific publications concerning plane 
joints, with simple or double lap [3, 4], there are only a few theoretical publications 
concerning the study of the mechanical behavior in adhesive bonded joints, with 
symmetry of revolution, subjected to traction [5, 6]. 

The first theoretical studies concerning the cylindrical adhesive bonded 
joints are due to Lubkin [7] and Volkersen [8]. They suppose that the supports do not 
become deformed. 

Therekhova and Skorkyi, [9], considered the influence of the pressures which 
are exerted inside and outside the tubes. 

Kukovyankin and Skorkyi, [10], were interested in the action of the moments 
and the axisymmetric forces which make it possible to introduce the inflection into 
the tubes. In this work the orthoradiale constraints are not taken into account. 

The most recent work, concerning the type of assembly considered, is by 
Shi and Cheng, [6]. They build a first stress field using the equilibrium equations 
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and the conditions of continuity of the stresses at the interfaces using an equation 
of compatibility. They then calculated the potential energy associated with this field 
and using the theorem of the minimal complementary energy, they obtain a system of 
differential equations whose solutions allow the determination of the optimal stress field. 

However, if the field of the constraints obtained checks well a part of the equations 
of compatibility, this does not check therefore the totality of the equations of compatibility. 

The treated numerical examples propose the zones of constraints which 
appear at the ends of the joints. The others also provide an outline of the 
consequence of the variations of the various geometrical and physical parameters 
on the distribution and the intensity of shear stresses in the adhesive. 

All the developed techniques, based on the resolution of the associated 
differential equations, encounter a not overcome difficulty which is the taking into 
account of the boundary conditions at the ends of the joint. The damage declaring itself 
in these zones, it is thus important to model the effects edge. 

Armengaud, [11] and Nemes [12] used a technique based on the minimization 
of the potential energy. The first stage consists in building a statically acceptable 
stress field, i.e. checking the boundary conditions and the equilibrium equations. 
The second stage consists in calculating the potential energy generated by such a 
stress field. In the third stage the use of the second theorem of the potential energy 
results in minimizing this energy, in order to determine the stress distributions. 

The analytical approaches which relate to the cylindrical stuck interfaces 
are applicable at the time of estimated calculations, therefore for preparatory project, 
but there is not any doubt that, under complexes loading, the digital simulation is a 
stage impossible to circumvent if we want to optimize an adhesive assembly. 
 
 

RESULTS 

Analytical formulation 
All works showed some difficulties encountered in modeling the stress field 

in the vicinity of the ends of the join.  
The method used to obtain the optimal field for this type of assembly 

consists of: 
� the construction of a statically acceptable field, 
� the calculation of the potential energy associated to this stress field, 
� the minimization of this energy by variational calculus, 
� the resolution of the differential equation obtained. 

 
Definition of the statically acceptable field 
In this work we consider an assembly of stuck tubes subjected to a tensile 

load whose geometrical definitions are represented in fig. 1. The parameters of the 
assembly are: Eit, Eil - Transversal and longitudinal Young’s modulus, νtli - Poisson's 
ratio, ri - Internal radius of the inner tube, ric - External radius of the inner tube, rec - 
Internal radius of the external tube, re - External radius of the external tube, L - Joining 
length, f - Tensile stress following z axis on the inner tube, q - Tensile stress following 
z axis on the external tube. 



ADHESIVE ASSEMBLIES OPTIMIZATION 
 
 

 107 

 
Figure 1. Cylindrical assemblies: 

 
a) Diagram of the adhesive bonded joint; 
b) rrσ  distribution in the cylindrical assembly; 

c) Equilibrium of an elementary section of the inner tube, [ ]i icr r, r∈ . 

The stresses in various materials will be located by the index (i), (i = 1 for 
the inner tube, © for the adhesive and 2 for the external tube). 

To build the statically acceptable field, we will adopt the following hypothesis: 
• the symmetry of revolution imposes that the shear stresses are nulls: 

r z 0θ θτ = τ =  (1) 

• the normal stress in the adhesive will be neglected:  
( )
zz 0σ =      (2) 

• the axial stress will be a function only of variable z. 
The stress field is reduced to the following components: 
� for the inner tube (1): 

(1)
zz (z)σ , (1)

rz (r,z)τ , (1)(r,z)θθσ , (1)
rr (r)σ   (3) 

� for the adhesive (©): 
( )(z)
θθσ , ( )

rz (r,z)τ , ( )
rr cst.σ =   (4) 

� for the external tube (2): 
(2)
zz (z)σ , (2)

rz (r,z)τ , (2)(r,z)θθσ , (2)
rr (r)σ   (5) 
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Table 1 shows the components of the stress field developed in the references. 
We can notice that only the formulations of Armengaud [11] and Nemes [12] do not 
take into account the radial stress, by supposing them null. 

Table 1 

Comparative table of the stress fields. 

References zones σzz σθθ σrr τrz τθz 

Adhesive / σθθ(r,z) / τrz(r,z) / Armengaud [11] 
Nemes [12] Substrates σzz(z) σθθ(r,z) / τrz(r,z) / 

Adhesive / σθθ(r,z) σrr(r,z) τrz(r,z) / 
Shi and Cheng [6] 

Substrates σzz(r,z) σθθ(r,z) σrr(z) τrz(r,z) / 

Adhesive / / σrr(z) τrz(z) / 
Lubkin and Reissner [7] 

Substrates σzz(z) / σrr(z) τrz(z) / 

Adhesive / σθθ(z) σrr(z) τrz(z) / 
This study 

Substrates σzz(z) σθθ(r,z) σrr(r,z) τrz(z) / 

 
The equilibrium equations of an elementary volume of adhesive bonded 

joint length dz are: 

rr rz[r ] [r ]
 r  z θθ
∂ ∂σ + τ = σ

∂ ∂
  (6) 

rz zz[r ] [r ] 0
 r  z
∂ ∂τ + σ =

∂ ∂
  (7) 

The radial stress field (Fig. 1) is supposed equal to: 
(1)
rr 1 i[r r ]σ = α − ; (c )

rr c cst.σ = β = ; (2)
rr 2 e[r r ]σ = α −  (8) 

The continuity of rrσ  makes it possible to write: 

ic c 1 ic ir r   [r r ]= → β = α −   (9) 

ec c 2 ec er r  [r r ]= → β = α −   (10) 

c 1 ic i 2 ec e[r r ] [r r ]β = α − = α −   (11) 
 
 

Expressions of the stresses in the adhesive bonded joint 
In the inner tube (1): 
The equilibrium of an elementary section of the tube enables us to express 

the shear stress (1)
rzτ : 

( )2 2 (1)
i(1) zz

rz

r r d
(r,z)

2r dz

− στ =   (12) 

From expression (12) and equilibrium equation (6), we express directly the 
orthoradial stress in the inner tube 1: 
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( )
2 2 2 (1)

(1) i zz
1 i2

r r d
r,z [2r r ]

2 dzθθ
− σσ = + α −   (13) 

In the adhesive ©: 
Using the equilibrium equation: 

rz zz
rz

1
0

 r r  z
∂τ ∂σ+ τ + =
∂ ∂

  (14) 

and the continuity condition of the shear stress for r = ric, enable us to obtain the 

expression for the shear stress (c )
rzτ : 

( )2 2 (1)
i ic(c ) zz

rz

r r d
(r,z)

2r dz

− στ =   (15) 

The expression of the orthoradial stress in the adhesive is obtained by the 
same manner like for the inner tube 1: 

( )
2 2 2 (1)

(c ) i ic zz
1 ic i2

r r d
z [r r ]

2 dzθθ
− σσ = + α −   (16) 

In the external tube (2): 

The expression of the normal stress (2)
zzσ  can be given starting from the 

equation: 

( ) ( ){ ( ) ( ) ( )2 2 (1) 2 2 (C) 2 2 (2) 2 2 2 2
ic i zz ec ic zz e ec zz ic i e ec

0

r r r r r r r r f r r q
=

− σ + − σ + − σ = − = −  (17) 

that is to say: 

( ) ( )
2 2

(2) (1)ic i
zz zz2 2

e ec

r r
r,z f

r r

 −σ = − σ − 
  (18) 

The expression of the shear stress in the external tube can be given in two 
ways, either by considering the equilibrium of a section of tube, or using the equilibrium 
equation (7) and the condition of continuity of the same constraint at the interface 
with the adhesive. 

These two methods lead to the same expression: 

( )( )2 2 2 2 (1)
e ic i(2) zz

rz 2 2
ec e

r r r r d
(r,z)

2r(r r ) dz

− − στ =
−

  (19) 

The orthoradial stress is obtained immediately and is written: 

( )
2

2 2 2 2 2 (1)
(2) e ic i ic izz

1 e2 2 2
ec e ec e

(r r )(r r ) r rd
r,z [2r r ]

2(r r ) dz r rθθ

α

− − −σσ = + α −
− −

14243

 (20) 

The field is entirely determined and its components are written according to 

the axial stress in the inner tube ( (1)
zzσ ). 
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Expression of the deformation energy 
The expression of the deformation energy is: 

θθ
θθ

θθ

θθ
θθ

 σ νσ τξ = π + − σ σ + + 
 

 σ + ν
+ π + τ + 

 

σ νσ τ+ π + − σ σ +


∫ ∫

∫ ∫

ic

i

ec

ic

rL (1)2 (1)2 (1)2
(1) (1)tl1zz rz

P zz
1t 1l 1t 10 r

rL (c )2
(c )2c
rz

c c0 r

(2)2 (1)2 (2)2
(2) (2)tl2zz rz
zz

2t 2l 2t 2

2
 rdrdz

E E E G

2(1 )
        rdrdz

E E

2
       

E E E G





∫ ∫
e

ec

rL

0 r

 rdrdz

 (21) 

The expressions of the stresses given by the equations (12) to (20) makes 

it possible to simply write the deformation energy according to (1)
zzσ : 

2 2L 2 (1) (1) 2 (1) 2 (1)
(1)2 (1) (1)zz zz zz zz

P zz zz zz2 2 2
0

d d d d
A B C D E F K dz

dz dz dz dz

    σ σ σ σ
 ξ = π σ + σ + + σ + + +   
     

Γ

∫ % % %

1444444444444442444444444444443

 (22) 

where:  1D D k= + α% , 1F F h= + α% , 2
1K K m= + α%   (23) 

The A, B, C, D, E, F, K constants (the same ones as those obtained for the 
case rr  0σ = ) and k, h, m are depending on the load and on the dimensional and 

mechanical specifications of the two tubes and adhesive [8]. 
The constant 1α  is given by the equation (24): 

L 2 (1)
(1) zz

1 zz 2
0

d
2m L k h dz 0

dz

 σα + σ + = 
 
∫   (24) 

and with the boundary conditions in z = 0 and z = L we have: 
LL (1)

(1) zz
1 zz

0 0

 0

d
2m L k dz h 0

dz

=

 σα + σ + = 
 

∫
14243

  (25) 

By carrying out a variational calculus on the expression of the potential 
energy (21) and using the boundary conditions in z = 0 and z = L, we obtain that 

the complementary energy is minimal when (1)
zz (z)σ  is the solution of the following 

differential equation: 
4 (1) 2 (1)

(1)zz zz 1
zz4 2

d (z) d (z) kD
E (B C) A (z) 0

dz dz 2 2
σ σ α+ − + σ + + =  (26) 
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Parametric study of the adhesive bonded joints 
The numerical application developed in this work is presented in the following 

way: we use the configuration presented in table 2, and the load presented figure 
1, figure2 showing the stress distribution in the assembly. 

Table 2 
Analyzed assembly configuration 

Tube 1 Adhesive Tube 2 

r i 
[m

m
] 

r ic
 [m

m
]  

r e
c 
[m

m
]  

r e
 [m

m
] 

L 
[m

m
] 

f [
M

P
a]

 

Glass/Epoxy 
+/- 45° 
Ex = 14470 MPa 
Ey = 14470 MPa 
Gxy = 12140 MPa 
υ = 0.508 

Araldite 
Redux 312 
Ec = 2500 MPa 
Gc = 1000 MPa 
υc = 0.35 

Carbon/Epoxy 
+/- 45° 
Ex = 17090 MPa 
Ey = 17090 MPa 
Gxy = 36380 MPa 
υ = 0.781 10

 

12
 

12
.2

 

15
.2

 

50
 

10
00

 

 
Following, we present an analysis of the influence of various parameters 

affecting the intensity and the stress distribution. This analysis will be reduced to 
the study of the influence of the following parameters: the adhesive thickness, the 
length of adhesive cover, the Young’s modulus of the adhesive and the relative rigidity 
of tubes E2/E1. 

 
 
PARAMETRIC STUDY 
Stress distribution 
Figure 2 shows the stress distributions in the adhesive for the first analyzed 

configuration, that is to say the distributions of the orthoradial and shear stresses. 
We notice that: 
� for σθθ, the maximum values are obtained on the free edges (z = 0, z = L). 

These values are about 60 % of the pressure applied. They are localized at the 
edges, however, the maximum stress σθθ max is obtained in compression,  

� for τrz, we have two peaks of stresses located at equal distance of the 
two free edges (≈ 6,5 mm). The maximum value is about 12 % of the applied effort. 

  
a) b) 

Figure 2. Stress distributions in the adhesive (f = 1000 MPa, L = 50 mm). 
a) The orthoradial stress (σθθ); b) The shear stress (τrz). 

σθθ τrz 
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The peaks do not have the same intensity because of the difference of rigidities 
of the two stuck tubes. We can note that the orthoradial stresses are more important than 
shear stresses. The use of an fracture criterion of the adhesive bonded joint must take 
into account not only the shear stress τrz but also the orthoradial stress σθθ. 

 
Influence of covering length 
Figure 3 shows the influence of covering length on the shear stresses 

distribution. We note thus that when the length of covering exceeds 50 mm, a part 
of this one is not requested any more. This makes it possible to determine a useful 
maximum length of joining. 

We can observe that for low lengths of covering we have a distribution with 
only one peak (fig. 3). Two peaks of constraint appear starting from approximately 
30 mm. By increasing the covering length gradually we observed: 

  
L = 10 mm L = 20 mm 

  
L = 40 mm L = 100 mm 

Figure 3. Shear stress (τrz) distribution according with the covering length (f = 1000 MPa). 

τrz τrz 

τrz τrz 

l l 
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� the reduction of the values of the shear stress in the medium of the joint, 
� the displacement of the peaks of constraints towards the free edges. 

 We notice that there is an optimal length beyond which the maximum constraints 
do not evolve any more. 
 

Influence of adhesive thickness 
The adhesive thickness influence on the intensity and distribution of shear 

stresses is shown in figure 4. We can notice that more we increases the thickness 
of adhesive, the more the values of the constraints decrease on the level of the 
free edges. The distribution tends to being uniform. 

 
CONCLUSIONS 
A theoretical model to calculate the cylindrical assemblies is proposed. This model 

is based on the variational calculus applied on the potential energy in the assembly. 
After having determined all the components of the stress field according to the 

effort (1)
zz (z)σ  in the first tube, by considering the equilibrium of an elementary volume, the 

use of variational calculus enabled us to obtain the solution of the defined model. 
 

 
Figure 4. Shear stress (τrz) variation according with the adhesive thickness 

(f = 1000 MPa, L = 50 mm). 

ec = 0,05 mm 

ec = 0,1 mm 

ec = 0,3 mm 

ec = 0,5 mm 

ec = 1 mm 

τrz 
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It comes out from this study the following points: the maximum values of σθθ 

are obtained on the free edges and the maximum values are about 60 % of the applied 
effort, moreover they are localized at the edges; concerning τrz, we have two peaks of 
constraints located at equal distance of the two free edges (≈ 6,5 mm). The maximum 
value is approximately 12 % of the applied effort. The taking into account in the model 
of the σrr stress influences only the distribution of the σθθ stress, the orthoradiale 
stresses are more important than shear stresses. There exists an optimal length 
beyond which the maximum constraints do not evolve any more; the intensities of the 
peaks are influenced by the difference of rigidities of the two stuck tubes. Te maximum 
peaks increase slightly when the elastic module grows. 
 The shear stress in the adhesive increases with the increase of the relative 
rigidity of the tubes, more we increases the adhesive thickness, plus the values of 
the constraints decrease on the level of the free edges and the distribution tends to 
being uniform. The taking into account in the model of the σrr stress influences only 
the distribution of the σθθ stress. 
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ABSTRACT . In this paper the output feedback NMPC approach is illustrated on a simulated fluid 
catalytic cracking unit (FCCU). This approach considers the most important features of a real-time 
control algorithm, which are often overlooked in simulation studies, contouring thus a framework for 
practical NMPC implementation. The most important features considered in the approach are: state 
and parameter estimation, efficient solution of the optimization, and computational delay. In the output 
feedback NMPC approach used in this paper, only measurements that are available in practice are 
considered, whereas the rest of the states are estimated together with uncertain model parameters 
using a moving horizon estimation (MHE) technique. The importance of taking this computational 
delay into account will also be assessed and a real-time formulation of the control approach is 
describes that includes the computational delay in the NMPC approach. The advantages of the 
proposed real-time approach are assessed through the simulated industrial FCCU application. 
 
Keywords:  Fluid catalytic cracking unit (FCCU), nonlinear model predictive control, moving horizon 
estimation, real-time control, multiple shooting, interior point algorithm. 

 
 
 

1. INTRODUCTION 
The fluid catalytic cracking unit (FCCU) is an important processing unit in 

an oil refinery. This process converts high molecular-weight gas oils into significantly 
more valuable, lighter hydrocarbon products. Any improvement, whether in design, 
operation or control, can result in dramatic economic benefits. The process is multivariable, 
strongly nonlinear, highly interactive, and is subject to many operational, safety and 
environmental constraints, posing challenging control problems. The competitive nature of 
the petrochemical industries drives the constant technological development of FCC 
processes, with the clear economic objective of improving productivity, while maintaining 
safety and environmental regulations. Due to its complexity, the modeling and control 
of FCCU poses important challenges (McFarlane et al., 1993). FCCU has become in 
the last decades the testing bench for many modern refinery control systems. This 
chemical process has been traditionally controlled by using algorithms on a linear time-
invariant approximate process model, the most common being step and impulse 
response models derived from the convolution integral account (Qin and Badgewell, 



ZOLTAN K NAGY, RALUCA ROMAN, ŞERBAN P. AGACHI, FRANK ALLGÖWER 
 
 

 116

2003). Linear model predictive control has proved its benefits in the petrochemical 
industries in the past two decades, however nonlinear model predictive control (NMPC) 
has the potential to achieve higher productivity by exploiting the advantages of taking 
process nonlinearities explicitly into Nonlinear model predictive control (NMPC) is a 
good candidate for the control of the FCCU, because of its ability to explicitly handle 
most of the aforementioned problems. First-principles model based NMPC requires full 
state information for the prediction, which is usually not available in practical applications. 
In the output feedback NMPC approach used in this paper, only measurements that 
are available in practice are considered, whereas the rest of the states are estimated 
together with uncertain model parameters using a moving horizon estimation (MHE) 
technique. The goal of state estimation is to reconstruct the state of a system from 
process measurements and a model. The state estimation is used to reconstruct 
the states and time-varying parameter for a process from a set of measurements. 
The concepts of observability and detectability provide conditions for state estimation to 
converge to the true value of the state and parameters (Russo et al, 1999). State 
estimators for physical processes often must address many different challenges, 
including nonlinear dynamics, state (e.g nonnegative concentrations, temperatures) and 
local optima, subject to hard constraints (Haseltine and Rawlings, 2003). 

Industrial applications of model predictive control commonly use a constant 
additive disturbance model to compensate for model error. However, the use of a constant 
additive disturbance model may result in a poor or even unstable behaviour when there 
are significant unmodeled process dynamics or the plant is open-loop unstable. State 
estimation provides the mechanism to use more appropriate disturbance models (Russo 
et al, 1999). As a result, state and parameter estimation are a persistent topic for the 
research academy.  

The paper is structured as follows: Section two presents the description of 
the plant. Section three and section four give an overview to the areas of moving 
horizon estimation and nonlinear model predictive control that have both attracted 
considerable industrial and academic interest over recent years.   
 
 

2. DYNAMIC MODELING OF THE FCCU 
The schematic diagram of the FCCU, for which the mathematical model 

was developed and the assessment of the NMPC has been performed is presented on 
Figure 1. 

In the FCCU raw material is mixed with the regenerated catalyst in the 
reactor riser. The cracking reactions and coke formation occur in the riser and the 
products (gasoline, diesel, slurry) are separated in a fractionator. The deactivated 
catalyst due to coke deposition is regenerated in the regenerator. 

The developed dynamic simulator consists of detailed models of: the feed and 
preheat system, reactor stripper, riser, regenerator, air blower, wet gas compressor, 
catalyst circulation lines and main fractionator. Based on the assumption given in Dupain 
at al. (2003) a five lump kinetic model (schematically shown on Figure 2) that 
predicts the yields of valuable products is proposed and included in the simulator. 
The resulted global model of the FCCU is described by a complex system of partial-
differential- equations, which was solved by discretizing the kinetic models in the riser  
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                        Figure 1.  FCCU plant 

 
 
and regenerator on a fixed grid along the height of the units, using finite differences. 
The resulted model is a very high order DAE, with 2143 ODEs (143 from material 
and energy balances and 2000 resulted from the discretization of the kinetic 
models). The model was implemented in C programming language for efficient 
solution and was used first to study the dynamics of the process and then in the 
NMPC controller. 
 
 

3. MHE ALGORITHM 
In a typical industrial application (FCCU) there is a need to reconstruct 

unmeasured states using a limited number of available measurements. A moving 
horizon estimator is employed for states estimation. The benefits arise because MHE 
incorporate physical state constraints into an optimization, accurately uses the 
nonlinear model, and optimize over a trajectory of states and measurements 
(Haseltine and Rawlings, 2003). The MHE estimator express as a nonlinear 
programming techniques (NLP) problem is as follows: 

 

Problem P1: 

,

2 2

1

min
k N e

k
meas ref

MHE i i e eW Zx
j k N

J y y
θ

θ θ
− = − +

= − + −∑    (1) 

subject to: 1 1( , , )i j jx f x u θ− −= , 1,...,j k N k= − +   (2) 

( , )i jy g x θ= , 1,...,j k N k= − +     (3) 

    ,min ,maxe eθ θ θ≤ ≤       (4) 
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Fractionator 
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Furnace 

Regenerator 

  Wet gas 
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Combustion 
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        Figure 2.  Five lump model for the 
                   catalytic cracking 
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where N is the estimation horizon, ,W Z are weighting matrices and eθ is a subset of 

model parameters selected for on-line adjustment. ref
eθ is a set of reference values 

and ,min ,max,e eθ θ are specified lower and upper bounds for the adjustment 

parameters; iy  denotes the output at discrete time j , and meas
iy its corresponding 

measurement. 
The second term in (1) penalize parameter moves away from reference 

values, while constraint ensure that parameter estimates stay within reasonable 
physical rages.  In problem P1 the inputs ju , ,..., 1j k N k= − − are known, applied 

inputs to system. The solution of problem P1 results in x
Ù

 which is used to calculate an 
estimate of the controlled variable when this last quantity is not measured.  

Figure 3 present comparatively, the simulation results of the model of the 
plant and simulation results using MHE algorithm in the presence of disturbance in 
the coke factor (Kc). The disturbance have an influence on the reactor temperature 
(Tr) and regenerator temperature (Treg), on coke concentration on spent and 
regenerated catalyst (csc and crgc), on the regenerator and reactor catalyst 
inventory (Wreg and Wr), on the catalyst inventory on spent circulation lines (Wsp). 
The disturbance have also an influence also on the carbon inventory (Wc) 
deposited on the catalyst in regenerator and on the moles of carbon in regenerator 
(n). Coke factor has a small influence on the speed of catalyst in spent circulation 
line (vsc) and regenerated circulation line (vrgc). A small influence of the 
disturbance can be observed on the pressures of the system: combustion air blower 
sunction pressure (p1), combustion air blower discharge pressure (p2), reactor-
fractionator pressure (p5), regenerator pressure (p6), wer gas compressor sunction 
pressure (p7). 

The goal of MHE is to reconstruct the state of a system from process 
measurements and estimate the unknown model parameter Kc. Figure 3 also 
presents the evolution of the states of the FCCU model using eleven measurements: 
Tr, Treg, vrgc, vsc and the pressures in the system (p1, p2, p5, p6, p7), considering 
errors in the initial states of the model. As can be seen from the Figure 3, a few 
states are unobservable: Wreg, Wr, Wc, Wsp and n, however the estimator achieves 
excellent performance in estimating the unknown model parameter. 

 
 
4. NONLINEAR MODEL PREDICTIVE CONTROL 

4.1 Formulation of the algorithm 
NMPC is typically implemented as a two-step algorithm: state estimation and 

prediction to minimize a specified control objective function. An NMPC algorithm must also 
be formulated must also be formulated to ensure integral action in the feedback path. We 
consider the following general differential- algebraic optimization problem, as the starting 
point for the development of state estimation and predictive control algorithms: 
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Figure 3.  Performance of the MHE in the case of errors in the initial states and 
disturbance in Kc (10 %  increase at  t= 20 min) plant data modeling results (solid line); 

MHE results (dotted line) 
 
Problem P2: 

Minimize 
0

( ( ), [ ( ), ( ), ]
ft

f f t
J x t t L x t u t t dtφ= + ∫    (5) 

subject to: ( ) ( ( ), ( ))x t f x t u t=&      (6) 

( ( ), ( )) 0G x t u t =       (7) 

( ( ), ( )) 0H x t u t ≤       (8) 

where J is the state estimation or predictive control objective function, ( )x t and ( )u t are 

the state and input vectors, respectively, and F and G  represent the mechanistic 
system model, a coupled set of ordinary differential and algebraic equations. 
H represents bounds on system variables or other linear or nonlinear constraints. 
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4.2. Efficient solution of the NMPC optimization via multiple shooting 
Problem P2 can neither be solved by typical nonlinear programming (NLP) 

techniques nor by optimal control methods. In general, NLP methods cannot 
optimize continuous systems while optimal control methods do not handle algebraic 
constraints for G and H . Considering the discrete nature of the online control problem, 
a convenient approach to solving Problem 2 is to formulate discrete approximation 
to it that can be handled by conventional NLP solvers. An alternate formulation for 
discrete approximation of the problem for nonlinear model predictive control is 
adopted for its generality (Problem P3). The prediction horizon [0, ]ft  is divided 

into p equally spaced time intervals, t∆ , with discrete time k i+ representing 

t i t= ∆ , 0,1...i p= . 
 

Problem P3:  

/ , 1/ 1/

2 2 2

/ / /...,
1

min
k k k k k m k

k p k p
c ref ref

NLMPC j k k j j k j j k SQ Ru u u
j k j k

J y d y u u u
+ + −

+ +

= + =

= − − + − + ∆∑ ∑   (9) 

subject to: / 1/ , 1/( , )j k j k j kx f x u θ− −= , 1,...,j k k p= + +    (10) 

/ /( , )c
j k j ky g x θ= , 1,...,j k k p= + +      (11) 

min / max
c c c

j ky y y≤ ≤ , 1,...,j k k p= + +      (12) 

min / maxj ku u u≤ ≤ , ,..., 1j k k m= + −      (13) 

min / maxj ku u u∆ ≤ ∆ ≤ ∆ , ,..., 1j k k m= + −     (14) 

/ 1/j k j ku u −= , 1,..., 1j k m k p= + − + −      (15) 

 

where p is the predicted horizon, m is the control horizon, /j ku is the process 

input and /
c
j ky  is the controlled output variable at discrete time j calculated from 

information available up to discrete time, k . / / 1/j k j k j ku u u −∆ = − , ,...j k k m= + , are 

present in the objective function to allow excessive input moves to be penalized 
and const rained if necessary, kd is an estimate of unmeasured disturbance at time 

k , and is required in the control formulation to ensure offset free operation of the 
controller. 

At each control interval, the entire Problem P3 is solved but only the input 

/k k ku u=  is implemented. , ,Q R S are the weighting matrices and θ  is a vector of model 

parameters. The trajectories of target, ,ref refy u  are obtained from the solution of an off-
line dynamic optimization problem. 
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A very efficient solution technique for the problem (9)-(15) is based on the 
multiple shooting approach (Diehl, 2001; Franke and Arnold). This procedure consists 
of dividing up the time interval 0[ , ]ft t tÎ  into a series of grid points 0 1 2[ , , , , ]ft t t tK . Note 

that the grid points do not necessary correspond to the discretization points in the 
definition of problem P2. Using a local control parameterizations a shooting method 
is performed between successive grid points (see Figure 4). The differential 
equations and cost on these intervals are integrated independently during each 
optimization iteration, based on the current guess of the control. The 
continuity/consistency of the final state trajectory at the end of the optimization is 
enforced by adding consistency constraints to the nonlinear programming problem. A 
set of starting values for the state and adjoint vectors is required at each grid point in 
time, and continuity conditions for the solution trajectory introduce additional 
interior boundary conditions, which are incorporated into one large zero-finding 
problem to be solved. The solution of Problem P2 is performed using an NMPC tool 
(Nagy et al., 2004) based on the sequential-quadratic-programming (SQP) type 
optimizer HQP, which is used in conjunction with the implicit differential-algebraic-
equation (DAE) solver, DASPK, for robust and fast solution of the model equations. 

 

 
 

Figure 4.  llustration of the multiple shooting approach. 
 
 
  4.3 Real-time NMPC algorithm 

The solution of problem P2 requires a certain, usually not negligible, 
amount of computation time kd , while the system will evolve to a different state. In 
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this case the optimal feedback control 0| 1| |( ) [ , , , ]
k k p kk t t N tu t u u u= K� computed in moment 

kt  corresponding to the information available up to this moment, will no longer be  
optimal. Computational delay kd has to be taken into consideration in real-time 
applications. In the approach used here, in moment kt , first the control input from the 
second stage of the previous optimization  problem 

11| kt
u

-
(which corresponds to the first 

stage of the current optimization) is injected into the process, and then the solution 
of the current optimization problem is started, with fixed 

10| 1| .
k kt tu u

-
= After 

completion, the optimization idles for the remaining period of 1( , )k k kt t td +Î + , and 

then at the beginning of the next stage, at moment 1k kt t t+ = + D , 1| kt
u is introduced 

into the process, and the algorithm is repeated. This approach requires real-time 
feasibility for the solution of each open-loop optimization problems ( k td £ D ). 

 
 
4.4. MHE-NMPC of the FCCU 
Simulation results of a combined NLMPC-MHE algorithm are shown in 

Figure 5 together with the open loop simulation in the case of 5% decrease in the coke 
formation factor. The controlled variables: the temperatures in the reactor and 
regenerator are shown in Figure 6, whereas the control inputs are the input flow 
rate in the reactor riser and the valve position on the regenerated catalyst pipe. In 
the simulation a sampling time of 2 minutes and a control horizon of one sampling time 
were used. The prediction horizon for the NMPC is 50 sampling periods, whereas 
the horizon of the MHE is 30 sampling instances in the past. It can be seen that the 
MHE is able to estimate unmeasured states and the model parameters very well. 
Although some of the states are not estimated they are kept within the boundaries 
of physical limits due to one of the major advantages of MHE, i.e., bounds on the 
estimated states can be incorporated in the optimization problem easily. The overall 
performance of the MHE-NMPC is very good; the temperatures are kept within a 
narrow band of variation compared to the open loop response of the process. It can 
be seen that the unknown model parameter is estimated with no offset in about one 
hour, and the disturbance is rejected in about two hours by the NMPC.  
 The CPU times corresponding to the MHE and NMPC calculations are 
presented in Figure 7. The dimension of the optimization for the NMPC is only two since 
a control horizon of only one sampling time, whereas the dimension of the optimization 
problems from the MHE is 19 (18 states plus one model parameter), leading to a 
significantly higher computational burden. Figure 6 demonstrates that the computational 
time scales only linearly with dimension of the optimization problem due to the efficient 
multiple shooting approach used, and the maximum total computational time 
(approximately 20s) is well bellow the sampling time (120s). The results demonstrate that 
efficient optimization algorithms can guarantee the real-time feasibility of the MHE-NMPC 
implementation even when a model with 2143 ODEs is used. 
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Figure 5 . Simulation results of the MHE-NMPC of the FCCU 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 

 
 

Figure 6.  The controlled variables of the MHE-NMPC of the FCCU 
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Figure 7.  CPU  times required for the optimization problems from the MHE and NMPC 
 
 

5. CONCLUSIONS 
The paper assesses the performance of a moving horizon estimation based 

nonlinear model predictive control approach in the case of a highly complex industrially 
relevant process the FCCU. The estimation of model states and parameters is critical 
to the success of model based process monitoring and control applications. Simulation 
results demonstrate that using state-of-the-art optimization algorithms and software 
advanced control and estimation strategies can implemented on complex industrially 
relevant problems.  
 

Acknowledgements 
This work was supported by the Marie Curie fellowship HPMT-CT-2001-00278. 

 
 
 

REFERENCES 
 
 

1. F. Allgoewer, T.A. Badgwell, J.S. Quin, J.B. Rawlings, S.J. Wright, ‘Nonlinear predictive 
control and moving horizon estimation-An introductory overview’, In P.M. Frank (editor), 
Advances in Control, 1999, 391-449. 

2. Diehl M., ‘Real-Time Optimization for Large Scale Nonlinear Processes’, PhD Thesis, 
University of Heidelberg, 2001. 

3. R.C McFarlane, R.C. Rieneman, J.F. Bartee and C. Georgakis, ‘Dynamic simulator for a 
model IV Fluid Catalytic Cracking Unit’, Computers Chem. Engng, 1993,17, 275-300. 



FIRST PRINCIPLES MODELING AND NONLINEAR OPTIMIZATION BASED ESTIMATION AND CONTROL 
 
 

 125

4. X. Dupain, E. D. Gamas, R. Madon, C.P. Kelkar, M. Makkee, J.A. Moulijin, ‘Aromatic 
gas oil cracking under realistic FCC conditions in a microriser reactor’, Fuel, 2003,82, 
1559-1668. 

5. P. L. Russo, R. E. Young, ‘Moving-Horizon State Estimation applied to an Industrial 
polymerization process’, Proceeding of the American Control Conference, 1999. 

6. R. Franke, E. Arnold, H. Linke, ‚HQP: A solver for nonlinearly constrained large-scale 
optimization’, http://hqp.sourceforge.net. 

7. L.E. Haseltine, J.B. Rawlings, ‘A critical evaluation of Extenden Kalman Filtering and 
Moving Horizon Estimation’, Technical report, 2003. 

8. Z.K.Nagy, F. Allgower, R. Franke, A. Frick and B. Mahn, ‘ Efficient tool for nonlinear 
model predictive control of batch processes’,  Proc. of the 12th Mediterranean Conf. 
on Cont. and Aut. (MED'04), Kusadasi, Turkey,2004. 



STUDIA UNIVERSITATIS BABEŞ-BOLYAI, CHEMIA, L, 2, 2005 
 
 

TRAINING SYSTEM FOR DISTRIBUTED CONTROL SYSTEMS 
 
 

CRISTIAN PĂTRĂŞCIOIU* 
 

∗ Petroleum – Gas University of Ploieşti 
 
 

ABSTRACT. This paper presents the efforts and achievements of members of the research 
center Advanced chemical process control from Petroleum-Gas University of Ploiesti, in the 
creation of a training laboratory for TDC3000 distributed control systems operation. It is presented  
the training system’s structure, the training software DSS-100 produced by Simtronics Corporation 
and training hardware component developed by Advanced chemical process control research 
center. It is also presented the experience within the training program dedicated to operators 
from the S.C Petrom – Petrobrazi Subsidiary. 

 
 
 
 

1. INTRODUCTION 
The distributed control system represents a current tool in controlling chemical 

plants from modern refineries. In the last years, the distributed control systems were 
distinguished as leading technology in control system structures for chemical and 
petrochemical plants of Romanian refineries. After implementing these control 
systems, it took place a change in the structure of plants operating staff. Thereby, 
the operators that worked on instrument panel were transformed in distributed 
control system operators.  If in the past a panel operator used to be responsible for 
a certain sector of the plant, usually of 20 control loops, in the present a distributed 
control system operator takes care of the entire plant. This radical change of operating 
tasks needed an advanced degree of knowledge, both in the construction and functioning 
of the distributed control system and in controlling the entire operating process.  

In this context, one of the higher education tasks must be the creation of a 
flexible structure that enables the requalification of the operating personnel of 
chemical plants and assures an ongoing training.  Till recently, there was not such 
a structure that enables in an organized and professionally manner, an ongoing 
training in the distributed control systems field.  

The present paper presents the joint efforts of Petroleum - Gas University 
of Ploieşti, SC Petrom – Petrobrazi Subsidiary and SC Honeywell representatives 
in order to build up a training system in the distributed control system field.  
 

2. THE TRAINING SYSTEM 
The training system is composed of the following subsystems: a laboratory 

room dedicated to training and research, software simulators of some distributed 
control systems, devices for studying the real distributed control systems, as shown 
in Figure 1. 

The laboratory room has a 45 m2 area, being arranged at the current standard 
level in the computer aided training field. The lab has 6 training stations and a server 
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Training system 
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room 
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Distributed digital 
devices 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 1. The training system structure. 
 
 
 
dedicated to training and multimedia presentation of the courses, as shown in Figure 
2. The numerical training devices are composed from a distributed control equipment 
HC900 (Honeywell), a server and a process control computer (ASTI). The software 
simulators are programs that simulate the distributed control with TDC3000 of 
some process units and chemical plants.  
 
 

3. THE SOFTWARE SIMULATORS 
The software simulators are dedicated to training the operating personnel, 

process engineers, foremen and operators from chemical plants. The training simulators 
are program systems that numerically simulate both the dynamic functioning of a 
process unit and the functioning of a certain distributed control device.   

The simulated process units are: mixing fluids, heat exchangers, distillation 
column, air-blown cooler, tubular furnace, centrifugal compressor, overheating steam 
boiler, batch reactor, perfect stirring continuous reactor, and tubular reactor. 

The simulated petrochemical plants have enhanced complexity and the 
available simulated plants are: fluidized catalytic cracking unit, atmospheric-vacuum 
distillation unit, gas processing unit, coker (delayed) gas desulphurizing unit.  

The simulated distributed control systems available in the training program 
systems are: Honeywell TDC3000, Yokogawa Centrum, Fisher-Rosemount, Bailey, 
Foxboro, ABB.  

In the training system framework from Petroleum - Gas University of Ploieşti 
were developed two software products specific to the distributed control system 
TDC3000*. The two simulators are provided by Star Simulation (2000 variant) and 
Simtronics Corporation (2005 variant).  

The Simtronics Corporation product DSS-100 is a software tool dedicated 
to real-time simulation of dynamic processes. DSS-100 includes a series of algebraic 
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Figure 2. Image from training laboratory. 

 

and differential equations that mathematically describe in dynamic regime the operating 
process or a control device. These differential equations are expressed related to 
time and are solved at regularly spaced time periods. At the end of each integration 
step, the numerical values and the graphical evolutions are updated, indicating the 
system state at a particular moment in time. DSS-100 is equipped with display and 
control system of industrial processes. The controls and displays presented by this 
software are typical for the TDC3000 used in industrial processes, Figure 3. 

DSS-100 is composed by two software modules: System module and Process 
simulation module. 

The system module has the following components:  
− Various numerical displays and graphics that indicate the status of the 

particular simulated process that allow the user to interact with the process by changing 
various operating parameters. Using a database, these displays can be easily configured 
in the case of the simulated process. 

− The graphical facilities allow the user to see the way in which any variable of 
the simulated process evolves in time. These displays are automatic and the sampling 
period is easy to tune. 

− The simulation of typical elements such as on/off switches and PID 
controllers. The controllers are easy to tune for the simulated process. 

− Programming tools and subroutines that allow various developments of 
process simulations. 

− Post-simulation tools that allow the simulation analysis for process analysis 
or operator evaluation and certification. 

The process simulation module consists in a mathematical model of a 
particular industrial process. These process simulations can be easily interchanged. A 
library for standard process simulation is available for base, medium and advanced 
training levels. 
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Figure 3. The training system for a distillation column 
 



TRAINING SYSTEM FOR DISTRIBUTED CONTROL SYSTEMS  
 
 

 131

DSS-100 is composed of three modules: SPM-Series (Standard Process 
Models), PSU-100 (Performance Evaluation Software) and NSS-10 (Network Simulator 
System). 

SPM is a Standard Process Module library, that contains the fundamental 
models of the processes such as tubular furnaces, pumping systems, intermediary 
models such as distillation, compressor, co-boiler and advanced model such as 
fixed bed reactor or perfect stirring reactor.  

PSU-100 is a post-simulating tool that quantifies the performance of each 
trainee, for each process model and for each exercise corresponding to the desired 
standards. PSU-100 realizes a 0-100% evaluation by six performance criteria. 

NSS-100 is the network system files administrator for network simulation.  
With NSS-100 a trainer can configure the exercises from a single station and can 
send those exercises to the other training stations. The trainer can find the results 
of the numerous training sessions and can interpret the results.   

The software simulator also contains an industrial keyboard, which is a specific 
device of the emulated distributed control system. In the case of the distributed control 
system TDC3000 a personalized keyboard KBD-100 is used, which allows the 
replacement of the QWERTY keyboard with another one that resembles the main 
popular DCS operating interfaces. Using keyboard patterns, KBD-100 allows the 
training of the operators with an interface that resemble the real life control room 
without the necessary hardware costs for control room. 
 

4. DIGITAL DISTRIBUTED EQUIPMENTS 
The real distributed control system can be studied using small digital devices 

dedicated for this purpose. The real distributed control system is composed by a 
process computer, that simulates some technological processes, field lines of 4-20 
mA, a minisystem of distributed control HC900 and a server, Figure 4.  

 

 
 

Figure 4. The distributed control system structure. 
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The process computer is equipped with analogical/digital input output 
interfaces and serial communication interfaces RS 485. The main features of these 
interfaces are presented in Table 1. 

In the process computer there are simulated process units and more complex 
processes. The measurable variables of these processes are converted in 4-20 mA 
unified signals and sent as acquired measures to the distributed minisystem HC900. 

 
Table 1 

Interface Input/Output signals Number of channels 
Analog Input 4-20 mA dc 16 
Analog Output 4-20 mA dc 4 
Digital input 24 V dc 16 
Digital Output 24 V dc 16 
RS-485 - 8 

 
The commands to the controlled process, also 4-20 mA signals, generated 

by the distributed minisystem HC900, are acquired by process computer using 
analogical inputs interfaces.  

The real control system is configured for the simulated process characteristics 
using the process computer. The ditributed control minisystem accomplishes the 
specific functions of a distributed control system: data acquisition, monitoring, database 
updating, control etc. The main features of the miniDCS are presented in Table 2. A 
picture of HC900 device is shown in figure 5. 
 

 
 

Figure 5. HC900 distributed system (Honeywell). 
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Table 2 

Module Input/Output signals Number of channels 
Analog Input 4-20 mA dc 16 
Analog Output 4-20 mA dc 4 
Digital input 24 V dc 16 
Digital Output 24 V dc 16 

 
 

5. The training course 
The training course lasts for a week and contains 40 hours of courses and 

applications. The courses are taught exclusively by didactic staff from Petroleum - 
Gas University of Ploieşti. The topics are: 

1. Computer functioning and architecture. 
2. Distributed control structure concepts. 
3. Presenting the distributed system TDC3000.  
4. The startup, normal operating procedures and shutdown of distillation 

process using TDC3000 emulator.  
5. Classical and advanced control algorithms 
6. Process control devices 
7. Total Plant Solution system presentation 
8. Control structures for distillation processes 
9. Simulation programs of distillation process 
The courses are oriented to the specific of the operating process or 

chemical plant. Until now there were realized training courses in the field of operating 
distillation processes with DCS, courses named distillation module. In the future the 
training will be extended to operating catalytic cracking unit and atmospheric-vacuum 
distillation unit with DCS.  

The courses manuals are distributed to each trainee, at the beginning of 
the training. The actual size of these manuals is about 250 pages that include 
every training course. The number of trainees in a training group is 6, being limited 
by the training stations. Until now, the training course was granted for two series of 
operators, from SNP PETROM, Petrobrazi Subsidiary.  
 

6. Performance criteria 
There are 6 performance criteria in the postsimulation PSU-100 tool. In the 

following are presented the senses and significances of each criterion. 
1. The duration measures the time needed to fill the exercises. A well trained 

operator must be able to quickly and efficiently solve the problems. 
2. The procedure analyzes the event operator file in order to verify if the 

operator really followed the established operating procedures. 
3. The safety measures the time interval while the operator has exceeded 

alarm limits and the magnitude of this deviation. In correcting this problem, remaining 
in safety parameters is of great importance. 

4. The alarms calculate the final number of alarm when an exercise is 
finished. This is a measure of the operator ability to correctly solve the problem. 



CRISTIAN PĂTRĂŞCIOIU  
 
 

 134

5. The deviation measures the time and magnitude of the deviation in 
operating from the design conditions. This is a measure of operator ability to 
maintain product quality in unfavorable conditions. 

6. The quality measures the amplitude of the deviations from setpoints 
when an exercise is completed. This is a measure of final product quality. 

 
 

7. Conclusions 
The paper presents the efforts and achievements regarding the creation of 

a training laboratory for distributed control systems operation. The training system 
was materialized through creation of a laboratory, implementation of a program training 
system for TDC3000 distributed control system and also numerical equipment 
integration used for investigation of a distributed control minisystem. The training 
system was completed with training textbooks specific to the fractionating process and 
to the TDC3000 distributed control system. The members of the research center 
Advanced chemical process control from Petroleum-Gas University of Ploiesti have 
gained experience within the training program dedicated to operators from the S.C 
Petrom – Petrobrazi Subsidiary. 
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ABSTRACT. An approach focusing on the identification of the reaction mechanisms at 
electrochemical interfaces will be further described. It is based on state-space modeling 
(SSM) which is an approach used in control theory for the simulation of coupled differential 
equations. In this case, the state-space modeling approach consists of a combination of 
modeling, simulations, and experiments.  

 
 
 
 
 

1. INTRODUCTION 
The kinetics of the processes at the electrodes go trough is very important 

for a better understanding and also for an improvement of the performance of electrodes 
processes. We proposed the steady-space modeling approach for the identification of 
the reaction mechanisms at electrodes. This is based on the experimental results but also 
modeling and simulations, using the impedance spectroscopy technique, which is widely 
used in electrochemistry.  

The method is based on transient numerical simulations of the elementary 
kinetics [1]. Imposing a harmonically varying overpotential leads to a periodic 
response of the system from which the impedance is obtained. 

Impedance measurements used in electrochemistry must be performed at 
a system in steady state simulation. Normally, impedance measurements are 
performed under potential control with a steady state current. A small potential 
disturbance is applied and the current response is measured as it is schematically 
shown in figure 1. Every system subjected to a perturbation x(t) will determine a 
response y(t). The system can be described by the following differential equation: 

2 2

0 1 2 0 1 22 2

dx(t) d x dy(t) d y
a x(t) a a ... b y(t) b a ...

dt dt dt dt
+ + + = + + +   (1.1) 

The impedance is only defined for a linear system i.e. a system with only first 
order response to the applied potential. However, the current response of a system is 
not linear as it can be seen in figure 1, which shows a part of the polarization curve. But 
if the applied disturbance is small the system can be approximated by a linear system.   



VALENTINA TASOTI, SERBAN AGACHI 
 
 

 136

 
Figure 1. The application of a potential disturbance and its current response 
 
 
The applied disturbance x(t) has a sine wave form: x(t)=Emsin(ωt) and the 

response y(t)=Imsin(ωt+Φ), where t is the time, Em and Im the amplitudes, ω the 
angular frequency, Φ the phase difference between the voltage and the current.  

The impedance, Z is then defined as: 

Φ∆ ωω = = ⋅
∆ ω

im

m

EE( ,t)
Z( ) e

j( , t) I
     (1.2) 

Using the Euler relation:  

Φ+Φ=Φ sinicosei
      (1.3) 

the impedance becomes: 

)(''iZ)('Z)(Z ω+ω=ω        (1.4) 
where: 

Z '( ) real(Z) Z cosω = = Φ      (1.5) 

''Z ( ) imag(Z) Z sinω = = Φ      (1.6) 

= = +' ''m
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The method represents a numerical experiment of impedance measurements 
using frequency response analysers. It allows the calculation of impedance spectra 
based on elementary electrochemistry without the necessity of applying equivalent 
circuit models [2,3]. By fitting simulated spectra to experimental data, kinetic parameters 
(exchange current density, reaction rate constant) are obtained directly. 

 
 
2. CHARACTERISTIC PARAMETERS 
Impedance spectra can be plotted in two ways: in the Nyquist representation 

where the negative imaginary part of the impedance, Z’’, is plotted vs. the real part of 
the impedance, Z’ (Fig.3) or in the Bode representation where the absolute impedance, 
|Z|, as well as the phase shift, Φ, are plotted vs. the angular frequency ω (Fig.2). 
 
 

 
 

Figure 2: Bode plot 
 

 
Figure 3. Nyquist plot 
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Both representations contain, in principle, the same information and can be 
transformed into each other. However, depending on the data, one or the other 
representation is preferred because specific details can be resolved more precisely. 
Hence, in impedance analyses, both representations must always be considered. The 
following characteristic parameters are obtained from the impedance data: 

- the polarization resistance, Rpol, which is the purely ohmic part of the electrode 
resistance. It can be determined from both Nyquist as well as from Bode plot (Fig.2, Fig.3) 

- the electrolyte resistance, Re, which is caused by a certain contribution of the 
electrolyte. It can be determined from the high frequency part of Nyquist plot at the 
intersection of the impedance data with the real axis (Fig. 3). 

- the relaxation frequency, ω*, which is defined as the frequency at the maximum 
imaginary impedance value. In the case of several relaxation processes, there are several 
relaxation frequencies, which can be identified as local maxima in the Nyquist plot [4,5,6] 
 
 

3. MODELING 
There are two different models possible for interpreting EIS measurements: 
a. electrical equivalent circuit models - interpretation of the electrical models in 

terms of the fundamental physical or chemical parameters is often difficult [7,8] 
b. elementary kinetic models - represents a more fundamental description of 

the involved physicochemical processes  
For the identification of the reaction mechanisms at electrodes was used 

the state-space modeling approach that is based on a combination of experiments, 
modelling and simulations.  

Data from surface science literature were used for the prediction of the main 
reaction steps that might take place at the electrochemically active interface. The 
electrochemical model consists of a set of possible chemical and electrochemical 
reactions that are derived from the relevant surface science literature. 

The chemical and the electrochemical equations of the model can be 
formulated as mass and charge balances.  

The kinetic constants of the chemical and electrochemical reactions will 
first be estimated for our particular model with the help of literature data and 
afterwards by an optimization procedure using an electrochemical impedance 
measurement under well-defined operating conditions.  

The state-space model is believed to be the most reliable linear time-dependent 
model to use for computer analysis [9,10]. The general state-space representation 

is: dx(t,p)
x(t,p) f[x(t,p),u(t), t,p]

dt
= =

�

 where x(t,p) represents the vector of the state-

variables depending on the time t, and the vector of unknown parameters, p. The vector 
u(t) signifies the input variables that can be varied in the experiments and in the 
simulations. 

In addition to the differential equations, the state-space description 
contains the observation function y(t,p), which denotes the observed quantities and 
is referred to as the model output. y(t,p) g[x(t,p),p]=  



GENERAL FRAMEWORK FOR MATLAB IMPLEMENTATION OF STATE-SPACE MODELING (SSM) … 
 
 

 139

The variables in the general state-space model can be directly interpreted 
in terms of the kinetic variables used in the electrochemical model. The vector of 
state-variables, x(t,p), represents the surface concentrations of the different adsorbed 
species. The concentration of the adsorbed species is a function of the time, t, and 
the vector of unknown parameters, p, i.e. the reaction rate constants and the surface 
coverage values. The vector u(t) signifies the overpotential, η ,and the model output, 
y(t,p), can be interpreted as the Faraday current, I F . 

The simulation algorithm is the following: in a first step, the electrochemical 
model is linearized. Afterwards, a Laplace transformation is used in order to transfer 
the system into the frequency domain. Third step-the impedance is calculated. 
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Figure 4. State-Space Modeling (SSM) approach for the investigation of the 
reaction mechanisms at electrodes 
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An electrochemical impedance spectrum will then be simulated directly from 
the electrochemical model [11]. The model spectrum as well as simulations under 
varying parameters will be compared to experimental data under the same conditions 
in order to prove the validity of the chosen model. 

The electrochemical model consists of a set of possible chemical and 
electrochemical reactions that are derived from the relevant surface science literature. 
These reactions are of the following form:  

−

+ +�

1

1

k

k
A B C D       (3.1) 

where A, B, C, and D are gas phase species, surface species, adsorption sites, or 
electrons; k1 and k-1 are the reaction rate constants for the forward and the backward 
reaction, respectively. In order to establish an electrochemical model, which describes 
the entire system, several assumptions have to be taken into consideration.  

For instance, the number and the kind of surface species, their diffusion and 
their reaction behavior have to be estimated. As many of the kinetic constants are not 
known from the literature, it is necessary to estimate the unknown kinetic constants. 

The chemical and the electrochemical equations of the electrochemical 
model can be formulated as mass and charge balance. 

The mass balance concerning the time-dependent surface species C in eq. 
3.1 is given as: 

•

−= = −1 1

d[C]
[C] k [A][B] k [C][D]

dt
    (3.2) 

In the case of several parallel and consecutive reactions as well as several 
surface species, a whole system of coupled differential equations results. The 
system becomes very complex and cannot be solved analytically anymore. For a 
numerical solution, the electrochemical model must be written in a form that can be used 
for computer analysis.  

 
 
4. SIMULATIONS 
Having established an electrochemical model for the system, it is now 

required to implement the system into the computer. An impedance spectrum, ZF sim, 
can then be simulated and can be compared to the experimental EIS data, ZF exp. The 
simulations are carried out using the computer program MATLAB® with the 
graphical programming extension SIMULINK that is used in control theory for 
simulations of dynamic systems [12,13,14,15]. 

SIMULINK is designed as a unit construction system. The mathematical 
equations are built from construction blocks given in the program. An illustrative example 
is shown in Fig. 5. There the computer implementation for the calculation of the surface 
concentration C according to Eq. 3.2 is illustrated. The concentrations A, B, and D 
are assumed to be constant and are illustrated as boxes in Fig. 5. The triangles containing 
k1 and k-1 represent multiplications, whereas the program element 1/s stands for the 
integration of a Laplace transformed variable. 
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The output is shown in the display box and represents, in this example, the 
concentration of the surface species C. 
 

 
Figure 5. Simulink block diagram 

 
 

5. CONCLUSIONS 
The concept of the present study was presented by investigating the 

reaction mechanism.  
 An electrochemical impedance spectrum will then be simulated directly 
from the electrochemical model. The model spectrum as well as simulations under 
varying parameters will be compared to experimental data under the same 
conditions in order to prove the validity of the chosen model.  

Steady-space modeling approach and implementation of this in Matlab that 
we proposed, make easier the work of solving a set of equations, permits 
determination of the kinetic parameters and could give us a explanation of the 
chemical processes that are happening to the electrode. The electrical equivalent 
circuit models for a complex process could not do this explanation so why this 
approach is recommended.  

State-space models can accommodate any degree of complexity, the need 
for testing the structural proprieties demands rather than simple equations. A case 
study using SSM approach will be presented in the next article as application at 
this general framework paper.  
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ABSTRACT. This paper presents WIPOL, a monitoring system for air pollution generated by 
industrial plants with wireless components. The system is developed to supervise the air pollution 
generated by industrial plants, especially dust. Two industrial plants are monitored using a 
hierarchical system of sensors and computers including wireless components.  

 
 
 
 

1. INTRODUCTION 
In nowadays the environment protection is one of the most important 

problems. The pollution of the air with dust, particles, smoke and vapor gas is a 
complex problem due to the variety of the pollutants from industry, agriculture, 
transport, and energy production. 

The environment quality at a specific moment depends on the quality of 
the air, water and soil, the health of the population and deficit of the plants and 
animals species in the analyzed area. All of these factors are expressed by 
some indicators of the quality with specifically limits [1]. For example, the natural, 
unpolluted air has the next composition: 78 % N2, 21 % O2, 0.03 % CO, 0.93 % Ar 
and 0.04 % CH4. 
 The main pollutants for the air are: CO, (SO)x, (NO)x, H2S and dust. The air 
quality management of the air could be solved by: determination of the distribution 
of the pollutants and by determination of the correlation between the quality of 
the air and the distribution of the pollutants. 

The estimation of the pollution produced by a chemical plant or equipment 
(apparatus) represents a requirement in the design step of the plant (ISO norms, 
ISO 14000 in EU area). Beginning December 1995 in Romania it is applied a 
new law for the environment protection (Law 137/1995). The disposal 184/1997 
contains the means and procedures to carry out the balance of the pollutants. 
The disposal 756/1997 contains the rules for the estimation of the pollution of 
the water, air and soil. HG. 34/2002 contains the rules to prevent, reduce and 
control the pollution and the limitation of the CO, SOx, NOx, dust in suspension 
(PM10) and (PM2,5), Pb, benzene and O3 in the environment.  
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2. CHARACTERIZATION OF THE INDUSTRIAL POLLUTANTS 
The WIPOL monitoring system was developed to trace the pollutants 

from two main industrial sites: S.C. CASIROM S.A. Turda  and S.C. SOMEŞUL 
S.A. Dej  companies.  

S.C. CASIROM S.A. Turda is the only plant in our country, which produces 
refractory products necessary in the metallurgical, glass and coke industry. From 
1985 the plant S.C. CASIROM S.A. Turda produces abrasive materials too.  

The pollutants from S.C. CASIROM S.A. Turda are from the department of 
refractory products and from the department of CSi. 

− dust from technological process: grinding and milling of the quartz, sand 
and lime, transport of the row materials, sorting out of materials on the vibrator sieves, 
drying of the refractory products;  

− gases from the combustion in the furnace Mendheim as CO, NOx, SO2; 
− volatile organic compounds (VOC) from the chemical reaction. 
The dust is formed from particles, 70 % from this particle have the diameter 

between 0.5–2 mm. This means that the particles will settle in the near proximity of 
the department (inside the plant).  

The gaseous products are: SO2 – in the process of CSi production due 
to the presence of the S (0.6–6 %) in coke (2 g/m3), and SOx, NOx, CO, NOx, 
and VOC from oxidation, combustion and reaction. 

The evacuation of the pollutants could be made in two different ways: a) 
systematically through pipes and ventilation outlets in known and controlled 
concentrations and flows; b) unsystematically through orifices and areas with 
unknown flows and concentrations.  

At S.C. CASIROM S.A. Turda  the evacuation of the gases from the 
combustion is made through the dust funnel (with H = 10 m and D = 0.9 m), with 
a flow of 150 m3/h.  

The balance of the pollutants in this area shows that the environment is 
very strongly affected. The monitoring of the pollutants and the application of 
the control for preventing the pollution is a necessity in this area.   
 S.C. SOMEŞUL S.A. Dej  is a cellulose and paper plant. In the paper 
and cellulose preparation at S.C. SOMEŞUL S.A. Dej the main pollutants are: 
dust with particles and smoke and gas pollutants (CO, CO2, NOx, C, H2S, Cl, and 
ClO2) from the spinning of the wood, from the combustion and from the fabrication 
of the cellulose. 
 

3. MEASUREMENT PRINCIPLES FOR FLOW RATE COMPUTATION  
The methods to determine the concentration limits of the pollutants (dust, 

particles, smoke or/and vapor gases) in the outlet flow of the industrial plants, 
applied at the present in Romania, are regulated by the disposal 462/1993. 

In agreement with this disposal, the measurement principle consists in 
the iso-kinetic sampling of a representative outlet flow. The measurement has to 
be made in the outlet flow having a homogenous concentration and with the 
highest concentration of the pollutants. The duration and the place of the 
measurement are variable. The norms of the environmental pollution suggest at 
least 3 individual measurements. 
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The outlet flow to be measured must be collected without perturbations. 
This means that it is necessary to have a linear length equivalent to 3–5 hydraulic 
diameters de in the upstream of the measurement point, where the hydraulic 
diameters de is formulated as:  

u
e P

A
d

⋅= 4
 

The total flow rate will be calculated as a function of the flow, temperature 
and pressure [2]. The local velocity of the outlet flow determined with a Pitot-
Prandl device is:  

ρ
P

v
∆⋅= 2  

The average velocity is calculated using the following equation:  

n

v
v

n

i
i∑

== 1
 

The volumetric flow V (m3/s) is defined as: AvV ⋅=  
Other possibilities to measure the flow are the orifice plates coupled 

with differential pressure manometers. With the orifice plate the flow can be 
calculated with the equation: 

ρ
P

KV
∆⋅⋅= 2 , where K is the flow coefficient. 

The outlet concentration of the pollutant can be determined using direct 
methods with special reactants or Dragger pump. 

For the dust analysis a device with outside filter can be used. The 
diameter (cm) of the analyzer pipe is: 
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The measurement device must be mounted in vertical position. 
 
 

4. SENSORS 
 For the present application a specialized in-situ, continuous emission-
measuring device performs the dust concentration detection.  

The measuring instrumentation is based on the principle of scattering 
light in the forward direction, as shown in figure 1.  

The Laser Diode sends a collimated and modulated light beam that is 
scattered by the dust particles present in the measuring zone. The scattered light is 
collected and then sent to a receiver diode by means of an optical fiber. An electronic 
circuit processes the received light beam and transforms it in an electrical signal. In 
order to provide independence on the disturbances, two light beams are used: 
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one for reference and one for measuring. The device is designed such as the 
velocity and electrical charge of the dust particles do not affect the measuring 
signal. The measuring device may be programmed via its interactive control display 
or with a PC via bus interface. The installation is executed on the exhaust channel 
using a single mounting flange. Gravimetric calibration for dust concentration in 
mg/l is performed at commissioning [3]. The measuring signal is sent, as an 
analog output current signal, to the wireless module for remote transfer. 

 

 
Figure 1.  Light scattering measuring principle. 

 
The measuring system may be extended, on request, with a multi component 

monitoring system for different gas components: NOx, CO, CO2 and SO2. The 
measuring principle is based on the infrared absorption in the λ=2.5-8 µm 
wavelength range. The photometer may measure from 1 to 4 components with 1 or 
2 beam paths and 1 or 2 receivers in each beam path. The measurement system 
includes the following parts: analyzer with the central unit, gas sampling unit and 
sample conditioning unit. The sample conditioning unit incorporates: heated sampling 
lines, filters, gas pump, gas cooler, condense separator, flow monitor, electric 
actuated calibration gas valves and calibration gas vessels, all enclosed in a 
special designed cabinet. Analog output current signals are generated for each 
of the measured components. 
 

5. DISPERSION SIMULATION 
The software module for simulation of the dispersion is based on a 

Gaussian dispersion based model named SLAB. This computer model was 
developed by the Lawrence Livermore National Laboratory (USA) in the mid 
‘80s and it’s used to model the atmospheric dispersion of denser than air 
releases. Based on the description of the model presented in the literature [4, 5] 
a simulation module was developed. This module allows real time prediction, 
based on meteorological data (the direction and speed of the wind, external 
temperature, the presence and the rate of precipitations, the degree of cloud 
coverage) and data about the effluent (rate and temperature of gases that 
emerge from the source, concentrations in pollutant – gases or dust) by taking 
into account the shape and height of the source, the concentration gradient at 
the ground level in the area of the source. These concentration curves allow the 
prediction of the effects of pollution on humans and also to prevent them in the 
case of pollutant concentration exceeding the allowed limits. In figure 2 is presented 
a 3D representation of NO2 concentration in the vicinity of a source. 

Particle in measuring zone 
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Figure 2.  A 3D representation of NO2 concentration based on the prediction module. 
 

6. GENERAL PRESENTATION OF THE SOFTWARE 
The developed software product is referred as a distributed remote 

measurement system dedicated for monitoring the pollutant emissions from industrial 
plants using the resources of a programmable automaton, data concentrator 
computers, data transmitting equipments with specific transducers and wireless 
communication techniques. The monitoring system has a distributed architecture 
that includes: 

- Local level  is the level used to communicate and interface with 
transducers and sensors for pollutant emissions by an acquisition station with 
programmable automaton. The local stations communicate at this level with a data 
concentrator computer. In these two units the following functions are implemented: 

• acquisition and concentration of data; 
• modeling of pollutant dispersion; 
• transmission of data to the higher level; 
- Central level  is an automated system for data surveillance and data 

processing located in the dispatcher unit where the information is received from the 
local level. At this level event reports and environment balances are synthesized for 
the monitored locations. In emergency situations the simulation of pollutant 
dispersion is made and the obtained results are compared with the measured ones. 
The dispersion simulation takes into account the current local meteorological data. 

The coupling between these two functional levels is performed in real time 
using a dedicated telephone line with high speed modem data transmission equipment. 

The monitoring system allows configuring the data acquisition station for 
larger variety of pollutants and extending the number of data acquisition channels. 
The systems are extensible also from the hardware or software point of view, 
allowing additional measurement devices to be easily integrated in the architecture 
of the system. 
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7. THE ARCHITECTURE OF THE WIPOL SYSTEM 
The software products developed in the frame of this project has the 

aim to oversee potential industrial air pollutants.  
The application includes a series of executable modules that communicate 

each other in order to achieve the goal of the project. 
The architecture selected for this project is based on client-server 

architecture (figure 3).  
 

 
 

 

Figure 3.  The architecture of the WIPOL system. 
 

8. THE WIPOL SOFTWARE APPLICATION 
The software application is resident on the computers situated on both 

hierarchical levels of the tele-assistence system. The WIPOL system includes 
the following executable programs: 

- achizsenz – program for data acquisition from sensors – runs on the 
level of programmable automaton and performs the acquisition of data in 
engineering units using a configuration table for each sensor attached to it. 

- Local dispatcher program consists of two modules: 
i. Module for sensors supervision - supravsenz - for data acquisition 

from the programmable automaton; the data are introduced into the database 
and the evolution of these parameters are represented under numerical or 
graphical form on the operator console; 

ii. Local dispatcher program - displocal - for primary data processing, 
generates acquisition reports and graphical representations of data, events 
report and dispersion maps for the monitored pollutants. 
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- Central dispatcher program which includes: 
i. supravagent - program for supervision of the potentially polluted 

industrial plant by using a telephone line connection with the economic agent, at 
preset time intervals or in the case of alarm, uploading the data on the central 
dispatcher computer for further processing; 

ii. central dispatcher program - dispcentral - for processing the acquired 
data, conditioning the acquisition reports, graphics with the evolution of the 
parameters, events report and dispersion maps for the monitored pollutants. 
 
 

The description of the local level programs 
The functions of the supervision program at the local dispatcher level 

are implemented in the application program having two main components: 
- application manager - program package at the local dispatcher computer 

level (figure 4); 
- specific program for communication between the local dispatcher computer 

and the programmable automaton or a wireless RTU (including data packing for 
transmission, scaling and communication drivers). 

 

 
 

Figure 4.  Screen shoot of the manager application at the local dispatcher level. 
 
The program on the local dispatcher level is developed on the principle 

of virtual instrumentation under the LabWindows CVI (National Instruments) 
programming environment using the database, statistics and network connectivity 
components (Enterprise Connectivity Tools) and includes the following functions: 

- monitoring of the sensors and transducers network distributed in the 
location of polluting plants; the monitoring takes place consulting each sensors 
configuration table and using preset sampling times; 
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- graphical or tabular acquisition of monitored and calculated parameters; 
transformation of acquired data in physical units (concentrations, flow rates etc.) 
according to the associated calibration charts; 

- generation of the event reports, recording the moment of time when the 
event appears and the source of the event; 

- application and measurement channels configuration, measurement 
domain limits setup for sensors and transducers; 

- assuring only authorized access to critical operations by a hierarchical 
system of passwords; 

- supervision of alarm limits, the state of the communication with the 
programmable automaton, the operations made by the exploit personnel determining 
the alert of the operator by: 

i. acoustic signal – by voice – using the multimedia component of the system; 
ii. visual signal – using overlapping windows techniques that block any other 

access of the operator until the confirmation of the pop-up message window. 
 

The data transfer to the central level 
The transfer is made by modem using a dedicated line introducing the 

appropriate telephone number in the Connection phone number labeled textbox, 
with visual indication of the connection status with the central dispatcher computer. 
The program transfers the files using a modem based communication protocol 
with data correction algorithm, thus eliminating the transfer errors (figure 5). 
 
 

 
 

Figure 5.  The Data transfer window at the central dispatcher computer. 
 

The functional description of the central level program 
In the established geographical area, the local monitoring points are 

located in the vicinity or on the platform of the potential pollutant industrial plant.  
The monitoring equipments, located in the local centre, communicate in 

real time with the local dispatcher computer (figure 6).  
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Figure 6.  Central dispatcher. 
 

The functions of the central level monitoring system are: 
- Monitoring of the locally distributed measurement points of the network 

by uploading the data to the local dispatcher stations at user preset sampling time; 
- Generation of the measurement databases by including the acquired 

measurement data of the local dispatcher stations; 
- Generation of graphical representations showing the pollutant 

concentration and the affected geographical area using the data from measurements 
and from simulations that are based on the dispersion models and measured 
meteorological data; 

- Presentation in graphical or tabular forms of the acquired and calculated 
data (figure 7); 
 

 
 

Figure 7.  The graphical representation of the CO sensor at the central dispatcher. 
 

- Generation of event and alarm reports, including the moment of time, 
source and value of the parameters that triggered the event; 
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Figure 8.  Meteorological data. 
 

- Application configuration, local monitoring station configuration, establishing 
the risk limits and propagation distances for monitored data taking into account the real 
meteorological conditions; 
 

 
 

Figure 9.  Report window at the central dispatcher. 
 

- Assuring the authorized access to the critical operations by a hierarchical 
system of passwords; 

- Supervision of alarm limits, of the state of the communication with the 
local monitoring systems, the maneuvers made by the dispatcher personnel, 
determining an acoustic or visual warning signal generation (figure 9). 
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9. CONCLUSIONS 
Using wireless components a monitoring system for air pollution generated 

by industrial plants was developed. The main modules of the system are: 
• Data acquisition module – using sensors for gases and dust– based 

on the programmable automaton; 
• Concentration prediction module – based on simulation using a 

mathematical model for dispersion of gases and dust; 
• Weather station – to measure the meteorological parameters; 
• Client-server system organized on two levels – a local level in charge 

with: data acquisition, data management and a central level for monitoring 
multiple pollution sources simultaneously;  

• Data transfer module – to transfer the data between the two levels of 
the system. 

The WIPOL system is extensible, allowing inclusion of up to 256 monitoring 
sites. The system is useful in supervising multiple industrial plants releasing pollutant 
effluents in the air.  
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INTRODUCTION 
The discovery of carbon nanotubes [1] bring about unprecedented opportunities 

for obtaining materials with nanoscale structures. Recently, classes of tubes originating 
in compounds hexagonal tessellation: BN, CNx

 have been synthesized [2-4]. Carbon and 
boron nitride nanotubes are promising systems for manufacturing of electronic 
devices, such as transistors, actuators and logic circuits [5-10]. These devices require 
precise control of the electronic properties. The fact that the electronic properties of the 
carbon nanotubes depend upon their chirality and diameter makes them unsuitable 
for some electronic devices.  

The effect of chirality on energetic and electronic properties of zigzag 
boron nitride and carbon nitride nanotubes with 1:1 stoechiometry have been 
considered in this contribution. 
 

METHOD OF CALCULATION 
Carbon-nitrogen and boron nitride nanotubes with zigzag geometry have 

been considered theoretically by performing PM3-RHF [11] type semiempirical 
molecular orbital calculations by using Spartan ‘02 package [12]. 

The densities of states (DOS) have been calculated by the extended 
Hückel tight-binding method using BICON-CEDIT package [13]. 

 
RESULTS AND DISCUSSION 

 

A) Thermodynamic stability 
In the present work we have calculated the enthalpies of formation (∆H) for 

(n,0)CN nanotubes with n=5, 6,….,12 depending on the chiral vector, n of the tube 
and compared them with the corresponding results for boron nitride nanotubes, 
figure 1.  

Accordingly, the PM3 results show that both BN and CN nanotubes are 
thermodynamically stabilized with increasing of the chiral vector, n. All BN nanotubes 
are more stable than their carbon nitride analogues. This might explain the 
synthesis of carbon nitride nanotubes containing no more than  13% nitrogen [14]. 
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Figure 1. Enthalpies of formation (per atom) of the (n,0)CN/BN tubes 

as a function of chiral parameter (n). 
 

B) Polarizability (αααα) 
One of the current research topics in this area is the influence of different 

chiralities of the tubes on polarizabilities for possible applications on nanodevices. 
Polarizability measures the ability of an atom or molecule to deform the electric 
cloud in the presence of an electric field. 

The calculated data have been plotted on graph in figure 2. This finding 
suggests that the polarizabilities of these tubes increases almost linearly with the 
chiral vector, n [15]. It is also important to notice that the polarizabilities of the CN 
nanotubes are higher than that of the BN analogues due to the higher polarizability 
of the carbon relative to boron. 

 

C) Density of states (DOS) 
The electronic properties of the nanotubes are examined using the information 

provided by density of states. The total DOS, IDOS (integrated DOS) and the N(2s, 2p), 
B(2s, 2p) contributions for (10,0)BN tube (with the 1:1 stoechiometry) are given in figure 3.  
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Figure 2. Polarizability (per atom) of the nanotubes as a function of chiral vector, n. 
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Figure 3. The total, partial DOS and IDOS diagrams for (10,0)BN and (10,0)CN tube. 
 
The partial DOS(E) plot shows that the lowest band is derived from N(2s) 

orbitals and conduction bands are composed of 2s orbitals of the boron mixed with 
the 2p orbitals of the nitrogen and boron respectively. Since the gap between the 
valence and conduction bands (4eV) is greater than 3eV  [16], indicates that the 
BN nanotube is an insulator. This finding is in agreement with the resultants published 
by Blasé [17] (tube is an insulator with a gap of 5,5eV). 

From the DOS(E) plot indicates in figure 3b it is evident that the lowest 
bands (valence bands) are composed of N(2s), C(2s) derived states while the 
conduction bands are consisted of N(2p) and C(2p) derived states. Similar results 
indicates the DOS diagrams of the (n,0)BN and (n,0)CN with n=5, 6, 7, 8, 9, 11, 12. 
So that, all BN nanotubes are insulators while the CN nanotubes exhibit semiconductor 
properties, with constant gap independent of their chiral vector, n.  

 
CONCLUSION 
The carbon nitride nanotubes are thermodynamically stabilized with the 

increasing of the chiral vector, n. A higher polarizability and a semiconductor behaviour 
suggests that the carbon nitride nanotubes are good candidate for possible applications 
in nanodevices. 
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ABSTRACT. Theoretical study on tetramethyl 3,7-dihydroxybicyclo [3.3.1]nona-2,6-diene-2,4,6,8-
tetracarboxylate is performed by using density functional theory (DFT) considering 6-31G basis 
sets. The results are compared with different experimental data obtained by using FT-IR 
spectroscopy in liquid state, using solvents of various polarities. Two hypothetical structures have 
been considered for  the analysed compound: (i) one having intramolecular hydrogen bonding 
between OH enolic group and carbonylic oxygen from carboxylate group and (ii) the other with 
intramolecular hydrogen bonding between OH enolic group and methoxy oxygen from carboxylate 
group. The energy difference between these two possible forms is very low, suggesting a fast inter-
conversion between each other. Our study was focused on the bands at 1600-1850 cm-1, and 2900-
3200 cm-1 of spectrum. A reasonable agreement between theoretical and experimental data in liquid 
phase has been found. 
 
Keywords : intramolecular hydrogen bond, energetics, conformations, IR spectroscopy, DFT. 

 
 
 

INTRODUCTION 
Molecules have the tendency to develop the stongest interactions possible 

under the given conditions. The hydrogen bonds, especially the intramolecular ones, 
as weak interactions, play an important role because they add up and thus generate 
very strong molecules conformations. 

The secondary, tertiary and quaternary structure of proteins, the double 
helix of DNA, the membrane structures and complex intracellular particles like 
ribosomes are all maintained by weak interactions1. They give a deep insight into 
peptides and protein chemistry. Classically, a hydrogen bond is formed when the 
hydrogen atom attached to an electronegative atom (X) as a donor, interacts with a 
lone pair electron of another electronegative atom (Y), as an acceptor, that is X-H...Y 
interactions2,3. One of the most suitable tools to investigate the nature of these 
hydrogen bonds is the FT-IR spectroscopy technique in liquide phase. The solvents 
play an important role in the spectra’s shape establisment, the increase of the 
solvent polarity could generate a considerable line enlargement and frequency 
shift4-6. The enolisable β-keto esters exhibit the phenomenon of conjugate chelation, 
through the intramolecular hydrogen bonds, similar effects being observed in case 
of the corresponding diketones. The frequency shifts of chelated esters have been 
used to measure the double-bond character in a few series of compounds. The 
enolisable β-keto esters show absorption near 1718 cm-1 and 1735 cm-1 corresponding 
to the ketonic and ester carbonyl groups, respectively, and at 1618 cm-1 and 1656 
cm-1, which must arise from the chelate structure of enol form. The first of these 
two bands is associated with the carbon double-bond absorption and the second 
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with the chelated carbonyl absorption7.  Presence of the intramolecular hydrogen 
bond and the solvent effects exhibit a significant influence on the normal vibrational 
mode of C=O and C=C bonds in the spectral domain of 1600 – 1850 cm-1. 
 The aim of our work is to give an accurate description of these intramolecular 
hydrogen bonds in tetramethyl 3,7-dihydroxybicyclo[3.3.1]nona-2,6-diene-2,4,6,8-
tetracarboxylate, a potential macrocycles precursor, and solvent effects using 
theoretical molecular modeling and experimental IR spectroscopy study. 
 

RESULTS AND DISCUSSIONS 
The experimental study consisted of the registration of the IR spectra in 

liquid state for tetramethyl 3,7-dihydroxybicyclo[3.3.1]nona-2,6-diene-2,4,6,8-
tetracarboxylate8. Several 20% concentrated solutions were prepared, using six 
solvents situated in 2.25 - 4.8 polarity values range (tetracarbon chloride, benzene, 
dichloromethane, ethylic ether, tetrahydrofurane, 1,4-dioxane). All these selected 
solvents are "transparent" on 1600 – 1850 cm-1 and 2800 – 3100 cm-1 spectral range 
and allow C=O and intramolecular hydrogen bonds study. Infrared spectroscopic 
analyses were performed on a UR20 Carl Zeiss spectrophotometer, with a spectral 
resolution of 0.6 cm-1, in 650-4000 cm-1 spectral range have been prepared. Cells 
with CaF2 windows and 0.1 mm thickness of the layer, have been used. The appropriate 
solvent for each investigated solution has been filled in the reference cell. 
 Theoretical calculations were carried out by DFT method at the B3LYP 
exchange-correlations functional, using 6-31G Pople’s basis sets implemented in 
GAMESS9 quantum chemical program package under Linux. 

Two hypotetical structures for the investigated β-ketoester10 were considered: 
the one with intramolecular hydrogen bonds being formed between the the enol 
hydrogen and the carbonyl oxygen atom (Fig. 1a), and respectively methoxy oxygen 
atom, both belonging to the methoxycarbonyl group (Fig. 1b). The strength of the 
hydrogen bond shows a steady increase of the stability of β-ketoester chelate, which 
through such of intramolecular weak interactions closes a stable six-membered ring. 

The strength of the hydrogen bond is a little bit different within these two 
conformations. Both conformers exhibit an identical orientation of the molecular 
backbone. The C=O···H-O distance in conformer A is 1.6895 Å, while the H3C-O···H-O 
distance in conformer B is 1.6788 Å, shorter than the other conformer (Table 1.). 

 
Table 1 

Conf_A Conf_B 
Coord. Values Coord. Values 

Bond lenghts (Ǻ) 
O3-H3 1.0060 O3-H3 0.9949 
H3···O5 1.6895 H3···O4 1.6788 
O5-C6 1.2649 O4-C6 1.4107 
C6-O4 1.3683 C6-O5 1.2399 
C6-C5 1.4492 C5-C6 1.4554 
C5-C4 1.3717 C5-C4 1.3686 
C4-O3 1.3567 C4-O3 1.3606 

Angles (Deg.) 
H3···O5-C6 100.794 H3···O4-C6 106.278 
O5-C6-O4 120.675 O4-C6-O5 119.636 
O5-C6-C5 125.097 O4-C6-C5 114.151 
C6-C5-C4 117.839 C6-C5-C4 123.124 
C5-C4-O3 123.603 C5-C4-O3 124.904 
C4-O3-H3 109.562 C4-O3-H3 110.091 
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Figure 1. a) Conformation A Figure 1. b) Conformation B 

 
 

The selected molecular parameters of conf_A and conf_B calculated by 
DFT method using B3LYP exchange-correlation function with 6-31G basis set. 

These two conformations were found to have an energetical barrier of only 
0.2204 eV, that suggests a very fast interconversion between each other. Considering 
a transition state for this conformational equilibrium, the minima (the relative 
energies) calculated for the matching conformers were 3.047 eV for conf_A and 
2.827 eV for conf_B (Fig. 2).  

The IR spectra in the O-H region, C=O and C=C stretching vibrations, 
respectively, have been studied in a wide range of solvents solutions of 20% 
concentration. Taking into account that the O-H stretching band depends on the 
solvent polarity and on eventual intramolecular hydrogen bonds, this band is 
situated around 2900 cm-1. 

It can be observed (Fig. 3 a.-f.) that, increasing the solvent polarity (from 
tetracarbon chloride to 1,4-dioxane), the origin of experimental absorption band is 
blue shifted and the band shape becomes larger. 

 

 
 
Figure 2. The optimised energetical diagram for the transition state, respectively for both 

conformations of the tetramethyl 3,7-dihydroxybicyclo[3.3.1]nona-2,6-diene-2,4,6,8-
tetracarboxylate 

Trans 
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Figure 3. Theoretical and experimental IR spectra (2800 – 3200 cm-1) in the C-H and O-
H stretching region, using solvents with various polarities. 

 

A good agreement between the theoretical frequency values and the 
experimental ones has been found in 1600-1850 cm-1 spectral region, especially 
for the lines belonging to conf_B structure (Fig. 4 a.-f.). In these normal modes, two 
characteristic bond stretching (C=C and C=O) and C-O-H angle bending, are 
involved. The corresponding frequencies of C=O belong to the carbonyl group 
involved in intramolecular hydrogen bond formation (1639.1 cm-1 for conf_A, and 
1699.3 cm-1 for conf_B) and to carbonyl included in the ester group, which exists as 
a nonbonded group (1730.6 cm-1 and 1731.4 cm-1 for conf_A, 1733.1 cm-1 and 1734.5 
cm-1 for confB ). The corresponding frequencies for C=C bond stretching are 1665.1 
cm-1 and 1658.9 cm-1 for conf_A, 1660.8 cm-1 and 1668.2 cm-1 for conf_B. The C-
O-H angle bending are coupled with bonded C=O in case of conf_A and with C=C 
in case of conf_B, having 50 cm-1 frequency shift between them. This frequency 
shift suggests that conf_B spectral shape is closer to the experimental spectra and 
its geometry structure is more realistic than that of conf_A. 
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Figure 4. Theoretical and experimental IR spectra (1600 – 1800 cm-1) in the C=O and 
C=C stretching region, using solvents with various polarities. 

 

 
CONCLUSIONS 
Two possible conformations of the tetramethyl 3,7-dihydroxybicyclo[3.3.1] 

nona-2,6-diene-2,4,6,8-tetracarboxylate, both of them involving the formation of 
intramolecular hydrogen bond have been modeled. The energy difference between the 
two forms is very low (∆E=0.2204 eV), suggesting a fast inter-conversion between 
each other, passing through a transition state. The IR spectroscopy study in liquid 
phase, in conjunction with DFT revealed the existence of intramolecular hydrogen 
bonds in the analysed compound. The calculated and experimental IR spectra are 
in good agreement, especially in the 1600 – 1850 cm-1 spectral region, meanwhile 
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in the 2800 – 3100 cm-1 spectral region it has been registered blue shift of the 
calculated frequency due to the solvents polarity and the chelatization via intramolecular 
hydrogen bond effects. The characteristic line for bonded C=O at 1700 cm-1 of the 
theoretical spectrum of conf_A has no correspondence in the experimental spectra. 
As a consequence of the increase of the solvent polarity, a considerable line 
enlargement and frequency shift of the C-H, and the associated O-H enol stretching 
bands,  has been observed. Summarizing the results, it can be concluded that the 
geometry of the conf_B structure is in better agreement with the experimental data 
than that of the conf_A structure. 
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ABSTRACT. A map M is a combinatorial representation of a closed surface. Convex polyhedra, 
starting from the Platonic solids and going to spherical fullerenes, can be generated by applying 
some operations on maps. Three composite map operations: leapfrog, chamfering and capra, 
play a central role in the fullerenes construction and their electronic properties. Generalization 
of the above operations leads to series of transformations, characterized by distinct, successive 
pairs in the Goldberg multiplication formula m(a,b). Parents and products of most representative 
operations are illustrated.   

 
 
 
 

INTRODUCTION 
A map M is a combinatorial representation of a (closed) surface.1,2  Let: v, e, f – 

be the number of vertices, edges, faces, d – the vertex degree and s – the face size, in 
the map. A subscript “0” will mark the corresponding parameters in the parent map. 

Some basic relations in a map, have been discovered by Euler:3,4 

 

∑ = evd d 2                   (1) 

∑ = efs s 2                   (2) 
 

where vd and fs are the number of vertices of degree d and number of s-gonal faces, 
respectively and (d, s ≥ 3). The two relations are joined in the famous formula: 
 

)1(2 gfev −=+−                  (3) 
 

with g the genus5 of a graph (i.e., the number of holes performed on a plastic sphere to 
make it homeomorphic to the surface on which the given graph is embedded; g = 0 
for a planar graph and 1 for a toroidal graph).  

The nuclearity of fullerene polyhedra can be counted by the Goldberg’s6 
relation: 

 

0;);( 22 >+≥++= babababam                (4) 
 

which predicts the multiplication factor m = v/v0 in a 3-valent map transformed by a 
given operation (see below). The m factor is related to the formula giving the volume of 
truncated pyramid, of height h: V = mh/3, coming from the ancient Egypt. 

This paper is organized as follows: the second section presents some classical 
composite operations, with definitions given in terms of simple map operations; the third 
section deals with generalized operations, inspired from the Goldberg’s representation 
of polyhedra in the (a,b) “inclined coordinates”; the forth section presents some 
molecular realization of these composite operations. The last two sections give a 
summary of the paper and references, respectively. 
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CLASSICAL COMPOSITE OPERATIONS 
 We limit here to the most important composite operations, meaning the basic, 
simple operations, such as: Dual, Medial, Stellation, Truncation, Snub, etc., are known. 
The reader can consult some already published papers.1,2,7 

Leapfrog Le (tripling) operation8-12 can be written as: 
 

))(())(()( 3 MDuTrMPDuMLe ==                (5) 
 

where P3 is a particular case of the Polygonal Ps capping (s = 3, 4, 5), realizable13,14 by 
(i) adding a new vertex in the center of the face, (ii) putting s-3 points on the 
boundary edges and (iii) connecting the central point with one vertex (the end 
points included) on each edge. In this way the parent face is covered by trigons (s 
= 3), tetragons (s = 4) and pentagons (s = 5). The P3 operation is also called stellation 
or (centered) triangulation.  

A sequence of stellation-dualization rotates the parent s-gonal faces by 
π/s. Leapfrog operation is illustrated, for a pentagonal face, in Figure 1. 

 

M Le(M)  

Figure 1. Leapfrogging a pentagonal face of a trivalent map 

 
 
A bounding polygon, of size 2d0, is formed around each original vertex. In 

the most frequent cases of 4- and 3-valent maps, the bounding polygon is an 
octagon and a hexagon, respectively. 

The complete transformed parameters are: 
 

 Le(M):  0000 vdfsv ==  ; 03ee = ; 00 fvf +=  ; m(1,1) = 3            (6) 
 

In trivalent maps d0 = 3, so that Le(M) is also called the tripling operation. 
Note that the vertex degree in Le(M) is always 3, as a consequence of the dualization 
of a triangulation.  

A nice example of using Le operation is: Le(Dodecahedron) = Fullerene C60. 
The leapfrog operation can be used to insulate the parent faces by surrounding 
bounding polygons.  

Chamfering (quadrupling) Q is another composite operation, achieved by 
the sequence:6,13,14 

 

)))((()( 33
MPTrEMQ P−=                 (7) 

where −E  means the (old) edge deletion in the truncation TrP3 of the new, face centered, 
vertices introduced by the P3 capping (Figure 2). The old vertices are preserved. 
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The complete transformed parameters are: 
 

Q(M): 00 )1( vdv += ; 04ee = ; 00 eff += ; m(2,0) = 4             (8) 
 

Q(M)M  
 

Figure 2. Quadrupling a pentagonal face of a 3-valent map. 
 
Q operation leaves unchanged the initial orientation of the polygonal faces. 

Note that, the chamfering of a 4-valent map is not a regular graph anymore 
(because of mixing the new trivalent vertices with the parent 4-valent ones). Only a 
3-valent map is chamfered to a 3-regular graph. 

Q insulates the parent faces always by hexagons. An example of this 
operation is: Q (Dodecahedron) = Fullerene C80.  

The “chamfering” (edge chamfering being equivalent to vertex truncation)6 is 
most often called “quadrupling”, by the vertex multiplication m = 4, in trivalent maps. 

Capra Ca (septupling) - the goat, is the Romanian corresponding of the 
leapfrog English children game. It is a composite operation,15 necessarily coming 
third, by the Goldberg’s multiplying factor m(2,1) = 7. 

The transformation can be written as:14 

 

))(()( 55
MPTrMCa P=                  (9) 

 

with TrP5 meaning the truncation of new, face centered, vertices introduced by the 
P5 capping (Figure 3). Note that, P5 involves an E2 (i.e., edge trisection) operation.  
Ca insulates any face of M by its own hexagons, which are not shared with any old 
face (in contrast to Le or Q).  
 

E2(M)    Ca(M)  
 

Figure 3. Capring a pentagonal face of a 3-valent map. 
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Table 1 lists the net parameters in Capra transforms,15 either in simple or 
iterative application on finite objects. 

According to the m-value in trivalent maps, Capra is the septupling S1 
operation. A second septupling operation S2 was defined in ref. 13. 

Only a 3-valent regular map leads to a regular 3-valent graph by Capra; 
clearly, maps/graphs of degree greater than 3 will not be regular anymore. 

 
Table 1.  

The transformed parameters by the iterative Ca operation 
Operation Parameter 

)(MCa  0000001 )12(2 vdfsevv +=++=  

01 7ee =  

0001 ffsf +=  

)(2 MCa  00,1112 )116(2 vdfsevv s +=++= ∑  

0
2

2 7 ee =  

0000,12 8 ffsffsf s +=+=∑  

)(MCan  case 30 >d   

2;78 21 ≥−= −− nvvv nnn  

 
 
 
GENERALIZED OPERATIONS 
One of us (P. E. J.) has proposed a generalization of operations on maps, 

inspired from the work of Goldberg,6 and its representation of polyhedra in the (a,b) 
“inclined coordinates” (60o between axes). The nuclearity multiplicity factor m for 
trivalent maps is given by eq. (4).  

Figures 4 and 5 illustrate the method on the hexagonal face. The points of the 
“master” hexagon must lie either in the center of a lattice hexagon or on a lattice vertex, 
so that in the center of the parent hexagon must be a new hexagon. The edge length 
of the parent hexagon is counted by the primitive lattice vectors (x,y).  

A similar procedure was used by Coxeter,16 who built up icosahedral 
polyhedra/fullerenes as dual master triangular patches, represented by pairs of 
integers.  
 For the (3,2) Cut operation - Figure 5 b, the central face and first connected 
atoms  were cut off. 
 Some of the generalized composite operations, corresponding to non-
prime m, can be expressed as operation sequences, as shown in Table 2. It is obvious 
that (a,a) and (a,0) operations provide achiral products (e.g., fullerenes of the full Ih 
point group symmetry) while (a,b), a ≠ b, result in chiral transformed maps (e.g., 
fullerenes of therotational I point group symmetry) . The (a,0) operations produce non-
rotated maps. The above generalized operations, as implemented in the software 
package CageVersatile,17  work on any face and vertex-degree type maps.  
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(2,2) (4,0) 
 

x
ry

r

(2,2)

 
 

 

x
ry

r

(4,0)

 
 

Figure 4. Generalized (a, a) and (a, 0) operations 
 

(a) (3,2); m =19 
 

(b) C(3,2); m =13 

(3,2)
x
ry

r

 

(3,2)
x
ry

r

 
 

Figure 5. Generalized (a, b) operation: a = b + 1 (5a) and (central face and first 
connected atoms) “cut” C(a,b)  

(5b),the last one corresponding to m(3,1) =13 factor. 
 
 

In case of trivalent regular maps, relations (1) and (2) can be rewritten as: 
 

0000 23 fsev ⋅=⋅=⋅                (10) 
 

Keeping in mind the multiplication factor m (see (4)), the number of vertices in 
the transformed map is: 

 

01 vmv ⋅=                 (11) 
Eq 10 leads to: 
 

101 233 evmv ⋅=⋅⋅=⋅                (12) 
 

0001 3

2

2

3

2

3
ememvme ⋅=⋅⋅=⋅⋅=              (13) 
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Table 2.  
Inclined coordinates (a, b), multiplication factor m = (a2 + ab + b2), number 

of atoms N and operation symbols (running on the dodecahedral C20 fullerene) 
 (a, b) m N Operation Obs. 

1 (1, 0) 1 20 I Identity 
2 (1, 1) 3 60 Le1,1 Rotated by π / s; achiral 
3 (2, 0) 4 80 Q2,0 Non-rotated; achiral 
4 (2, 1) 7 140 Ca2,1 Rotated by π / 2s; chiral 
5 (2, 2) 12 240 Le1,1, Q2,0 Rotated by π / s; achiral 
6 (3, 0) 9 180 Le1,1, Le1,1 Non-rotated; achiral 
7 (3, 1) 13 260 - Rotated; chiral 
8 (3, 2) 19 380 - Rotated; chiral 
8' C(3, 2) 13 260 - Rotated; chiral 
9 (3, 3) 27 540 Le1,1, Le1,1, Le1,1 Rotated by π / s; achiral 
10 (4, 0) 16 320 Q2,0, Q2,0 Non-rotated; achiral 
11 (4, 1) 21 420 Le1,1, Ca2,1 Rotated; chiral* 
12 (4, 2) 28 560 Q2,0, Ca2,1 Rotated by π / 2s; chiral 
13 (4, 3) 37 740 - Rotated; chiral 
14 (4, 4) 48 960 Le1,1, Q2,0, Q2,0 Rotated by π / s; achiral 
15 (5, 0) 25 500 - Non-rotated; achiral 
16 (5, 1) 31 620 - Rotated; chiral 
17 (5, 2) 39 780 - Rotated; chiral 
18 (5, 3) 49 980 Ca2,1, Ca2,1 Chiral/ achiral* 
19 (5, 4) 61 1220 - Rotated; chiral 
20 (5, 5) 75 1500 - Rotated; achiral 

* achiral, when the sequence CaR(CaS(M)) is used. 
 

The above operations introduce new hexagons, keeping the original faces. 
Thus, the number of faces of any size s in M1 is: 

 

06,1,1 fff s +=                 (14) 
 

Relation (10) becomes: 
 

 ∑ ⋅+⋅=⋅=⋅ 006,1,11 62 fsffse s              (15) 
 

Substitution of e1 in (15) leads to: 
 

 006,1 6

1
fs

m
f ⋅⋅−=                (16) 

 

 000,1 6

1
ffs

m
f s +⋅⋅−=               (17) 

For the nth iterative operation, one deduces: 
 

 0vmv n
n ⋅=                 (18) 

 0eme n
n ⋅=                 (19) 
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 000, 6

1
ffs

m
f

n

sn +⋅⋅−=               (20) 

 

 Relations (18) to (20) hold for all the presented operations running on a 
trivalent regular M0. In other words, the above relations are true for the 3-valent 
Platonic solids: tetrahedron T, cube C and dodecahedron D.  

For other degree maps, in case of Le, Q and Ca operations, some relations 
are above presented.  

We stress here that, in contrast to the Coxeter16 procedure our method 
operates on the original graph (not its dual) which enables the embedding on any 
kind of close or open surface. Moreover, extensions by "cutting" the master faces 
have not been explored in the cited literature. Thus, a large palette of polyhedral 
structures, useful in modeling nanostructures, is available. 

  
 
MOLECULAR REALIZATION 
This section illustrates the “molecular” realization or, in other words, the 

transformation of molecules (such as graphitoids) by the mathematical operations. 
It is well-established that Le operating on fullerenes provides Clar fullerenes.2 

The Q and Ca operations are more related to each other.  
Recall that, according to the Clar theory, any polyhedral map may be 

looked for a perfect Clar structure2,18 PCS (Figure 6), which is a disjoint set of faces 
(built up on all vertices in M) whose boundaries form a 2-factor. A k-factor is a regular k-
valent spanning subgraph. A PCS is complementary to a Fries structure,19 which is a 
Kekulé structure having the maximum possible number of benzenoid (alternating 
single-double edge) faces. A Kekulé structure is a set of pairwise disjoint edges/bonds 
of the molecule (over all its atoms) that coincides with a perfect matching and a 1-
factor in Graph Theory. A trivalent polyhedral graph, like that of fullerenes, has a 
PCS if and only if it has a Fries structure.2 Such structures represent total resonant 
sextet TRS benzenoid molecules and it is expected to be extremely stable, in the 
valence bond theory.2,20 Leapfrog Le is the only operation that provides PCS transforms. 

By extension, Diudea13 proposed a corannulenic system (Figure 7). A perfect 
corannulenic structure PCorS is a disjoint set of (supra) faces covering all vertices 
in the molecular graph. The associated Fries-like structure is defined as above but 
its construction will avoid the corannulenic core vertices. 

Among the above three classical composite operations: Le, Q and Ca, 
none is able to provide a PCorS. It is, however, possible by the operation 
sequence Le(Q(M)) or Q(Le(M)), as shown in Figure 7. This sequence is equivalent 
to the generalized (2,2) operation. 

The PCorS superimposes over PCS. Thus, any PCorS is necessarily a 
PCS. The supra-organized corannulenic units are expected to contribute to the 
stability of the whole molecule. 

As above mentioned, operations (a,b), a ≠ b, provide chiral transformed 
maps. It is, however, possible that the horizontal edge of the parent hexagon be 
inclined either to the right or to the left, thus resulting pair operations and enantiomeric 
products (see Figure 5).  
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(3,0)(C20) = Le(Le(C20)) = C180 
PCS 

(3,0)(C20) = C180 

Fries structure 

 
 

 
Figure 6. The transform of dodecahedron - C20, by generalized operation (3,0), leading to perfect 

Clar PCS structure. 
 

(2,2)(C20) = Q(Le(C20)) = C240 PCorS (2,2)(C20) = C240 

  
 

Figure 7. The transform of dodecahedron - C20, by generalized operation (2,2), leading to 
and perfect corannulenic PCorS structure. 

 
Since pentangulation (2,1) of a face can be done either clockwise or counter-

clockwise, it results in an enantiomeric pair of objects: CaS(M) and CaR(M), in 
terms of the sinister/rectus stereochemical isomers.15 Figure 8 illustrates of such a 
pair derived from the Dodecahedron.  

 
CaS (C20)  non-optimized CaR (C20)  non-optimized 

  

Figure 8. Enantiomeric pair of the (2,1) Capra transforms of C20 

 
If a composite operation includes an even repetition of a pro-chiral operation, 

the sequence of one kind pro-chiral operation will lead to either a chiral transform 
or an achiral object, the last one in case of 1:1 ratio of pro-enantiomeric operations 
(see Figure 9). 
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(5,3)(C) = CaS(CaS(C)); m = 49; N = 392 
(Rotated; chiral) 

 

(7,0)(C) = CaR(CaS(C));  m = 49; N = 392 
(Non-rotated; achiral) 

 

  
 

Figure 9. Pair of Capra transforms of the Cube 
 
 
Other pro-chiral operations are further illustrated: the (3,2) and C(3,2) cut 

operations working on the dodecahedron (Figure 10). For the procedure working 
on a hexagonal face see Figure 5. 

 
 

(3,2)(D);  m =19; N =380 
 C(3,2)(D);  m =13; N =260 

(a) 

 
 

(b) 

 

(c) 

 
 

(d) 

 

 
Figure 10. (3,2) and C(3,2) operations performed on the Dodecahedron, 

non-optimized (a, b) and optimized (c, d). 
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CONCLUSIONS 
Convex polyhedra, starting from the Platonic solids and going to spherical 

fullerenes, can be generated by map operations. 
Three composite map operations: leapfrog, chamfering and capra have 

been analyzed with respect to their lattice elements. 
Generalization of the above operations provided a series of transformations, 

characterized by distinct, successive pairs in the Goldberg multiplication formula m(a,b). 
Parents and products of most representative operations have been illustrated, 

for finite cages. 
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ABSTRACT. This study presents a method and algorithms for calculation of 3D similarity between 
pairs of chemical structures represented as 3D molecular graphs. Similarity searching in chemical 
databases is widely used for virtual screening, lead discovery and optimization, and most recently 
protein amino-acid sequences studies to discover and determine the functionality of a new isolated 
protein. This method has obvious advantages over other known methods due to the following: (i) the 
superposition method does not depend on the preliminary alignments of the chemical structures; (ii) 
entire conformational space is searched without generation of each conformer; (iii) excellent 
discrimination between geometrical isomers. Although it is a computationally demanding method, 
recent implementation of maximum clique algorithm and bound smoothing algorithm made possible 
the optimization of this method and application to similarity searching in chemical databases of non 
trivial size. 

 
 
 

INTRODUCTION 
The investigation of molecular structure involves research on its constitution – 

the number and chemical identity of atoms and bonds joining them along with the 
configuration in 3D space. Molecular similarity has been studied from two different 
major view points: (i) topological similarity defined in connectivity and constitutional 
terms and (ii) geometrical similarity, when geometrical aspects of the molecular 
structure are taken into account. 

Similarity searching in databases of 2D chemical structures is widely used 
for virtual screening and lead discovery. A similarity measure, that quantifies the 
degree of structural resemblance between the target structure and each of the database 
structure, is based on fingerprint or molecular descriptor encoding of the molecular 
structure with similarity between pairs of such representations being computed 
using the Tanimoto coefficient. Another topological similarity measure of increasing 
interest (although more computationally demanding) is detection of 2D maximum 
common subgraphs (MCS).1,2 The binding affinity of the ligand to the receptor site, 
which usually express the biological activity, is related to a single geometrical configuration 
of the ligand.  

The procedures and algorithms used in detection of the MCS can be 
extended to 3D similarity searching, with several modifications, the most important 
being conformational flexibility in the matching algorithm. This study presents a complete 
implementation of such an algorithm. The effectiveness of the proposed method in 
classifying chemical structures with respect to a given bioactive leader is evaluated. 

 
SIMILARITY METHODOLOGY 

 Chemical graphs. All molecular structures can be represented as simple, 
undirected graphs. In a 3D chemical graph, the vertices denote atoms but edges here 
can indicate the geometric distance or a range of distances between pair of atoms 
(vertices). The main difference between these two representations is that 3D chemical 
graph is usually weighted by geometrical distance (see figure 1). 
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(a) 2D chemical graph 

 
(b) 3D chemical graph 

 
Figure 1. Acetic acid chemical graphs representations 

 
Distance geometry. In ligand-receptor interaction mechanism, ligand usually 

exhibits some degree of flexibility and thus the distances between atoms are not fixed.  
One approach to cope with this drawback is to generate several conformations 

of low energy for each structure under consideration and then to compare all possible 
pairs of the resulting conformations. This approach is, however, computationally 
demanding, if exhaustive sampling of the molecules' conformational space is to be 
achieved and still cannot guarantee that the optimal similarity has been identified.  

Distance geometry, herein considered, encodes the molecules' conformational 
flexibility within a single graphical representation.3 Specifically, each edge of a 3D 
molecular graph is represented by a range of distances spanning the maximum 
and minimum allowable distance between two atoms. Distance ranges are imposed 
by some constrains, e.g., distance and chirality. The distance constrains are simply the 
lower and upper bounds of the interatomic distances; the chirality includes the 
handedness of the asymmetric centers in the molecule.  

Covalent distance constrains. The local covalent structure of a molecule 
is easily defined by distance constrains. Unless one is dealing with a highly strained 
ring system, it is sufficiently to use the exact distance constrains in which the lower and 
upper bounds are equal. For example, the distances among covalently bonded pairs 
of atoms, are determined with high precision by the bond order and the types of atoms 
connected. Similarly, the bond angles can usually be determined from the covalent 
structure, while for fixed bond lengths there is a one-to-one relation between the 
bond angle and the geminal distance, so that these distances can also be determined. 
The relation between the geminal distances and the bond angle θ is given explicitly 
by the law of cosines: 

 

( )θcos2 2312
2
23

2
12

2
13 ddddd −+=  

( ) 






++=
2

sin 22
13

2
13

2
13

2
13

θ
luld  

 
(1) 

where, 231213 ddl −=  and 231213 ddu +=  are called the lower and upper triangle 

inequality limits, respectively. 
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 Vicinal distance constrains. Similarly, when the incident and geminal distances 
are held fixed, there is a one-to-one relation between the absolute value of the torsion 
angle φ and the vicinal distance, given by: 
  

( ) 






−+=
2

sin 22
14

2
14

2
14

2
14

ϕ
luld  

 
(2) 

 

where l14 and u14 are cis and trans limits on the 1,4 distance. 
 Chirality constrains. The chirality χ1234 of an ordered quadruple of points 
numbered 1,2,3,4 is given in terms of their Cartesian coordinates by the sign of the 
following determinant: 
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(3) 

 

Torsion angle constrains. As shown above, the absolute value of a torsion 
angle can be constrained to any range of values by means of suitable 1,4 distance 
constraints, including its cis and trans limits. Moreover, since the chirality χ1234 of a 
chain of four bonded atoms A1-A2-A3-A4 is equal to the sign of the torsion angle 

( ) 1,0sgn ±=ϕ  about the 2,3 bond, by a suitable combination of distance and chirality 
constraints we can obtain any range of values with a given sign. This is sufficient to 
specify the rotameric state (gauche+, gauche- or anti) about the single bonds. 

Steric distance constrains. Since two atoms cannot be in nearly the same 
place at the same time, in order to obtain reasonable conformations it is necessary to 
impose lower bound constraints on the distances between all pairs of atoms, separated 
by more than three bonds. For the sake of simplicity, these lower bounds are 
generally set to the sum of suitable hard sphere radii (van der Waals radii): 

 

jiij rrl +=  (4) 
 

 After applying the preceding distance and chirality constrains, we ensure 
that the structures which satisfy them are not grossly unreasonably on energetic 
grounds. In order to get the correct conformation, it is necessary to impose constrains 
on interatomic distances for atoms that are separated by four or more bonds. Such 
constrains are determined by bound smoothing procedures: the triangle bound 
smoothing and tetrangle bound smoothing. 
 Triangle bound smoothing. Triangle inequality bound smoothing is based 
upon the well-known triangle inequality among the distances: 
 

jkikij ddd +≤  (5) 
 

for all triples of atoms i, j, k. It follows that if ikik ud ≤  and jkjk ud ≤  then: 
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jkikjkikij uuddd +≤+≤  (6) 
 

So, if jkikij uuu +> , then ijij du >  and hence uij can be replaced by the 

upper limit uik+ujk on dij without eliminating any conformation that satisfy the 
constrains ikik ud ≤  and jkjk ud ≤ (see figure 2). 

 

 
 

Figure 2. Triangle inequality 
 
Tetrangle inequality bound smoothing. Unfortunately, the triangle inequality 

limits represent a rather poor approximation to the actual Euclidean limits, so that 
the triangle inequality bound smoothing is not a very effective approach to locating 
errors in the bounds. A somewhat more effective (although much more time-
consuming) approach looks at four atoms at a time, rather than three. In this case, 
the algebraic form of the relations among the distances is far more complicated, so 
that the tetrangle inequality limits are best described pictorially as in Figure 3. 
 

 
 

Figure 3. Tetrangle inequality limits 
 
The mathematical form of this inequality can be expressed in terms of 

Cayley-Menger determinants:4 

 



3D MOLECULAR SIMILARITY; METHOD AND ALGORITHMS 
 
 

 179

( )























=≤

01

01

01

01

11110

det,,0

2
34

2
24

2
14

2
34

2
23

2
13

2
24

2
23

2
12

2
14

2
13

2
12

3412

ddd

ddd

ddd

ddd

ddCM K  

 
 
 

(7) 

Thus the corresponding mathematical forms of the above tetrangle 
inequalities are: 
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(9) 

 
Figure 4 illustrates a pair of structures and their corresponding 3D MCS; 

the initial coordinates are generated by Hyperchem molecular modeling package. 
 

O
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H2N (a) 
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Figure 4. 3D MCS example, bold lines denote maximum common subgraphs 
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Upper and lower distance matrix for structure (a) Figure 4, before bound 
smoothing and after bound smoothing procedure is illustrated in Figure 5. 
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(a) Before bound smoothing 

 
(b) After bound smoothing 

 
Figure 5. Distance bound smoothing example 

 
A significant improvement in upper and lower bound is observed after applying 

distance geometry bound smoothing procedure (see Figure 5). 
 
 

VALIDATION STUDIES 
 Validation studies were carried out on a set of 19 dopamine receptor antagonists. 
Dopamine receptors in the brain are important in modulating motor, endocrine, and 
emotional functions.5,6 The antagonist affinity was measured at recombinant receptors 
selectively expressed in cloned cells (see Figure 6). 

The test set used here was published by Brusniak;7 it contains experimental 
data ( )dK1log , where Kd is the dissociation constant of the receptor-antagonist 

complex (see Table 1). For this simulation, the most active compound ((R) SKF82526) 
was used as a query; 18 pairwise comparisons were performed, with distance 
tolerance value ε = 0.1Ǻ. Initial coordinates are obtained by Hyperchem program, 
followed by bound smoothing procedure. The 3D similarity threshold was set to 0.2 
to prevent unnecessary pairwise comparisons. On a PC with 2.8 GHz Intel processor, 
512 RAM, Windows XP, the computations for overall pairs comparisons took less 
then 2 s. The results are summarized in Table 1. It is noticeable the fact that receptor 
can discriminate between stereo-isomers (R)-SKF-82526 and (S)-SKF82526, although 
the difference is only one carbon atom configuration; the procedure is discriminative, 
giving appropriate similarity index. 

The similarity index values were calculated using a weighing atom scheme. 
Thus the atoms that ensemble the active scaffold necessary for a structure to be 
active have a higher rank than the irrelevant atoms. All the active structures contain 
this scaffold, so that, after the overlapping procedure, it is easy to identify these atoms. 
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Figure 6. Structures of dopamine receptor antagonists 
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Table 1. 
Drug affinities and similarity calculation results 

molecule ( )dK1log  Similarity 

(+)-6,7-ADTN -3.66 0.7500 
adrenaline -4.74 0.4444 
Cl-APB -1.92 0.9907 
DHX -3.08 0.8102 
dopamine -3.39 0.6759 
m-tyramine -4.68 0.5833 
noradrenaline -4.69 0.6759 
p-tyramine -5.59 0.5880 
(R)-apomorfine -2.83 0.7685 
(R)-(-)-NPA -3.26 0.7546 
(R)-(+)-6-Br-APB -2.58 0.9861 
(S)-(+)-apomorfine -3.08 0.7639 
S-(+)-NPA -3.72 0.7639 
(S)-SKF82526 -3.26 0.7778 
serotonin -3.99 0.6806 
SKF38393 -2.18 0.9861 
(R)-SKF-82526* -1.45 1.0000 
INDOMETHACIN** -3.53 0.7479 
LSD** -4.02 0.6818 
*query structure 
**estimate values for BA 
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Figure 7. Linear dependence between Similarity scores and BA 
 
Linear regression analysis showed good correlations between similarity 

score and BA. Thus an attempt to give estimative values of BA for two compounds 
of interest (INDOMETHACIN and LSD) was made. The predicted values (by using 
regression eq. in Figure 7) showed mild activity of these known antagonists. 
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Considering the simplicity of the used model, we can draw the conclusion that the 
similarity scores can classify correctly the unknowns, which is the most desirable 
feature (see Figure 7).  

 
Figure 8. Pharmacophore map for dopamine receptor antagonists 

 
The obtained results reveal the important structural features, i.e., the 

pharmacophore, of antagonists of the dopamine receptor (see Figure 8). In the high 
affinity compounds, the distance between the cationic nitrogen and the m-hydroxyl 
oxygen ranged from 6 to 6.45 Ǻ with highest activity compound (R)-SKF-82526 
having a distance of 6 Ǻ. The distance between the cationic nitrogen and the first 
carbon in the second benzene cycle ranged from 3.78 to 3.81 Ǻ; in the lowest 
activity compounds, this pharmacophore is missing. 

 
CONCLUSIONS 
In this paper we described an advanced method for the calculation of 

intermolecular structural similarity, useful in mining databases of 3D structures. This 
method takes a full account of the conformational flexibility, being in the mean time 
sufficiently rapid to allow search in databases of nontrivial size. Validation studies 
demonstrated that the method is more accurate than fingerprint screening, allowing 
discrimination even between stereo-chemical isomers. It would be also possible to 
use fingerprints screening procedure prior to graph matching in view of improving 
the overall efficiency. The method provides an effective extension to current approaches 
in virtual screening and lead optimization procedures. 
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