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STUDIA UBB CHEMIA, LXI, 3, Tom II, 2016 (p. 295-297) 
(RECOMMENDED CITATION) 

Prof. Emil Cordoş PhD 

Professor Cordos is part of a student generation that makes the most 
representative connection between the group of professors that founded the 
chemistry department in early 1920 and the generation that graduates in early 1960 
and developed the chemistry department in both fundamental and engineering 
chemistry. This generation was the last to have the chance of lectures of great 
chemists of this country like Raluca Ripan in Inorganic Chemistry, Ioan Cadariu 
in Physical Chemistry or Ioan Tanasescu in organic Chemistry. Also, these 
generation had a very good background in physics with Professor Mercea and 
mathematic with Professor Chis.  

Professor Cordos became a student of the Faculty of Chemistry in 1954 
and graduated in 1959 with a degree of merit (red diploma), specialty Inorganic 
Chemistry. He became a member of the Department of Inorganic and Analytical 
Chemistry led by Academician Raluca Ripan in 1960, when he obtained, by 
competition, a preparatory position followed in 1961 by a promotion to assistant. 

His university career unfolded, until retirement, in the same department, by 
going through the consecrated steps of the academic hierarchy: lecturer in 1968, 
associate professor in 1976, professor in 1990 and consulting professor in 2005. 
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Professor Cordoş also occupied leadership positions at the Babes-Bolyai 
University, Faculty of Chemistry: Vice Dean, 1977-1981, Dean, Faculty of Chemistry, 
1990-1992 and Head of Analytical Chemistry Chair, 1996-2002. As vice dean of the 
Faculty of Chemistry has contributed to the establishment of departments of 
chemical engineering. Professor Cordoş was, for a two years mandate, the first 
Dean of the Faculty of Chemistry after the events from December 1989. Needless to 
say that it was a much tensed mandate that required determination and very clear 
objectives. In spite of it, he managed to re-establish the traditional departments of the 
faculty, ensured a beginning of compatibility with top European university curricula 
and a smooth continuation, without major shocks, of the teaching process. 

Specialization of Professor Cordoş in Analytical Chemistry is the Instrumental 
Analysis with emphasis on automated analytical instrumentation and its applications, 
mainly in spectrometric methods. He made the first steps in this field at the 
University of Illinois, USA, where he worked for three years as Fulbright fellow 
and postdoctoral research associate. As a matter of fact he defended his PhD in 
1969 with a thesis entitled "Contributions to the automation of kinetic methods 
of analysis” using the experimental work done in the period of Fulbright grant. On 
those years the scientific research in all fields, including analytical instrumentation 
was advancing under the flag of computer assisted methods, and electronics 
on microchips. He understood that valuable research in the analytical 
instrumentation implies an interdisciplinary approach and proper infrastructure 
that could not rely only on resources and staff of a department in a Romanian 
university. Therefore, besides the remodeling of the Instrumental Analysis 
course he set up and organized research teams and groups within specific 
projects. In 1990 these collectives merged and, finally, in 1996 they became 
the Research Institute for Analytical Instrumentation, ICIA, a subsidiary of the 
National Institute of Research and Development in Optoelectronics. Those 
teams and the institute could and did address projects on very broad topic 
including spectrophotometry systems, from simple devices to systems of 
analysis based on radio frequency generated plasma, sensors based on ceramic 
semiconductor, robots specialized in automatic analysis and very complex 
national projects on environment, health, biofuels, and highly specialized methods 
of control for food and drugs. While the most research institutes from Cluj-
Napoca are disappearing the institute founded by Professor Cordos is growing 
and providing jobs and attractive professional domains for many talented and 
hardworking people. 

Professor Cordoş achievements in the fields of instrumental analysis, 
especially in spectrometric methods, are described in 207 papers, 130 of these 
being published in ISI indexed journals. He published five books: Electronics for 
Chemists, Ed. Stiintifica (1978), Atomic Absorption and Fluorescence Spectrometry, 
Ed. Academiei (1984), Analysis by Atomic Spectrometry, Ed. INOE (1998). Analysis 
by UV- Vis Molecular Absorption Spectrometry, Ed. INOE (2001), Analytical Atomic 
Spectrometry with Plasma Sources, Ed. INOE (2007); three chapters in books 
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and a chapter in a megaencyclopedia devoted to analytical chemistry into the 
third millennium. The encyclopedia had 14 volumes and 700 contributors as experts 
in their fields. Only two of them were Romanians. To these should be added 
the studies, methods and instrumentation resulted from more than 100 projects 
and research contracts or grants covered as project director and 12 patents. A 
special note for the spectrometric systems based on radio frequency generated 
plasma sources, made before 1990 and continued through a series of projects 
to date and for the environmental projects in European programs. Under his 
leadership were presented 23 doctoral thesis. Regarding the connection with 
Studia, Prof. Cordos, as Dean, was Studia’s responsible editor in 1990-92. He 
published his first papers in Studia in 1962, volume VII. 

Professor Cordos is member of many professional societies among them 
stands: American Chemical Society, Romanian Society of Chemistry, Society 
for Applied Spectroscopy, International Society of Environmental Epidemiology, 
EURACHEM Romania (founding member). He was president of the first subsidiary 
in Cluj-Napoca of the Romanian Society of Chemistry and is president and founder 
of PROANALITICA XXI. 

Cluj-Napoca, iulie 2016 

Prof. dr. Tiberiu Frentiu 
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(RECOMMENDED CITATION) 

Dedicated to Professor Emil Cordoș  
on the occasion of his 80th anniversary 

DEVELOPMENT AND CHARACTERIZATION OF A METHOD FOR 
THE DETERMINATION OF TOTAL As IN WATER BY HYDRIDE 

GENERATION AND OPTICAL EMISSION DETECTION IN ARGON 
CAPACITIVELY COUPLED PLASMA MICROTORCH 

SINZIANA BUTACIUa, MICHAELA PONTAa, EUGEN DARVASIa,  
MARIA FRENTIUb, HORVATH GABRIELAa, TIBERIU FRENTIUa* 

ABSTRACT. Arsenate was firstly prereduced to arsenite in 0.01 mol L-1 HCl 
(pH 2.00 ± 0.01) and 0.3% L-cysteine, than arsine was generated with 0.5% 
NaBH4 solution stabilized in 0.5% NaOH and introduced into a capacitively 
coupled plasma microtorch (10 W, 150 ml min-1 Ar) for measurement of As 
228.812 nm emission with the Ocean Optics QE65 Pro spectrometer of low 
resolution. The optimization steps for arsine generation and plasma operation 
are presented. Under optimal operating conditions, linearity of calibration 
curve covers the range 0 – 100 µg L-1, while detection and quantification 
limits are 0.2 and 0.6 µg L-1 respectively. Thus, the proposed method is able 
for As quantification in drinking and groundwater at levels below maximum 
admitted concentration (10 µg L-1). The method was validated by analyzing 
certified reference water samples containing 10 – 60 µg L-1 As with recovery 
of 99 ± 6%. (95% confidence level, n = 5 measurements). The analytical 
capability of the method was demonstrated in the analysis of test samples 
(drinking-, ground- and waste water) with As concentration in the range 0.6 – 
80 µg L-1 As with a precision of 1.2 – 10.8%. The completely miniaturized 
instrument including the capacitively coupled plasma microtorch has analytical 
potential to be used for monitoring the quality of water sources.    

Keywords: arsenic, hydride generation, water, capacitively coupled plasma 
microtorch, optical emission spectrometry, miniaturized instrumentation 

a Babes-Bolyai University, Faculty of Chemistry and Chemical Engineering, Arany Janos 11, 
RO-400028, Cluj-Napoca, Romania 

b National Institute for Research and Development of Optoelectronics Bucharest, Research 
Institute for Analytical Instrumentation, Donath 67, 400293, Cluj-Napoca, Romania 

* Corresponding author: ftibi@chem.ubbcluj.ro
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INTRODUCTION 

Arsenic is present in environment (water, soil, vegetation) as inorganic 
(arsenite, arsenate) and organic (monomethylarsonic, dimethylarsinc acid) 
species, with different toxicity. Thus, inorganic compounds are more toxic and 
several have been classified as Group I human carcinogens [1,2]. Besides 
carcinogenicity, exposure of humans to inorganic As species are associated 
to neurological, cardiovascular and hematological diseases or spontaneous 
abortion [1,3,4]. One of the sources with high risk of As exposure of population 
is long-term water consumption at concentrations above or even little below 
the safety threshold [5–8].   

Evaluation of water quality in terms of As concentration and human 
health risk is of high concern, since more than 500 millions people living in 
different areas on the Earth like Bangladesh, West Bengal India, Taiwan, 
Northern Chile, China, Mexico, USA, and Central and Eastern Europe including 
Romania (700000 people) are chronically exposed via water consumption, 
which is naturally contaminated with arsenic [1,5,8]. In two previous studies, it 
has been found that soil and groundwater in the vicinity of waste ponds in the 
Baia Mare area, northern Romania, are polluted with arsenic, in this case as a 
result of the non-ferrous metal industry very active until 1990 [9,10]. Based on 
Water Framework Directive (WFD) 2000/60/EC and Groundwater Directive 
(GWD) 2006/118/EC, European Community established a Maximum Contaminant 
Level (MCL) of 10 µg L-1 As in drinking and groundwater [11–14].  

The methods frequently used for As determination in water, foods and 
beverages are atomic absorption spectrometry in flame/quartz tube with/without 
hydride generation, electrothermal vaporization atomic absorption spectrometry 
using different preconcentration procedures to enhance sensitivity [15 – 20], 
molecular absorption spectrophotometry [21] or fluorescent spectroscopy based 
on ultra-small ZnO particles [22]. In addition, coupling a separation technique 
like high performance liquid chromatography with inductively coupled plasma 
mass spectrometry provides speciation of different As compounds [23]. Recent 
advances in spectrometric methods to enhance sensitivity for the determination 
of elements, including total As or its speciation, after chemical vapor/ hydride 
generation (HG), were reviewed by several authors [24–28]. A green 
derivatization approach based on UV photo-induced hydride generation in the 
presence of formic or acetic acid was successfully applied for the determination 
of As in surface water prior measurements by atomic fluorescence spectrometry 
or other spectrometric methods [29,30]. A new generation of miniaturized 
UV-Vis spectrometric systems which valorize microplasmas technology able 
to be interfaced with a microspectrometer, was successfully tested for the 
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determination of elements (Hg, As, Sb, Se and transitional metals) forming 
chemical vapor via classical or sono-/UV induced procedure [31–37]. In our 
laboratory it was recently developed a method for As and Sb determination in 
non- and biodegradable materials and soil by hydride generation capacitively 
coupled plasma microtorch optical emission spectrometry (HG-µCCP-OES) 
[38,39].  

The aim of the study was to evaluate whether the HG-µCCP-OES 
method, which involves arsine generation from As(III) species in the presence 
of NaBH4 in diluted HCl solution and L-cysteine, is suitable for the determination 
of total As in various water types. The method was optimized and characterized 
in terms of linearity, limit of detection and quantification, accuracy and precision. 
The analytical capability of the proposed method was demonstrated by 
analyzing samples of drinking water, groundwater and waste water with 
different As concentration. The novelty of the study lies in the fact that the 
method has been implemented for the first time on a miniaturized prototype 
model, which provides benefits related to low consumption of energy and 
argon for plasma generation and reduction of used reagents. 

RESULTS AND DISCUSSION 

Optimization of the working conditions for As determination in 
water by HG-μCCP-OES 

The HG-μCCP-OES method was optimized in terms of general 
conditions for hydride generation (concentrations of HCl, L-cysteine, NaBH4 
and NaOH) and plasma operation (power, Ar flow rate). The optimization 
criterion was to get the highest emission signal at As 228.812 nm. The influence 
of conditions for arsine generation from As(III) species on emission signal is 
presented in Figures 1-4. 

The examination of Figures 1–4 evidentiated the following optimal 
conditions in terms of reagent concentrations for arsine generation from 
As(III) species: 0.01 mol L-1 HCl in sample and carrier (pH 2.00±0.01); 0.3% 
L-cysteine in sample; 0.5% NaBH4 stabilized in 0.5% NaOH.  

The optimal conditions for plasma operation were previously found 
to be 10 W plasma power and 150 mL min-1 Ar for arsine purge and plasma 
sustaining, and 0 mm observation height [39].  
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Figure 1. Influence of HCl concentration in sample on As 228.812 nm emission 
signal after arsine generation from As(III) species. Experimental conditions:        

50 µg L-1 As; identical concentration of HCl in sample and carrier; 0.3% L-cysteine; 
0.5% NaBH4 stabilized in 0.5% NaOH; 10 W plasma power; 150 mL min-1 Ar as 

gas for arsine purge and plasma sustaining  
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Figure 2. Influence of L-cysteine concentration in water sample on  
As 228.812 nm emission signal after arsine generation from As(III) species.  

Experimental conditions: 50 µg L-1 As; 0.01 mol L-1 HCl in sample and carrier; 
0.5% NaBH4 stabilized in 0.5% NaOH; 10 W plasma power;  

150 mL min-1 Ar as gas for arsine purge and plasma sustaining  
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Figure 3. Influence of NaBH4 concentration in hydride generation reagent on  
As 228.812 nm emission signal after arsine generation from As(III) species. 

Experimental conditions: 50 µg L-1 As; 0.01 mol L-1 HCl in sample and carrier;  
NaBH4 solution stabilized in 0.5% NaOH; 10 W plasma power;  
150 mL min-1 Ar as gas for arsine purge and plasma sustaining 
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Figure 4. Influence of NaOH concentration in hydride generation reagent on  
As 228.812 nm emission signal after arsine generation from As(III) species. 

Experimental conditions: 50 µg L-1 As; 0.01 mol L-1 HCl in sample and carrier;  
0.5% NaBH4; 10 W plasma power; 150 mL min-1 Ar as gas  

for arsine purge and plasma sustaining 
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Figures of merit for As determination in water by HG-μCCP-OES 
The HG-μCCP-OES method was assessed regarding linearity of the 

calibration curve, limit of detection and quantification, and accuracy. The 
limit of detection was calculated using the 3σ criterion from the parameters 
of the calibration curve (3sy/x/m), where (sy/x) was the standard deviation of 
residuals (3.4795) and (m) the calibration sensitivity (8.8917) over the range 
0 – 100 µg L-1 As(III) in standards. Limit of quantification was considered to 
be 3 folds the limit of detection. The parameters of the calibration curve for 
As are presented in Fig. 5. 

y = 8.8917x + 8.8378
R² = 0.9999
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Figure 5. Calibration plot for As 228.812 nm in HG-μCCP-OES  
over the range 0 – 100 µg L-1 As  

The limit of detection by HG-μCCP-OES was 0.2 µg L-1 and limit of 
quantification of 0.6 µg L-1, above which As quantification in water is achievable. 
The limit of detection is 50 folds lower than the maximum concentration limit in 
drinking water and groundwater according to current guidelines [13,14,40] so 
that the HG-μCCP-OES method fulfils the demands for such kind of analysis.   

Arsenic concentrations found in certified reference water samples by 
HG-μCCP-OES are presented in Table 1.  

Data in Table 1 demonstrate that the HG-μCCP-OES method provides 
a good accuracy for As determination in drinking water and groundwater 
with recovery in the range 99±6%. No significant differences were between 
certified and found concentrations.  
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Table 1. Results (µg L-1) obtained for As determination in certified reference 
samples of water by HG-μCCP-OES. 

 

Certified 
sample Type Certified 

value±U
Found
value±U a Recovery/%b 

LGC 6010 Drinking water 55±5 54±3 98±6 
ERM-CA011b Drinking water 10.15±0.34 10.25±0.85 101±8 
SRM 1643e Synthetic 60.45±0.72 60.55±0.72 100±1 
ERM-CA615 Groundwater 9.9±0.7 10.0±0.5 101±5 
BCR 610 Groundwater 10.8±0.4 10.5±0.5 97±5 

a – Expanded uncertainty for 95% confidence level and (n=5 parallel measurements) 
b – Recovery for 95% confidence level and (n=5 parallel measurements) 
 
 

Analysis of test samples of water  
The total As concentration found in several real samples of water 

are provided in Table 2.  
 

Table 2. Total As in water samples by HG-µCCP-OES 
 

Sample 
Sample 

size 
As/µg L-1

RSD/%a 

Min Max Mean Median 
Drinking waterb 9 0.6 2.8 1.9 2.1 5.0 – 10.8 
Non-contaminated 
groundwaterc 

13 3.2 9.1 5.8 5.4 1.8 – 8.0 

Contaminated 
groundwaterc 

18 10.9 79.9 32.6 27.5 1.2 – 7.1 

Waste waterd 6 12.8 25.2 17.2 17.1 1.6 – 9.3 
a – RSD - relative standard deviation (n = 5) 
b – collected from private wells and water supply network 
c – collected from western and south-western Romania (natural enrichment) 
d – contaminated water (no treatment) from mining and non-ferrous metal industry 
 

Data in Table 2 confirm that the HG-µCCP-OES method can be used 
for accurate determination of As in water of different origin. For concentrations 
in the range 0.6 – 80 µg L-1 precision of repeated measurements (n = 5) 
was between 1.2 – 10.8%.   
 
 
CONCLUSIONS 

It was developed and characterized a method for As determination 
in different types of water after hydride generation using a prototype system 
based on a capacitively coupled plasma microtorch coupled with a low 
resolution microspectrometer for optical emission measurements. The proposed 
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method developed on fully miniaturized instrumentation fulfils the required 
analytical performances for As determination in water at concentrations 
level much below that maximum admitted in drinking and groundwater. Under 
these circumstances the HG-µCCP-OES prototype system has promising 
perspectives to be used for monitoring As in diverse water sources.  

EXPERIMENTAL SECTION 

Reagents, standard solutions, CRMs and water test samples 

Hydrochloric acid, 30% (m/m), ultrapur (< 5 ng L-1 As), NaBH4 pro 
analysis (< 0.001% As), NaOH suprapur (99.99%), L-cysteine for biochemistry 
(< 0.0005% As), stock solution of As(V) 1000 µg mL-1 were purchased from 
Merck (Darmstadt, Germany). A solution of 3% L-cysteine in HCl (pH = 2.00±0.01) 
was used to prereduce As(V) to As(III), while a solution of 0.01 mol L-1 HCl 
(pH = 2.00±0.01) was used as carrier. The solution of 0.3% L-cysteine in HCl 
(pH = 2.00±0.01) was used as carrier of arsine into plasma. The solution of 
0.5% NaBH4 stabilized in 0.5% NaOH used as derivatization reagent was 
daily prepared. Calibration of HG-μCCP-OES was carried out with standards 
in the range 0 – 100 µg L-1 As after prereduction in the presence of 0.3% 
L-cysteine in HCl medium (pH 2.00±0.01) on water bath for 10 min. The 
HG-CCP-OES method was assessed for by analyzing several certified 
reference materials of water (ERM CA011b Hard Drinking Water UK - Metals, 
LGC 6010 Hard Drinking Water, ERM-CA615 Groundwater, BCR 610 
Groundwater, SRM 1643e Trace Elements in Water) acquired from LGC 
Promochem (Wesel, Germany). The applicability of the method was checked 
on real samples of drinking water, groundwater and waste water with As 
content below or above the maximum concentration level in drinking water. 

The glassware was soaked in 5 mol L-1 HNO3 for 12 h and rinsed 
with Milli-Q water.  

Water sample preparation for As determination by HG-CCP-OES  

Determination of As in water samples in the presence of L-cysteine 
in dilute HCl solution involves two steps: (i) prereduction of As(V) to As(III) 
and (ii) arsine generation from As(III). After filtration, an aliquot volume of 
10 – 40 mL sample was mixed with 5 ml 3% L-cysteine in 0.01 mol L-1 HCl and 
heated on water bath at 90±5 ºC for 10 min for prereduction of As(V). After 
cooling, pH was adjusted to (2.00±0.01) by potentiometric titration and diluted 
to 50 mL with HCl solution of (2.00±0.01) pH. In this way water samples had a 
final concentration of 0.3% L-cysteine and (2.00±0.01) pH. The samples of 
CRMs and calibration standards of As were prepared in the same way.  
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Operation of the HG-μCCP-OES equipments  
The HG-μCCP-OES equipment is a miniaturized prototype consisting of 

a plasma microtorch (INCDO-INOE 2000 Bucharest, Research Institute for 
Analytical Instrumentation, Cluj-Napoca, Romania), a free-running generator 
(13.56 MHz, 10 – 30 W, 15x17x24 cm3 size) (Technical University Cluj-Napoca, 
Romania), a HGX-200 hydride generator (Omaha, Nebraska, USA) and a QE65 
Pro Spectrometer (190 – 380 nm, 3648-element Toshiba CCD-array detector, 
0.4 nm FHWM), (Ocean Optics, Dunedin, USA). Constructive and operation 
details are presented in Table 3.  

Table 3. Constructive details and working conditions  
for the HG-μCCP-OES prototype equipment 

Component Description
Plasma microtorch Capacitively coupled with Mo tip microelectrode 

of 1 mm diameter (Goodfellow, Cambridge, UK), 
quartz tube of 160 nm cut-off, 5 mm i.d., 25 mm 
length (H. Baumbach & Co. Ltd., Ipswich Suffolk, 
UK); Ar and arsine intake into plasma through 
channels of 0.75 mm; other constructive details 
are available in ref. [38]; 10 W plasma power; 
150 mL min-1 Ar flow for arsine purging from 
hydride generator and plasma sustaining; 0 mm 
viewing height. 

Radiofrequency generator Free running, 10 - 30 W, 13.56 MHz (Technical 
University, Cluj Napoca, Romania). 

Hydride generator HGX-200 CETAC (Nebraska, USA). Flow 
rates: sample 7 mL min-1; NaBH4 solution  
1 mL min-1; carrier (HCl solution, pH 2.00±0.01)  
1 mL min-1, MasterFlex L/S peristaltic pump with 
4-channels (Model 7535-04, Cole Parmer, 
Montreal, Canada). 

Spectrometer QE65 Pro Ocean Optics (Dunedin, USA), 190 – 
380 nm spectral range; 0.4 nm FWHM, Toshiba 
CCD detector with 3648 pixels cooled at (– 20 ºC) 
with Peltier element, back-illuminated. 

Signal processing Spectrasuite software, peak height signal at As 
228.812 nm, 10 s integration time, background 
correction using two points model. 
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Measurement of As emission by HG-μCCP-OES was carried out as 
follows: 1. registration of plasma background during pumping of 0.3% L-cysteine 
in HCl solution with pH (2.00±0.01) as blank; 2. background correction; 
3. registration of the net spectrum containing the As 228.812 nm emission 
signal after aspirating standards/CRMs/test water samples in the HGX-200 
generator. Memory effects were overcome by washing the sample channel 
of the generator with the following solution to be measured for 40 s. The 
emission spectrum of As in HG-μCCP-OES was already presented [38,39].  
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ABSTRACT. The calcium and magnesium content of liquid samples has 
been determined directly by flame atomic absorption (FAAS) and flame atomic 
emission (FAES) spectrometry using the methane-air (M-A) flame. We 
measured simultaneously the intensity of the 554 nm wavelength molecular 
bands emitted by excited CaOH molecules and the decrease of light intensity 
of a hollow cathode lamp (HCL) absorbed by ground state Mg atoms. The 
simultaneous multiwavelength measurements enhanced by a charge-coupled 
device (CCD) microspectrometer allowed fast background correction for each 
studied element. The instrumental and flame parameters were optimized; the 
best results were obtained using a lamp current of 1 mA, and an observation 
height of 5 mm, in case of a reducing flame. The calcium and magnesium 
content of bottled water samples and water standard certified reference 
material (CRM) have been determined with standard addition method. The 
recovery for CRM was 97.80% for Ca and 98.51% for Mg. Under optimal 
working conditions the detection limits (according to the 3s criterion) were 
25 g·L-1 for Ca and 5.4 g·L-1 for Mg. 

Keywords: methane-air flame, FAES, FAAS, CCD microspectrometer, Ca, 
Mg, simultaneous determination. 

INTRODUCTION  

The most commonly used analytical method for the determination of Ca 
and Mg is complexometric titration [1], but this technique is time and reagents 
consuming. A good alternative for Ca and Mg determination in liquid samples is 

a Babeș-Bolyai University, Faculty of Chemistry and Chemical Engineering, 11 Arany János, 
RO-400028 Cluj-Napoca, Romania 
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flame atomic absorption (FAAS) [2, 3], flame atomic emission spectrometry 
(FAES) [4, 5], inductively coupled plasma optical emission spectrometry (ICP-
OES) [6], inductively coupled plasma mass spectrometry (ICP-MS) [7], and 
electrothermal atomization atomic absorption spectrometry (ETAAS) [8]. 
Actually the trends of Green Analytical Chemistry (GAC) are gaining ground 
[9, 10]. In concordance with these principles the development of miniaturized 
instruments and methods are priorities. Using methane gas from the local gas 
network is economical and the energy consumption of a microspectrometer is 
very low (450 mA, 5V). The development of CCD microspectrometers allows 
the use of new signal acquision and calibration methods in atomic spectrometry 
[11, 12, 13, 14]. 

The aim of this study was to attempt a simultaneous use of flame atomic 
emission and absorption method for Ca and Mg determination in drinking water. 
In order to achieve this goal we optimized the flame and the instrumental 
parameters for the simultaneous FAES-FAAS determination in the M-A flame, 
and applied the results for the quantification of Ca and Mg in different bottled 
drinking water samples and water standard certified reference material. 

RESULTS AND DISCUSSION 

Optimization of analytical procedure  
The wavelength selection in the spectral range (250-600 nm) was 

based on the analysis of the Mg HCL lamp and Ca emission signal (Fig. 1). 

Figure 1. The Mg HCL lamp and Ca emission signal  
(IHCL=1 mA, CCa=25 ppm, tintegration=5 s) 
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For the Mg determination we used the 285.213 nm line, and for Ca 
the 554 nm CaOH molecular emission band. The 422.672 nm Ca atomic 
emission line has a low intensity and the 622 nm molecular emission band 
could not be used because of interference with Ne emission lines. 

After the flame and instrumental parameters optimisation, the 
measurements started with initial background correction. After the selection 
of integration time and average number, covering the HCL lamp light, we 
measured the flame background with a blank solution. This background 
signal was computer-subtracted from each later measured spectrum. The 
analytical signal was obtained after the second background correction of 
emission lines based on three wavelength measurements.  (Fig. 2.) 
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Figure 2. The background correction based on three wavelength measurements 

Optimization of the flame and observation height 
The flame composition and the observation height were optimised. 

The concentration of the calibration solution was of 5 mg·L-1 Mg and 
25 mg·L-1 Ca. Two flame compositions (reducing and oxidizing) were used 
and measurements were performed at different observation heights. The 
HCL current was increased in the range 2.5–20 mA in 7 steps. The air flow-
rate was kept constant 600 L/h and the flow rate of the methane was fixed 
at 56 L/h for oxidizing flame, and 66 L/h for reducing flame. The best results 
were obtained in case of reducing flame (air flow-rate 600 L/h and methane 
flow rate 66 L/h, at the observation height of 5 mm (Fig. 3). 
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Optimization of the hollow-cathode lamp current and 
integration time   
The hollow-cathode lamp current and integration time was optimized 

by making calibration for each element at different lamp current intensities, 
between 0.5–2 mA, in 0.5 mA steps and different integration time (3, 4, and 
5 s). In each case we followed the coefficient of determination (R2), the 
sensitivity (m) and the detection limit (LOD). 
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Figure 3. Signal at different observation height for (a) reducing 
(b) oxidizing flame 

The results are presented in Fig 4. a), b), c). The measurements 
demonstrate the increase of calibration sensitivity with integration time, but 
if an integration time longer than 5 s is used, the time of analyses becomes 
too long. The detection limit for Mg decreases, and for Ca increases with 
the increase of lamp current. The 1 mA is an optimal value for both of them. 
The coefficient of determination (R2) has the best value for 1 mA optimal 
lamp current for both elements. 

We can consider that the optimal value of the lamp current for the 
simultaneous determination of Ca and Mg is 1 mA, and the best integrating 
time is 5 s. 

Figures of merit   
For Ca calibration we measured the intensity of CaOH molecular 

band at 554 nm. The signal and calibration curve are presented in Fig.5. 
For Mg calibration the absorbance at 285.213 nm is calculated 

using the relation A=-lg(p/p0) where p0 is the radiant power of the lamp in 
case of background measurement (blank solution) and p the radiant power of 
lamp in case of calibration solution measurement. The signal and calibration 
curve are presented in Fig.6.  
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The characteristics of calibration curves (coefficient of determination (R2), 
calibration sensitivity (m)) and detection limits (LOD) according to the 3s 
criterion (3Sb/m) for Ca and Mg are given in Table I. For the determination 
of the standard deviation of the background (Sb) 10 independent measurements 
of the blank solution in the proximity of the analytical wavelength were used. 
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As shown in table II. the detection limit in the presented CCD-based 
FAES-FAAS method is higher than in the case of ICP and Flame AAS, still 
it is substantially lower than the Ca and Mg concentration of natural waters. 
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Figure 6. Mg lamp emission signal and calibration curve (285,213 nm) 

Table I. Figures of merit for Ca and Mg determination 

Element (nm) Dynamic 
range 

(mg·L-1) 

Sensitivity 
(m)  

(a.u.·mg-1·L) 

RSD 
slope 
(%) 

Coefficient of 
determination 

(R2) 

LOD  
(g·L-1) 

Ca 554 0.2-50 75.69 0.75 0.9999 25 

Mg 285.2 0.05-5 0.235 2.55 0.9980 5.4 

a) b) 

a) b) 
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Table II. Comparison of CCD-based method with ICP and Flame AAS [15] 

Element Method Wavelength (nm) LOD (gL-1) 

Ca 
CCD-based 554 25 
Flame AAS 422.7 1 

ICP 393.366 0.03 

Mg 
CCD-based 285.2 5 
Flame AAS 285.2 0.3 

ICP 279.553 0.1 
 
 
Sample analysis 
The analytical method was tested with different bottled waters (samples 

1-5) and water certified reference material. 
To minimize the formation of nonvolatile compounds the samples 

were diluted and treated with perchloric acid (1 mL/500mL). For analysis we 
applied the standard addition method. The concentration of the standard 
was 250 mg·L-1 Ca and 50 mg·L-1 Mg. A volume of 0.2 mL standard was 
added to 10 mL of diluted sample. Three additions of standard were made. 
The sample concentration was calculated based on the equation of regression 
line.  

Table III. presents the results obtained for the determination of Ca 
and Mg in bottled waters. The average recovery was 101±4% for Ca and 
115±22% for Mg.  

The LOD calculated based on standard addition calibration sensitivity 
was found in the range of 15–28 g·L-1 for Ca and 4,9–6,3g·L-1 for Mg. 
Table IV. presents the results obtained for the water certified reference 
material. 

Table III. Bottled water analysis results (n=3) 

Sample Elements Ccert.( mg L-1) C (mg L-1)a Recovery (%) 
Bottled water 1 

Ca 

47 57±1 121±2 
Bottled water 2 17* 18±1 106±6 
Bottled water 3 60* 58±2 97±3 
Bottled water 4 9.5* 8.1±0.5 84±6 
Bottled water 5 113* 112±1 99±1 
Bottled water 1 

Mg 

6* 9±1 150±11 
Bottled water 2 3* 3±1 100±33 
Bottled water 3 31* 35±2 113±6 
Bottled water 4 3* 3±1 100±33 
Bottled water 5 41* 45±1 110±2 

a Expanded uncertainty for 95% confidence interval 
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Table IV. Water certified reference material. (n=3) 

Sample Elements C cert.( mg L-1) C (mg L-1)a Recovery (%) 

CRM Ca 73.6±2.7 72.0±1.5 98±2
Mg 14.78±0.48 14.56±0.51 98±3 

a Expanded uncertainty for 95% confidence interval 

CONCLUSIONS 

In this paper an CCD-based FAES-FAAS original analytical method 
is presented, which allows the simultaneous determination of Ca and Mg 
atomised in methane-air flame. Measuring simultaneously the intensity of 
the 554 nm wavelength molecular bands emitted by excited CaOH molecules 
and the Mg atomic absorption of a HCL lamp light, we applied the FAES-
FAAS methods together. A CCD microspectrometer with UV-VIS-NIR range 
for detection and background correction having been used, the method is in 
concordance with the principles of Green Analytical Chemistry (GAC).  

The detection limit for Mg are 5.4 g·L-1, the linear measuring range 
is 0.02–5 g·L-1. The detection limit for Ca are 25 g·L-1, the linear measuring 
range is 0.1–50 g·L-1. The coefficient of determination R2 >0.998 demonstrates 
a good linearity of the method. 

The proposed method was successfully applied to analyse water 
samples. The recovery for CRM was 98±2 % for Ca and 98±3 % for Mg. The 
average recovery for bottled water was 101±4 % for Ca and 115±22 % for Mg. 

EXPERIMENTAL SECTION 

Reagents, Standard Solutions and CRM 
Stock standard solutions of Ca and Mg (1000 mg·L−1) and analytical 

grade perchloric acid purchased from Merck (Darmstadt, Germany) were 
used. Double distilled water was used for all dilutions. For the CRM ERM 
CA011b (Hard drinking water) was used.  

Samples 
The bottled waters were purchased from supermarkets in Cluj-

Napoca, Romania. 

Instrumentation and analytical method 
The FAES-FAAS equipment consisted of a HEATH EU-700-30 type 

Gas-flow and HCL lamp module, a pneumatic nebulizer chamber and a 
CCD microspectrometer (Fig. 7) 
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The pneumatic nebulizer chamber and gas-burner system that was 
used came from an AAS-1 (Carl Zeiss Jena) atomic absorption spectrometer. 
The burner-head was Mecker type. The air flow-rate was kept constant, 
600 L/h, the flow rate of the methane being varied in 56-66 L/h interval. 

The AAS lamp was a max 20 mA Activion Mg HCL lamp (Halstead 
Essex – England).  

For optical detection a HR4000 Microspectrometer Ocean Optics 
CG–UV–NIR with the following parameters: 200–1100 nm spectral range, 
50 m entrance slit, Toshiba CCD detector with 3648 pixels, 1304 AP, FWHM: 
1.5 nm was used. A collimating fused silica lens (5 mm diameter, 10 mm 
focal length) and a fibre optic QP 600 lm, 25 cm length (Ocean Optics, 
Dunedin, USA) assured the transmission of the optical signal. 

Data acquision was performed using Spectrasuite soft (Ocean Optics); 
0.1–20 s integration time, and computer-subtracted background correction. 

Method validation  
It was plotted the regression line for Ca (0–50 mg·L-1) and Mg 

(0–10 mg·L-1) standards. The equation of the regression line, the 
confidence limits and the coefficient of determination, R2 were calculated 
with the least squares method.  

The limit of detection (LOD) was calculated on the basis of 3 s 
criterion (LOD=3sB/m), where m was the slope of calibration curve and sB 
the standard deviation of 10 successive measurements of blank.  

Figure 7. Schematic diagram of the CCD-based FAES-FAAS equipment 
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ABSTRACT. Mercury is recognized as a highly toxic and widespread element 
in environment that can be transferred in the whole food chain. Thus, the content 
of mercury in foodstuff become of great interest. The aim of this paper is to 
assess the analytical capability and validation of the method for quantitative 
determination of total mercury (Hg) in seafood using thermal desorption atomic 
absorption spectrometry (TD-AAS). TD-AAS is a simple technique which does 
not require sample digestion prior to analysis. The main figures of merit such as 
selectivity, linearity, limit of detection (LoD), limit of quantification (LoQ), working 
range, accuracy and precision were studied and discussed in relation with the 
requirements in the Commission Decision 2002/657/EC and Commission 
Regulations 2011/836/EU and 2007/333/EC. Measurement uncertainty was 
estimated using top-down approach and was compared with the maximum 
uncertainty value calculated as specified in the Commission Decision 2002/ 
657/EC. LoD estimated using 3s criterion was found to be 3.0 µg kg-1, while 
LOQ 9.0 µg kg-1. The recovery (%), estimated by using the certified reference 
material BCR-463 Tuna Fish, was 95 ± 5.0 %, whereas recovery (%) estimated 
using spiked samples was 92 ± 5.6 %. Standard deviation of repeatability (sr) 
was 5.6% (n=10 parallel samples), while standard deviation of within-laboratory 
reproducibility (sR) was 9.8 % (n=10 parallel samples), which correspond to 
HorRat’s index for repeatability and reproducibility of 0.28 and 0.50, respectively. 
The estimated expanded relative uncertainty (k=2) was 15.6 %. The obtained 
figures of merit fulfil the requirements of the European legislation, and demonstrate 
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that the laboratory can properly apply the method in order to achieve accurate 
results. The paper represents a model for the method validation in analytical 
laboratories in order to check the fit for purpose of analytical methods. 
 
Keywords: mercury, uncertainty estimation, validation, seafood, TD-AAS 

 
 
 
INTRODUCTION  

Elemental mercury (Hg) and its organic and inorganic species are 
well-known as being highly toxic to the living organisms even in low 
concentrations, and have no known physiological function. In addition, Hg is 
recognised to have a high bioaccumulation factor [1-3]. Hg is released into 
environment through atmospheric paths, from both natural (volcanic 
emissions, oceans, vegetation, wetlands), and anthropogenic (mining, use of 
pesticides, burning of fossil fuels, chemical industry, etc.) sources [4-7]. Once 
released into environment, Hg persists for very long time, and circulates 
between atmosphere, water, sediments, soil and biota in different forms [8]. 
This behaviour has led to increased concentration of Hg in ocean water and 
ultimately, to its accumulation in seafood, which imply an increased interest for 
its determination at low concentrations.  

Hg toxicity depends also on its chemical form. The principal chemical 
forms in the environment are: elemental Hg, divalent inorganic Hg, methyl 
Hg, and dimethyl Hg. Although both inorganic and organic species of Hg are 
toxic [9], the organic compounds were found to be the most toxic [1]. Studies 
in literature present Hg speciation in environmental and food sample both by 
chromatographic and non-chromatographic techniques [10-12]. However, 
Commission Regulation 1881/2006/EC [13] set the maximum level for total 
Hg in foodstuff, while Decisions 2007/333/EC and 2002/657/EC [14,15], 
impose strict requirements for the analytical performance and results 
interpretation for laboratories that analyse contaminants in foodstuff. Thus, 
the existence of highly precise and accurate analytical techniques with well-
defined figures of merit for food analysis is a real need. The most commonly 
used analytical techniques for the determination of Hg in solid samples are 
based on wet digestion [16,17], but these techniques are time and reagents 
consuming. A good alternative to wet digestion is the use of reagent-free 
methods as they are based on thermal decomposition of solid samples  
or extraction and pre-concentration of liquid samples [5, 18-20]. Thermal 
desorption atomic absorption spectrometry (TD-AAS) is based on thermal 
decomposition of sample, mercury reduction using a catalyst, followed by Hg 
vapour trapping on a gold amalgamator. Subsequently, Hg is desorbed and 
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transported in a measuring cell where its concentration is measured by atomic 
absorption spectrometry [5]. Due to its advantages, this method has been 
employed for the determination of total Hg traces in food samples [21-25].  

The aim of this study was to perform a detailed validation of total Hg 
determination in seafood by TD-AAS analysis applied according to EPA 
Method 7473 [26] in relation with the demands of the Decisions 2007/333/EC, 
2011/836/EC and 2002/657/EC on the determination of toxic elements in 
food. When presenting the measurement results, it is necessary to evaluate 
their confidence intervals [27-29]. The estimation of measurement uncertainty 
was made, based on the evaluation of its uncertainty components, and their 
combining using the law of propagation of uncertainty. The paper is important for 
the routine analytical laboratories since it presents all the steps necessary to 
demonstrate the fit-for-purpose and to evaluate the measurement uncertainty for 
mercury determination in seafood.  

RESULTS AND DISCUSSION 

Method validation 
The validation of the analytical procedure for Hg determination in 

seafood samples was performed by evaluating the main figures of merit: 
selectivity, linearity, limit of detection (LoD), limit of quantification (LoQ), working 
range, trueness/accuracy (including matrix effect), precision (repeatability) 
and measurement uncertainty.  

Selectivity was verified by measuring blank samples (5 % HCl) in the 
absence of the analyte. Results revealed that there was no significant growth 
of absorbance signal at the wavelength of the Hg absorption (253.65 nm) 
when the blank samples were introduced into the instrument. The selectivity 
in this technique is assured both by the amalgamation step, which is a 
selective reaction for mercury, and by using of a characteristic wavelength for 
mercury [30]. The absorbance signal for released Hg in function of time, 
registered after amalgamator heating, is presented in Figure 1. The first peak 
corresponds to Hg measured in high sensitivity cell, while the second peak 
corresponds to low sensitivity cell (see Experimental section). 

Linearity of the calibration curve constructed using 6 levels of 
concentration (0 - 0.050 µg Hg) was tested. The calibration curve was 
produced by injecting different weights of 100 μg L−1 or 1,000 μg L−1 Hg 
aqueous standards in 5 % HCl into the nickel-sampling boat. The calibration 
curve represents the absorbance in function of mass of injected Hg (ng). The 
determination coefficient, r2 was 0.9991 and the residual error was smaller than 
10%, indicating a good linearity of the method. 
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Figure 1. Typical absorbance signal for Hg determination 

 

 
Figure 2. Calibration curve for Hg determination by TD-AAS 

 
Limit of Detection (LoD) and Limit of Quantification (LoQ). LoD was 

calculated on the basis of 3 s criterion (LoD=3sB/m), where m was the slope 
of calibration curve and sB the standard deviation of 10 successive measurements 
of blank (5 % HCl). The LoQ was calculated as being 9sB/m. LoD was found 
to be 0.30 ng Hg, which means, for 100 mg sample a LoD of 3.0 µg kg-1. LoQ was 
calculated to be 0.90 ng Hg (9.0 µg kg-1 if 100 mg of sample is analysed). This 
value was verified by analysing spiked solutions at the Hg content level equal to 
the evaluated LoQ. Relative standard deviation for ten replicates at this level 
of concentration was 17.5 % and recovery in confirmation of lower working range 
concentration was 90 %, what is satisfactory performance (targeted repeatability 
expressed as relative standard deviation (RSD) below 20 %, and recovery 
between 85-115 %). The method fulfils the requirements for Hg determination 
in foodstuffs (Decision 2007/333/EC): LoD and LoQ are less than one tenth 
and one fifth respectively, from the maximum level of 500 μg kg−1 Hg in 
fishery products (Decision 2006/1881/EC). 
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For the working range, at the lower end of the range, the restrictive 
factor is LoQ, while, at the upper end, limitations are imposed by various 
effects depending on the instrument response. For high sensitivity cell, the 
calibration curve is linear up to 50 ng Hg. If 100 mg sample is weighted and 
introduced in the system, the upper limit of working range is 5000 µg kg−1, 
thus maximum level of 500 μg kg−1 Hg in fishery products and crustaceans 
(Decision 2006/1881/EC), can be easily measured by TD-AAS. Moreover, 
the upper limit of the working range can be extended by analysing less amount 
of sample or by using the low sensitivity cell of the instrument. 

The accuracy of a method is acceptable if the mean analyte 
concentration measured in a CRM falls within ±10 % of the target value 
according to Commission Decision 2002/657/EC. Accuracy was studied by 
evaluating the recovery of a fish CRM (BCR-463 Tuna Fish). Thus, 5 parallel 
samples of CRM were analysed in order to determine the methods accuracy. 
Average recovery for fish CRM was 94 % with relative standard deviation of 
5.0 % (n = 5 parallel samples). In addition, trueness was evaluated using the 
recovery for real fish samples spiked with known content of Hg. To each fish 
sample, amounts of 10 ng Hg were added. The recovery rate was calculated 
by taking into account the found concentrations in the enriched samples and 
the added concentration. The average recovery for spiked fish samples was 
92% with a relative standard deviation of 5.6 % (n = 5 parallel samples). The 
results of Hg recovery for food CRM and spiked samples determined against 
aqueous curves confirmed that the method has no matrix effect.  

The precision of Hg determination was verified in terms of compliance 
with the HorRat’s index, calculated as the ratio of the relative standard 
deviation (RSD) found within the repeatability assay of test samples, and the 
predicted standard deviation (PRSD), calculated using the Horvitz’s equation 
ܦܴܵܲ :[31] = 2(ଵି,ହ)                          (1) 

where C is the half of the maximum mass fraction of Hg in fish tissue 
(2.5×10−7) [9].  

The repeatability of a method complies with requirements in Commission 
Decision (2007/333/EC) and Commission Regulation (2011/836/EU) if the 
HorRat index calculated as the RSD/PRSD ratio is less than 2 for Hg 
concentrations higher than 100 μg kg−1. Precision was assessed both in 
terms of repeatability and reproducibility. For the repeatability study, the results 
were obtained by analysing 10 parallel samples by a single operator using the 
same equipment, while for the reproducibility study, a sample was measured in 
10 different days by different operators using the same equipment. RSD for 
repeatability (RSDr) was 5.6%, while RSD for reproducibility (RSDR) was 9.8% 
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that correspond to HorRatr index of 0.28 and HorRatR index of 0.50, which 
denotes satisfactory performance. Summary of the results is presented in 
Table 1. 

 
Table 1. Results of method validation for the measurement  

of Hg in seafood by TD-AAS method 

Validation parameter Results 
Selectivity No interfering signal 
Linearity  R2 = 0.9991

Limit of detection 3.0 µg kg-1

Limit of quantification 9.0 µg kg-1

Working range 9.0 – 5000 µg kg-1 (can be extended) 
Trueness (recovery) 94% for CRM; 92% for spiked samples 

RSDr  5.6% (n=10 parallel samples) 
RSDR 9.3% (n=10 parallel samples) 

HorRatr index 0.28 
HorRatR index 0.50 

 
 
Measurement uncertainty evaluation 
In brief, the steps of the method are as shown in Figure 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Experimental procedure for the measurement of Hg 
 

TD-AAS instrument 
-Sample weighting 
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Signal integration 
Asample  

Comparison of signal absorbance 

Preparation of reference solutions 
-Dilution 
 

Preparation of sample: 
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TD-AAS instrument 
-Reference sol. weighting 
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Signal integration 
Areference solutions  

Calculation of final result 
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Measurement uncertainty evaluation was based on method validation 
data (the “top down approach”), assuming that they comprise the total analytical 
procedure [26]. The identified main sources of measurement uncertainty 
were uncertainty of calibration reference materials (Ci), uncertainty of delivered 
volumes, uncertainty of weighted reference solutions and sample, uncertainty of 
the calibration curve, and accuracy and repeatability of the method, as 
presented in Figure 4 – cause and effects diagram (fishbone diagram). 

Trueness of the method was determined by recovery study on CRM. 
The precision of the procedure represents a substantial source of measurement 
uncertainty and therefore requires detailed consideration in order to avoid 
over or underestimation of the combined uncertainty. Sources of uncertainty 
such as those arising from balances, volumetric measuring devices and 
influences of environmental conditions were covered by the within-laboratory 
repeatability. Following these assumptions, the total uncertainty of the method 
was composed of a contribution from the accuracy of the method (bias) and 
contribution from repeatability study in order to cover all the relevant uncertainty 
sources. 

To estimate trueness of the method, recovery calculated from CRM 
analysis was used. Standard uncertainty associated to bias was calculated 
from Eq. 2: 

2u(B) = B + u CR( )
       (2) 

where B is deviation from true value (140 μg kg−1), u(CR) is uncertainty of the 
certified reference material tested (80 μg kg−1). 

 

 

Figure 4. Cause and effects diagram (fishbone diagram) of uncertainties in 
measurement of Hg using TD-AAS 
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Uncertainty associated to method bias was calculated to be 160 μg kg−1 
(5.6 %). Combined uncertainty was calculated following the Eq. 3: 
 

2 2= + wu( Hg ) u( B ) u( R )
                                            (3) 

 
where u(RW) is the standard deviation resulted from within-laboratory repeatability 
study, for a real fish sample (average ± s = 329 ± 18 μg kg−1). Before to be 
combined, the two components were transformed to relative standard uncertainties. 
Combined uncertainty u(Hg) was calculated to be 7.8%. The expanded 
uncertainty (UE) resulted by multiplying u(Hg) by the coverage factor (k=2) 
which indicate the confidence interval expected to include 95% of results 
attributable to the measurand was 15.6%.  

According to Commission Regulation (2011/836/ EU), the combined 
standard measurement uncertainty u(Hg) should be less than the maximum 
standard measurement uncertainty (Ut), calculated with the formula: 

ݐܷ  = ට(ைଶ )ଶ + (α	ܿ)ଶ                                                     (4) 

 
where LoD is the limit of detection of the method (µg kg-1); C is the 
concentration of interest (µg kg-1);  is a numeric factor depending on the 
value of C ( = 0.18 for concentrations ranged between 51 - 500 µg kg-1 Hg). 
For the average concentration for the real sample of 329 μg kg−1 calculated 
Ut was 59 μg kg−1, which represent 17.9%. Consequently, combined standard 
measurement uncertainty u(Hg) of 7.8% calculated for our method is well 
below Ut, which indicates satisfactory performance. 
 
 

Real seafood samples analysis 
Seafood samples were purchased from several supermarkets from 

Cluj-Napoca. In laboratory, the samples were lyophilised and analysed directly 
by TD-AAS. The average measured concentrations are presented in Table 2. The 
Hg concentrations ranged between 112 – 411 μg kg−1 wet weight (the higher 
Hg concentration was found in Hake), in the same order of magnitude with 
the results reported by Miclean et al. [32]. However, Hg concentrations in 
seafood samples were, in all cases, below the maximum level of 500 µg kg-

1 wet weight set in Decision 2006/1881/EC, accordingly their consumption do 
not pose acute risks for consumers’ health. 
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Table 2. Concentrations of total Hg measured in seafood samples 
(average ± UE, k=2, n=5 parallel samples) 

Sample type Hg (μg kg−1 wet weight) 

Hake (Merluccius merlucius)  411 ± 64 
Shrimps (Pandalus Borealis) 310 ± 48 
Pink shrimp (Pandalus Borealis) 112 ± 17 
Squid (calamarium) 329 ±  51 
Pangasius (Pangasius buchanani) 135 ±  21 
Marbled rockcod (Notothenia rossii) 220 ±  34 

CONCLUSIONS 

The paper presents all the steps necessary to validate and to 
evaluate the measurement uncertainty for Hg determination in seafood using 
TD-AAS, a simple technique which require no sample digestion prior analysis. 
The studied figures of merit fulfil the requirements in terms of selectivity, 
linearity, LoD and LoQ, accuracy, and precision set out in the to the requirements 
in the Commission Decision 2002/657/EC and Commission Regulations 
2011/836/EU and 2007/333/EC. The method was validated to be used for 
concentrations between 9.0 – 5000 µg kg-1. TD-AAS techniques provide LoQ 
well below the maximum admitted concentration of Hg in seafood, which make it 
suitable to measure its concentrations at the imposed limits, and in addition 
for monitoring studies of Hg trace levels in seafood samples. Accuracy was 
studied by evaluating the recovery for a fish CRM and also by evaluating the 
recovery for spiked seafood samples. The recoveries for both CRM and spiked 
samples were in the target imposed by Commission Decision 2002/657/EC 
(90-110%). The precision of Hg determination was verified in terms of compliance 
with the HorRat’s index calculated both for repeatability and reproducibility, 
and satisfactory results were obtained. Expanded uncertainty, estimated using 
top-down approach using the data from accuracy and precision studies, was 
15.6% for a coverage factor k= 2. The combined standard uncertainty was 
less than the maximum standard measurement uncertainty calculated according 
to Commission Regulation (2011/836/ EU), indicating satisfactory performance 
of the method. It was demonstrated that the method can be applied in the 
laboratory for the designed purpose, determination of Hg in seafood by TD-
AAS. 
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EXPERIMENTAL SECTION 
 

Reagents, Standard Solutions and CRM 
Stock standard solutions of mercury (1000 µg mL−1) purchased from 

Merck (Darmstadt, Germany) was used for instruments calibration. Ultrapure 
water (18 MΩ cm-1) obtained from a Millipore Direct Q3 (Millipore, France) 
and 30% (w/w) HCl ultrapur (Merck, Darmstadt, Germany) were used for all 
dilutions. A fish CRM BCR-463 (tuna fish) purchased from LGC Promochem 
(Wesel, Germany) was analysed to assess the accuracy of Hg determination. 
Oxygen (99.999%) for Hydra-C Analyzer supplied by Linde Gas SRL Cluj-
Napoca, Romania was used. 
 

Instrumentation and analytical method 
The direct measurements of mercury from solid samples were carried 

out using an Automated Direct Hg Analyzer Hydra-C (Teledyne Instruments, 
Leeman Labs, USA). A block diagram of the instrument is presented in 
Figure 5 [33]. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Block diagram of the TD-AAS instrument 
 
 
The analyser includes a furnace module for the thermal decomposition 

of sample, an amalgamation trap, and a unit to measure the absorbance 
(AAS module). Determinations of Hg were performed using up to 100 mg dry 
sample weighted in nickel boats with a precision of ± 0.1 mg. The instrumental 
settings used for the Hg analyser for the all determinations are presented in 
Table 3.  
  

Sample 
introduction 

Combustion Catalyst 

Drying tube 

Gold amalgamator Absorption Cells 

Hg Lamp 

Detector Signal processing 
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Table 3. Instrumental setting for Hg determination in seafood 
using TD-AAS system 

Parameter Setting 
Sample weight 100 ± 0.1 mg
Drying temperature/time 300°C / 45 sec. 
Decomposition temperature/time 800°C / 150 sec. 
Catalyst temperature 600°C 
Catalyst Wait Period 60 sec. 
Gold Trap temperature/time 700°C / 30 sec. 
Measurement time 90 sec.
Oxygen Flow rate 300 min L-1

Real seafood samples were purchased from supermarkets from Cluj-
Napoca, Romania and were lyophilised prior to analysis using a FreeZone 
2.5 Liter Benchtop Freeze Dry System (Labconco, USA). 
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ABSTRACT. Arsenic (As) is a toxic element which can occur in increased 
concentrations mainly in areas affected by mining and ore processing activities. 
To assess the As fractionation in soils from the Ogosta River floodplain, a 
seven-step sequential extraction procedure (SEP) followed by As determination 
using ultrasonic nebulization inductively coupled plasma optical emission 
spectrometry (USN-ICP-OES) was applied. The SEP fractionate between the 
(1) ionically bound As; (2) strongly adsorbed As; (3) As co-precipitated with acid 
volatile sulphide, carbonates, Mn oxides, very amorphous Fe oxyhydroxides; (4) 
As co-precipitated with amorphous Fe oxyhydroxides; (5) extraction in 0,2M 
NH4-oxalate buffer + ascorbic acid; (6) As associated with crystalline Fe oxides; 
(7) orpiment and remaining recalcitrant As minerals. No significant differences 
were found between the pooled amount of As concentrations in each extraction 
step and the total As concentration measured using a XRF spectrometer 
(recoveries rate of 90 –110%). Total As concentration in soils varied widely, in 
the range of 36 - 72300 mg kg-1. The partitioning of As among the seven 
fractions in the six soil samples (%, medians and ranges) was: (1) 0.97 (0–
4.8); (2) 12 (0–36); (3) 25 (12–44); (4) 8.7 (2.5–31); (5) 4.0 (0.2–25); (6) 34 
(3.6–84); (7) 0.15 (0.02–1.1). Significant differences on As distribution in 
contaminated and uncontaminated soils were observed, the fractions of mobile 
species, were found to be predominant in highly contaminated soils in contrast 
to the low-As soils, where As contents were bound to the matrix. 
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INTRODUCTION  

Environment contamination with toxic metals and metalloids may pose 
risks for the ecosystems and for the human health, therefore the assessment 
of theirs concentration and possible mobilization in soils is required [1-6]. 
Arsenic (As) is a metalloid well-known for its high toxicity, being categorized 
as a group I carcinogen in humans [7,8]. It enter into the environment is both 
from anthropogenic and natural sources. Anthropogenic sources of As are 
represented by mining and smelting of ferrous and base metal minerals, 
manufacturing of As-based chemicals, use of pesticides in agriculture, industrial 
wastes discharging, burning of fossil fuels, landfilling of industrial and municipal 
wastes [9]. All these sources have led to the increase of the As concentration in 
soils from affected areas [10]. 

Although the soil quality standards are typically based on total metal 
content, it is generally recognized that includes both bioavailable and non-
bioavailable fractions [11]. Knowledge on metals distribution in different soil 
fraction is very important both for the assessment of risks for human health and 
for elaboration of remediation strategies of contaminated soil [12]. To obtain 
this, procedures for distinguishing among various binding forms of metals and 
metalloids in soils are necessary. The identification and quantification of 
metals/metalloids associated with predefined phases or soil was defined by 
IUPAC as “fractionation analysis” [13]. Different sequential extraction procedures 
(SEPs) were developed and applied in order to obtain the fractionation of 
elements (or species) and to estimate the quantities of elements that could be 
mobilized due to changes in chemical properties of the soils [14]. Selective 
chemical extractants, used in the SEPs, intend to replicate the conditions found 
in soils under different environmental scenarios in order to find the fraction of 
metals that can be released [15]. Many extraction procedures are based on 
sequential extraction scheme developed by Tessier et. al in 1979 [16]. Another 
selective extraction protocol widely used in the last years is the three-step 
BCR protocol [17], created to distinguish between exchangeable, reducible, 
oxidizable and residual fractions. 

The majority of SEPs found in literature were developed for trace 
metals fractionations. The anionic nature of As species in soil led to a different 
behaviour of this element and thus the necessity of different SEPs. The 
information of SEPs used for As fractionation is still limited [7,14,18,19]. 
These SEPs vary in terms of types of extraction solutions and conditions of 
extractions, number of fractions and their sequence, but an accepted 
standardized SEP was yet not established. Thus, there is a need for developing 
and studying of analytical performances for SEPs special designed for As 
fractionation in soils in order to find the most appropriate procedure for this 
purpose.  
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As a result of historic mining activities and also due to the failure of 
a large tailing dam in 1964, the floodplain soil from Ogosta River valley, 
Bulgaria was highly polluted with As [20,21], thus an evaluation of its possible 
mobilization is of a high interest.  

The aims of this study were: (1) to evaluate the main figures of merit 
of a seven-step SEP for As fractionation in soil; (2) to accomplish a preliminary 
assessment of the As fractionation in floodplain soil from Ogosta River 
valley, Bulgaria. 

RESULTS AND DISCUSSION 

Sequential extraction procedure (SEP) validation 
The applied procedure was based on a modified SEP from Keon 

and co-workers [22] and included the steps presented in detail in the Table 2 
(Experimental section).  

The validation of the analytical procedure for SEP in soil was 
performed by evaluating the main figures of merit: limit of detection (LoD), 
precision in term of repeatability for the each step of extraction procedure 
and accuracy in terms of recovery from the soil CRM and by comparing the 
amounts of As extracted in each step with the total As concentration measured 
directly in soil samples using a XRF spectrometer. LoD was calculated on the 
basis of 3 s criterion (LoD=3sB/m), where m was the slope of calibration curve 
and sB the standard deviation of 10 successive measurements of blank [23]. 
LoD was 0.005 mg L-1 in extraction solutions, which means, for an extraction 
ratio of 1:100, a method LoD of 0.5 mg kg-1. Accuracy was studied by 
evaluating the recovery of the soil CRM SRM 2709 San Joaquin Soil, New 
York, USA. Also, the pooled amount of As recovered from all the fractions 
using the SEP was similar (90–110%) to the total As concentration 
measured directly in soil samples using a XRF spectrometer. The recovery 
for CRM was 96 ± 5 %. Precision was studied in term of repeatability by 
analysing 3 parallel samples by a single operator using the same 
equipment. The standard deviations of repeatability, in all the steps of the 
procedure, did not exceed 5% of the respective means. 

Concentrations of total As and metals in soil samples 
In the Table 1 are presented the total As and metal concentrations 

measured in soil samples by XRF spectrometry. For comparison, the typical 
ranges and common values present in unpolluted soils and the average 
abundance in the earth’s crust [24] are also showed. With the exception of 
samples S3 and S6, the concentrations of total As were much higher than 
the maximum concentration in Earth’s crust in unpolluted soil and also much 
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higher than the typical range reported in literature [25]. In a similar study 
[26] carried out on soils from Tamar, England, it was reported total As 
concentrations in the range of 3.8 – 848 mg kg-1. In other study on soils from 
China [27], were reported total As concentration in the range of 36.0 – 4172 
mg kg-1. Increased As concentrations in sediments and mine waste samples 
in mining areas from NW Spain ranged between 310 – 67000 mg kg-1 were 
also reported [28]. 
 

Table 1. Total metal and As concentrations in soil samples,  
typical range and the normal values in the unpolluted earth’s crust  

(mg kg-1, mean ± s, n=3 parallel measurements) 

Sample As Fe Mn Mg Al Ca 

S1 
2460 ±  

120 
103500 ± 

3100
14000 ± 

440
10800 ± 

240
23300 ± 

360
72500 ± 

2400 

S2 
1350 ±  

67 
135500 ± 

4300
32000 ± 

1000
7300 ± 

130
13900 ± 

220
70900 ± 

2520 

S3 
33 ±  
2.0 

42400 ± 
1000

1250 ± 
50

7200 ± 
140

21400 ± 
310

10000 ± 
430 

S4 
72300 ± 

2900 
296500 ± 

14700
41200 ± 

2100
17400 ± 

1300
6400 ± 

700
102500 ± 

5500 

S5 
12700 ± 

640 
144800 ± 

4900
24300 ± 

800
21500 ± 

1200
12300 ± 

800
209800 ± 

7300 

S6 
41 ±  
3.0 

43100 ± 
1100

1300 ± 
50

6100 ± 
110

26900 ± 
280

13800 ± 
540 

Range 
33 -  

72300 
42400 - 
296500

1250 - 
41200

6100 - 
21500

6400 - 
26900

13800 - 
209800 

Typical 
range 

0.1 -  
50 

7000 -
42000

20 -  
10000 - - - 

Earth’s 
crust 

40 50000 1000 - 81300 - 

 

The concentrations of Mn and Fe (with the exception of samples S3 
and S6) were higher than the Earth’s crust maximum concentration and 
generally above the typical ranges. The high concentrations of total metals 
are an indicator for a contamination of the floodplain soils in the investigated 
area with metals coming from mining activities. 

Arsenic fractionation in soil 
The percentages of metals in each fraction are presented in Figure 1. It 

must be accepted that these results are operationally defined and redistribution 
and adsorption of As can occur during extraction steps; however the partitioning 
of the As into the different fractions provides an indication of their mobility 
and availability to the environment and to the living organisms [29].  
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Figure 1. As fractionation 
in soil samples 

The first extractant used in SEP (1 M MgCl2) is a very weak extractant 
and only dissolve the As weakly (ionically) bound to the matrix. The As 
concentration extracted in this step varied from below detection limit (bdl) in 
sample S6 and 251 mg kg-1 in sample S5, and represented less than 5 % 
from the total As concentration in all analysed samples. The amounts of As 
extracted in the second fraction (1 M NaH2PO4) estimates the strongly 
adsorbed As and was found to be generally high, in particular for samples 
containing high amount of total As (S1, S2, S4, S5). Percent of As extracted in 
this fraction ranged between 0 - 36 % (median 12%). Our results are in 
agreement with those reported by Javed who found high percentage of 
strongly adsorbed As (16-29%) in sediment samples [30]. In the third fraction, 
extracted using 1 M HCl, As was found in amounts ranging between 5.8 – 
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19700 mg kg-1 (12 – 44%, median 25%). This fraction was the most dominant 
one in all soils contaminated with As (S1, S2, S4, S5). The 1 M HCl extracts 
As co-precipitated with acid volatile sulphide, carbonates, Mn oxides and 
very amorphous Fe oxyhydroxides. The results of fraction F3 showed that 
high percentages of As associated to this extraction step were observed 
mainly in samples rich in Mn (S1, S2, S4, S5). The 0.2 M ammonium 
oxalate + oxalic acid (F4), which solubilize the As co-precipitated with 
amorphous Fe oxyhydroxides. The percent of As extracted in this fraction 
was 2.5 – 31% (median 8.7%). Good correlations were observed between 
the As extracted in F4 with the amounts of Fe measured in the respective 
samples (higher extraction rate being observed in the samples S1, S2, S4). 
The extractant used in step 5 (0.2 M NH4-oxalate buffer + ascorbic acid) 
dissolves As associated with crystalline Fe oxides. The As concentrations 
found in F5 were in the range of bdl – 5800 mg kg-1. Also in this case 
percentages of As were well related to the amounts of Fe measured in the 
respective samples (higher extraction rate in the samples S1, S2, S4). The 
solution used in step 6 (16 M HNO3) extracts the As co-precipitated with 
pyrite and As strongly bound to the matrix. This fraction was the most 
dominant As pool in the soils with low As contents (75% and 79%, of the 
total As for the samples S3 and S6, respectively). Surprisingly, also in the 
sample with the highest amount of total As (S4) an important percent of As 
was found to be soluble in this step, probably due to the contamination of 
floodplain soil in this sampling point with minerals containing arsenopyrite. 
In the last step of the SEP were measured orpiment and remaining 
recalcitrant As minerals using a hot mixture of 16 M HNO3 + 30% H2O2. 
Amounts of As extracted in this step were between bdl – 760 mg kg-1, 
representing only 0 – 1.1 % of the total concentration of As found in the 
sample. Our results highlight the importance of testing soils with different 
sources and contamination degrees, confirming thus previous studies found 
in literature [4, 7, 20, 21, 27, 28, 31]. 

Multivariate statistics 
The varimax rotated factor loadings of principal components (PCs) 

for the total As and metal concentrations and As fractions are presented in 
the Table 2. The loadings in bold face correspond to variables with dominantly 
influence the selected latent factor. Two PC’s with eigenvalues higher than 1 
explains about 95% of the total variance of the system. The first component 
(PC1) exhibits 74% of the total variance with positive loadings on total As, 
Fe and Mn and As fractions F2, F3, F4, F5, F6 and F7 and negative loading 
on Al. This behaviour is explained by the influence of total As concentration 
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on the level of As in different fractions and also by the influence of Fe and 
Mn on As retention mechanisms in soil. The second component (PC2) explains 
about 21% of the variability and contains the Ca and Mg concentrations 
correlated with the most mobile fraction of As (F1) and partially correlated 
with fraction F2. This can be explained by the influence of Ca and Mg on 
the exchange capacity of the soil and thus on As mobilization.  

Table 2. Factor loadings after Varimax rotation 

PC1 PC2
Total Fe 0.827 0.334 
Total Mn 0.657 0.406 
Total Mg 0.381 0.807 
Total Al -0.666 -0.493 
Total Ca 0.140 0.898 
Total As 0.892 0.157 

As F1 -0.128 0.886 
As F2 0.707 0.555 
As F3 0.879 0.211 
As F4 0.910 0.027 
As F5 0.912 0.001 
As F6 0.900 0.098 
As F7 0.899 0.107 

The dendrogram resulting from Agglomerative Cluster Analysis (AHC), 
created by using Ward’s method and Euclidian distance for dissimilarity, is 
presented in Figure 2. The studied parameters were grouped in 3 clusters: 
cluster 1 contains total Al and indicate the lack of influence of this parameter on 
As, cluster 2 groups Ca, Mg and mobile fractions of As, F1 and F2, 
respectively, while cluster 3 contains total As, Mn, Fe associated to the As 
fractions F3, F3, F5, F6, F7 and confirm the results obtained by the PCA. 

The obtained results suggests that in anthropogenic contaminated 
soils the As is found predominantly in fractions that can be relatively easily 
mobilised, whereas in soils with low As content high amounts of As were 
found to be retained mainly as insoluble forms under natural environmental 
conditions. Our results are in agreement with other previous results on As 
fractionation that revealed that As natural occurred in soils is immobilised in 
soil [29, 32]. Other authors [33] showed that aging favor the immobilization 
of As in soils, while in case of recent anthropogenic As inputs in soils a high 
percentage of As in more mobile fractions. In a previous study using a similar 
SEP (6 steps) to our study for As fractionations in sediments and mine waste 
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samples [28] it was shown that important amounts of As is incorporated into 
amorphous Fe oxyhydroxides. As a conclusion of that study, it was shown 
that arsenic fractionation is very much influenced by the extent of mining and 
ore processing. 

Figure 2. Dendrogram showing the clustering of total As, total metals concentration 
and As extracted in different fractions 

CONCLUSIONS 

A modified seven-step SEP was evaluated and applied for As 
fractionation in soil samples with total As concentrations varying between 
36 - 72300 mg kg-1 collected in the Ogosta River floodplain. The results 
revealed that As distribution in the contaminated soils differs significantly 
from that of uncontaminated or soils with low As content. Thus, the fractions of 
mobile species, which are the most dangerous for the environment and 
biota, were found to be predominant in As contaminated soils in contrast to 
the percentages present in low-As soils, where As was to a high extent, 
strongly bound to the matrix. The most abundant fractions in contaminated 
soils were usually the F2 and F3 which represent the strongly adsorbed As 
and As co-precipitated with acid volatile sulphide, carbonates, Mn oxides 
and very amorphous Fe oxyhydroxides, respectively. However, As distribution 
showed significant differences between samples. Multivariate statistics (PCA 
and AHC) were used to find the correlations between As fractionation and the 
content of total As and other metals content in soil. Significant correlations 
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were found between total As concentration, Fe and Mn and the relatively 
immobile As fractions, while the most mobile As fractions (F1 and F2) were 
related to the content of Ca and Mg. The As fractionation in soils should be 
long-term monitored in order to assess if the aging and changes in soil 
properties will affect the As availability and its dynamics in natural ecosystem. 

 
 

EXPERIMENTAL SECTION 

Site description and sampling 
The soil samples were collected from three sites in the Ogosta River 

basin upstream the “Ogosta” reservoir in 2009 (Figure 3). Site #1 N43°23.692', 
E23°06.338' and site #2 N43°24.557', E23°02.483' are located in highly 
contaminated sections of the Ogosta River floodplain close to the river banks. 
Samples S1, S2 and S3 are taken from prepared soil pit at site #1 from 
depths of 0-28 cm, 28-42 cm and 57-100 cm, respectively. The soil profile 
is well oxidized with no signs of Fe and Mn reduction. Samples S4 and S5 
are from site #2 located at the river bank several kilometres upstream of the 
previous sampling area. The two samples were taken from the most contaminated 
layers of the floodplain sediments at depths 29-50 cm and 50-77 cm respectively. 
The upper part of the soil profile is well oxidized, but some ochre and grey-
bluish spots in the lower part bellow 50 cm indicates frequently lowering of soil 

 

 
 

Figure 3. Study area and designation of soil sampling sites 
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redox potential. Sample S6 (well oxidized topsoil, 0-18 cm) is from the site #3 
N43°26.028', E22°57.002' located in the floodplain of the Prevalska River. It is 
a tributary of the Ogosta River, which was not affected by the mining activities 
and where As levels and fractionation patterns in soil can be considered 
natural and serve as background. 

For soil analyses, a representative part of each sample was air dried 
and then ground using a porcelain pestle and mortar. Fine fraction < 0.063 mm 
from each sample was obtained for chemical analyses. 

Reagents and instrumentation 
The solutions were prepared using reagents p.a. quality (Merck, 

Darmstadt, Germany) and ultrapure Milli-Q water provided by a Direct-Q 
purification system (resistivity > 18 M cm-1, Millipore, France). Stock multi-
element standard solution containing Fe, Mn, Mg, Al, and Ca of 1000 µg mL-1 
(Merck, Germany) and stock standard solution containing As 1000 µg mL-1 
(Merck, Germany) were used to calibrate the ICP-OES for metals determination. 
All of the glassware was carefully cleaned, soaked in 10% (v:v) HNO3 for 24 h 
and rinsed with ultrapure water prior to use. The reagents and operational 
conditions used in the SEP are summarized in Table 2. Three parallel sequential 
extractions were carried out using 1 g soil for each sample in order to separate 
the seven fractions. Soil was placed in 50 ml centrifugation tubes and 25 ml 
of the extraction reagents were added sequentially. After each extraction step, 
the slurry was centrifuged for 15 min at 4500 rpm using EBA 200 centrifuge 
(Hettich, Germany). Solution trapped in the remaining soil was collected in 
subsequent wash steps and combined with the corresponding extract.  

Table 2 Reagents and operating conditions used in SEP (according to ref. [22]). 

Step Nominal target 
phase 

Reagents Shaking time and 
temperature 

F1 Ionically bound As Sample + 1M MgCl2 pH=8 
Residue + 1M MgCl2 pH=8 
Residue + Milli Q water 

shaken 8h at 25 oC 
shaken 8h at 25 oC 
shaken 0.5 h 

F2 Strongly adsorbed 
As 

Residue +1M NaH2PO4 pH=5
Residue +1M NaH2PO4 pH=5
Residue + Milli Q water 

shaken 16h at 25 oC 
shaken 24h at 25 oC 
shaken 0.5 h 

F3 As coprecipitated 
with acid volatile 
sulphide, carbonates, 
Mn oxides, very 
amorphous Fe 
oxyhydroxides 

Residue+1N HCl 
Residue + Milli Q water 

shaken 1h at 25 oC 
shaken 0.5 h 
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Step Nominal target 
phase 

Reagents Shaking time and 
temperature 

F4 As coprecipitated 
with amorphous  
Fe oxyhydroxides 

Residue +0.2 M ammonium 
oxalate/oxalic acid, pH=3 
Residue + Milli Q water 

shaken 2h in dark 
(aluminium foil) at 25 oC 
shaken 0.5 h 

F5 As associated  
with crystalline Fe 
oxides 

Residue + NH4-oxalate buffer 
(0.2M) + ascorbic acid (0.1 M) 
pH=3.25 
Residue + Milli Q water 

shaken for 0.5h at  
96±3 oC at light 

shaken 0.5 h 
F6 As coprecipitated 

with pyrite and 
amorphous 

Residue +16 N HNO3,  
Residue +16 N HNO3,  
Residue + Milli Q water 

shaken 2h at 25 oC 
shaken 2h at 25 oC 
shaken 0.5 h 

F7 Orpiment and 
remaining 
recalcitrant  
As minerals 

Residue +16 N HNO3+30% 
H2O2 

Boiling at least 2 h 
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ABSTRACT. In this study, validation of a method for determination of free 
glycerol from biodiesel samples by using gas chromatography coupled with 
flame ionization detector (GC-FID) and the measurement uncertainty 
estimation was described. The derivatization reaction with N-methyl-N-
trimethylsilyltrifluoroacetamide (MSTFA) was used to volatilize the glycerol 
prior to GC analysis. The 1,2,3-butanetriol was used as internal standard. 
Linearity, limit of detection, limit of quantification, precision and accuracy of 
the method were determined for the validation of the method. The limit of 
detection, estimated from chromatograms was 0.0006 % (w/w), while limit of 
quantification was 0.002 % (w/w). The recovery of free glycerol was 
determined by using certified reference material (CRMs) and was 102.4 ± 
13.0 %. Also, the measurement uncertainty was estimated based on the 
bottom-up approach. The expanded uncertainty of the determination of free 
glycerol from biodiesel by GC-FID method was 16%.   

Keywords: free glycerol, validation, measurement uncertainty, GC-FID   

INTRODUCTION 

Biodiesel is the most important biofuel in the world and a promising 
alternative to conventional diesel [1]. The properties of biodiesel are very similar 
to those of diesel; have high flash point and cetane number comparative to 
diesel and does not contain sulphur or aromatics [2, 3]. 
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Biodiesel (also known as fatty acid methyl esters) is obtained through 
transesterification of vegetable oil or animal fats with methanol using a 
catalyst. The most used vegetable oils for biodiesel production are: rapeseed, 
sunflower and soy oil [4, 5]. Currently, microalgae and used cooking oil are 
tested for biodiesel production [6, 7]. The transesterification reaction produces 
glycerol as the main by-product and unreacted triacylglycerides (TAGs), 
monoacylglycerides (MAGs) and diacylglycerides (DAGs) [8, 9]. Production 
of biodiesel is expected to increase in the next few years [10]. 

There are several analytical methods that ca be used for glycerol 
determination in fuels sample, based mainly on chromatographic techniques 
[11-14]. The European Standard EN 14105 describe the standardized 
procedure for the analysis of free glycerol, TAGs, MAGs, DAGs and total 
glycerol from fat and oil derivatives [15].  

The method for determination of free glycerol and derivatives is 
based on transformation of these compounds in more volatile compounds by 
derivatization with MSTFA in presence of pyridine, followed by gas 
chromatography coupled with flame ionization detector (GC-FID) analysis on a 
non-polar column. The silylation reaction with MSTFA implies the replacing of 
acidic hydrogen with the more volatile trimethylsilyle derivatizing group.  

Validation and uncertainty estimation of free glycerol determination in 
biodiesel is necessary to produce reliable analytic data related to compliance of 
biodiesel quality with the European standards [16]. Based on information 
obtained in the validation process (limit of detection and limit of quantification, 
linear range, accuracy and precision) the uncertainty of the method can be 
estimated. Therefore, identification and quantification of all uncertainty sources 
that occur in the method is obligatory [17,18].  

The rules for estimation of uncertainty are established in the International 
Organization for Standardization (ISO) guide [19]. In EURACHEM document is 
defined how the ISO guide are applied in chemical measurements [20]. For 
the measurement uncertainty estimation there are two approaches: top-down or 
bottom-up. In bottom-up approaches all the uncertainty sources are estimated 
and included in the uncertainty, while in top-down approach only the major 
uncertainty sources are take into account [17].  

The aim of this study was to validate and to estimate the uncertainty for 
the determination of free glycerol in biodiesel samples using the standardized 
method EN 14105 [15]. The measurements uncertainty was evaluated based on 
bottom-up approach.     

RESULTS AND DISCUSSIONS 

Validation of free glycerol determination method 

The validation of the determination of free glycerol method was 
performed by evaluation of the main figures of merit: limit of detection (LOD), 
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limit of quantification (LOQ), working and linear range, accuracy and precision 
(both repeatability and reproducibility) according to the EURACHEM guide 
requirements [20]. 

The European standard EN 14214 requires the maximum limit of free 
glycerol of 0.02 % (w/w) in biodiesel in Europe [16]. The limit of quantification 
was targeted to be ten times smaller than the maximum amount of free 
glycerol (0.002 % (w/w)).      

The LOD and LOQ were calculated using the 3s criteria by measuring 
the glycerol peak area in ten parallel samples with very low glycerol content. 
The LOQ for free glycerol was estimated to be nine times of standard deviation. 
LOD for free glycerol was established to be 0.0006% (w/w) and LOQ is 0.002 
% (w/w). In Figure 1 is presented the chromatogram for a standard solution. 

For evaluation of precision and accuracy of LOQ, six solutions of 
glycerol at a concentration of 0.002 % (w/w) were prepared and measured. The 
relative standard deviation (RSD) was 6.3 % and the recovery was 105%, 
and complies with the imposed target (RSD < 20% and recovery between 80 
and 120%).     

 
Figure 1. The chromatogram of the TMS derivatives of the standard solution 

Working and linear range 

Free glycerol was identified by comparison of the obtained retention 
time with the ones observed for standard solutions analyzed. Four calibration 
solutions (0.005 -0.05 mg of free glycerol) were prepared by diluting the stock 
solution of glycerol (500 µg.mL-1). The derivatization procedure was applied for 
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each standard solution. For the lowest and the highest concentrations ten 
measurements were made for evaluation of homogeneity of variance. The 
standard deviation was used to calculate PG ratio (s1/s4) which was compared 
with the Fischer value F(9;9;0.99) = 5.35. The determination coefficient of 
r2 >0.9999 proved the good linearity of the calibration curve. The statistical 
parameters of calibration curve for free glycerol were presented in Table 1. 

Table 1. Statistical parameters of calibration curve for free glycerol 

Parameter a b Sy Sx0 Vx0 r2 PG 

Free glycerol -0.0027 1.22 0.013 0.0112 3.25 0.9999 4.3 

a- intercept, b-slope, Sy – residual standard deviation, Sx0 –standard deviation 
of the method (Sy/b), Vx0 –coefficient of variation (Sxo*100/Xaverage), 

 r2- determination coefficient, PG- test value factor 

Accuracy and precision 

B100 Biodiesel (Soy-based) was used as certified reference material for 
evaluation of accuracy. For analysis of CRMs, the difference between 
certified value and measured value (∆m) must be lower than the expanded 
uncertainty obtained by combining the certified uncertainty (ucrm) with the 
uncertainty of the repeated glycerol measurements (um). The results 
obtained for analysis of CRM are presented in Table 2.  

Table 2. Certified and measured values of free glyceron in B100 Biodiesel 
(Soy-based) CRM (mean ± expanded uncertainty, n = 6 parallel samples)  

Free glycerol 

Measured  Certified  

168 ± 28.1 mg kg-1 164 ± 16.0 mg kg-1 

The methods recovery estimated by determination of free glycerol in 
CRM was 102.4 ± 13.0 %.  

For estimation of the methods precision, the repeatability and 
reproducibility were determined. For the estimation of repeatability, six samples 
were analyzed. The limit of repeatability (r) represent the difference between two 
individual results, obtained by the same method and the same operator and 
must be below r = 0.1615*x + 0.0003, where x is the average of two results). 
The limit of repeatability (r) was 0.0012 % (w/w). The repeatability standard 
deviation was 0.00045 % (w/w).    
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The reproducibility of the method was determined by analyzing six 
real samples of biodiesel in ten different days using the same equipment. The 
limit of reproducibility (R) was 0.0062 % (w/w) and reproducibility standard 
deviation was 0.0025 % (w/w) and was below the reproducibility limit R = 
0.1866*x + 0.0061. The precision of the method comply with that imposed by 
the EN 14214 standard (r < 0.002 % (w/w) and R below 0.0096 % (w/w)). 

In Table 3 are presented the results obtained for validation of free 
glycerol from biodiesel samples. 

 
Table 3. Results of method validation for the measurement of free glycerol 

Validation Parameter Results 

Limit of detection 
Limit of quantification 

Linear range 
Accuracy for CRMs (recovery) 
Precision (limit of repetability) 

Precision (limit of reproductibility)  

0.0006 %(w/w) 
0.002 %(w/w) 

0.005 -0.05 mg 
102.4 % 

0.0012 %(w/w) 
0.0096%(w/w) 

Uncertainty estimation 

For estimation of method’s uncertainty all the uncertainty sources 
were identified and quantified and the combined uncertainty was calculated. 
The sources of uncertainty for glycerol determination are: the concentration of 
reference material, the concentration of internal standard, standard preparation 
(volumetric flasks, pipettes), the weight of samples, the uncertainty given by 
the calibration curve, precision of the method. 

The concentration of glycerol is given on the certificate as 502.0 ± 2.5 
ug mL-1. Because in certificate is no additional information about the expanded 
uncertainty, a rectangular distribution is supposed. To obtain the standard 
uncertainty urm the value was divided by √3. The standard uncertainty usi for 
internal standard was calculated by dividing by √3 the value given in certificate 
and the results is 2.89 ug.mL-1 (the concentration of 1,2,4-butanetriol given 
in certificate is 1003 ± 2.5 ug.mL-1).  

The preparation of stock and working solution for calibration curve 
gives a major source of uncertainty. The volumes of solution have three 
source of uncertainty: the uncertainty from the certificate of volumetric flask, 
the uncertainty given by the variation of the temperatures and standard 
deviation of repeated filling of the volumetric flask. 

The weight of the sample and the analytic balance contribute also to 
the uncertainty of the method. The uncertainty given by the calibration curve 
(a linear function of first order) is calculated using Equation (1) [21,22]: 



L. SENILA, M. MICLEAN, O. CADAR, M. SENILA, M. KOVACS, M.A. HOAGHIA 

350 

 
 





 N

i
i

y
x

xxb

yy
mNb

S
S

1

22

2
0

0
11

           (1) 

where: Sy –residual standard deviation; b- is the calculated best-fit gradient 
of the calibration curve; N – number of repeat measurements made on the 
sample; m –the number of paired calibration points (xiyi);ݕ – the mean of N 
repeat measurements of y for the sample; ݕ – the mean of the y value for the 
calibration standards, xi – a value on the x-axis;	ݔ - the mean of the xi axis. 
In Table 4 is presented the uncertainty components for determination of free 
glycerol by GC-FID. 

Table 4. Uncertainty components for determination of free glycerol by GC-FID 

Source Unit Value Standard 
uncertainty

Interven-
tions 

Total 
standard 

uncertainty 

Relative 
uncertainty 

Concentration 
of standard 

µg mL-1 502 1.443 1 1.4433 0.0029 

Concentration 
of internal 
standard 

µg mL-1 1003 2.886 1 2.8860 0.0029 

Pipette µL 10 0.360 1 0.3600 0.0360 
Pipette µL 40 0.360 1 0.3600 0.0090 
Pipette µL 70 0.361 1 0.3610 0.0052 
Pipette µL 100 0.363 1 0.3630 0.0036 
Pipette µL 80 0.361 5 1.8050 0.0226 
Pipette µL 150 0.301 4 1.2049 0.0080 
Pipette mL 8 0.023 5 0.1150 0.0144 
Pipette µL 200 0.301 3 0.9036 0.0045 

Weight of 
sample 

g 0.1 0.00005 1 0.0001 0.0005 

Equipment % 100 0.0010 1 0.0500 0.0005 
Calibration  mg 0.343 0.0112 1 0.0112 0.0327 

Reproducibility % 0.017 0.0025 1 0.0025 0.1479 

After measurement of all relative uncertainty for each source of 
uncertainty, the combined standard uncertainty (Uc) is calculated by combining 
all the uncertainty components by using law of propagation of uncertainty. 
The combined standard uncertainty was calculated to be 8.0 %. The expanded 
uncertainty (UE) is obtained by multiplying combined standard uncertainty by 
a coverage factor (k) which is 2 for level of confidence of 95 % [23]. In Table 4 
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can be observed that the biggest contributors to uncertainty comes from 
reproducibility and calibration curve. 

The concentration of standard, concentration of internal standard and 
weight of sample has a low contribution to the uncertainty. The expanded 
uncertainty for free glycerol determination in biodiesel by GC-FID method is 
16 %.  

CONCLUSIONS 

In this paper, a GC-FID method has been applied for the analysis of 
free glycerol in biodiesel samples according to the EN 14105 standard. The 
validation of this method and measurement uncertainty evaluation was made 
by quantification of all uncertainty sources based on bottom-up approach. 
The accuracy was studied by evaluating the recovery of biodiesel using 
certified reference material. It was demonstrated that the method can be 
applied for determination of free glycerol in biodiesel samples by GC-FID.   

EXPERIMENTAL SECTION 

All chemicals were analytical reagent grade. N-heptane and pyridine 
were purchased from Merck (Darmstadt, Germany). Glycerol (glycerin 
standard), 1,2,4-butanetriol (internal standard) and derivatization agent N-
Methyl-N-(trimethylsilyl)trifluoroacetamide were purchased from Sigma–Aldrich. 
Biodiesel 100 (Soy-based) SRM 2772 was used as CRM for the validation 
procedure. The volumes were measured using calibrated glassware (Hirschman, 
Germany). 

The transformation of free glycerol into more volatile silylated derivative 
is based on the procedures described in EN 14105 [15].   

The method consists in weighting approximately 100 mg of samples in 
a 10 mL vial and mixing it with 80 µL 1,2,3-butanetriol, 100 µL pyridine and 
150 µL MSTFA under continuous shaking. After keeping 15 min at room 
temperature, 8 mL n-heptane was added to the solution. The solution was 
analyzed by GC-FID.  

Working standard solutions of glycerol 500 µg.mL-1 were prepared by 
diluting glycerol stock standard solution (0.5 mg mL-1) with pyridine. 
Calibration standard solution in the range of 0.005 - 0.05 mg (glycerol) were 
prepared by adding 10, 40, 70, 100 µL from working solution of glycerol. In 
each solution, 80 µL 1,2,3-butanetriol (as internal standard) and 150 µL 
MSTFA were added.  
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GC-MS analysis 

Analyses were performed using a gas chromatograph (Agilent 
Technologies, 7890N GC) coupled with flame ionization detector (Agilent 
Technologies, 7683) and capillary column of 15 m length0.32 mm I.D.0.1 
µm DB-5HT film thickness. The temperature program was as following: the 
initial oven temperature 50 °C, held for 1 min, from 50 to 180 °C via a ramp 
of 15°C/min, 180 to 230 °C at a ramp of 7°C/min and 230 to 370 °C at a ramp 
of 10 C/min for 15 min. 
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ABSTRACT. The influence of aeration of soils polluted with heavy metals 
by using Thiobacillus-type microorganisms was studied using soil samples 
contaminated with heavy metals (Cu 4074 - 7550 mgkg-1, Zn 5870 - 9310 
mgkg-1, Cd 36-50 mgkg-1, Pb 15000 - 42890 mgkg-1), from Romplumb, Baia 
Mare. The variation of the metal concentration extracted by bioleaching and 
aerated bioleaching was monitored for 16 weeks. The soil samples treated 
by bioleaching (Cu: 9 - 53%; Zn: 9 - 62%; Cd: 9 - 24%. Pb: 31 - 71%) have 
obtained a lower efficiency than the soil samples treated by aerated 
bioleaching (Cu: 34 - 70%; Zn: 36 - 76%; Cd: 17 - 38%. Pb: 44 - 78%), but 
there are percentage differences between the two processes (Cu: 17 - 27%; 
Zn: 14 - 27%; Cd: 8 - 14%, Pb: 7 - 13%). 

Keyword: bioleaching, contaminated soils, heavy metals, in situ, microorganisms. 

INTRODUCTION 

Soil pollution with heavy metals in Baia Mare is recognized today as a 
significant problem and is a major risk to human health and the environment [1 - 
3]. High concentrations of heavy metals in soils are related to anthropogenic 
pollution sources, mining and metallurgy [4]. 

Heavy metals pollution has a cumulative and residual character, which 
means that pollutants accumulate slowly, being the result of a permanent 
and long-term exposure of the soil to the action of these pollutants [5, 6].  
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Bioleaching, or bacterial leaching, consists in the extraction by 
solubilization of the metallic elements from contaminated soil using bacteria. 
This method does not destroy (eliminate) the pollutants, but it favors their 
segregation from the contaminated environment, the microorganisms having 
the property to oxidize the metals, transforming them into a more soluble 
form [7 – 8]. 

Thiobacillus ferrooxidans was successfully adapted to leaching of 
both Cu, Ni, Fe, Zn, Cd [9 - 12]. 

There are several studies in the literature related to bioleaching of 
metals and metalloids using different type of microorganisms [13 - 23]. 
Thiobacillus ferroxidans give high yields in case of bioleaching of Cu, Cd 
and Zn [13, 14, 16, 18, 20 - 23], while Thiobacillus thiooxidans was proven 
to be efficient in the extraction of Cd, Cr; Cu, Mn, Ni, Pb, Zn [15, 17, 19]. 
However, bioleaching is still under study in order to determine the influence 
of the different parameters which can result in a higher yield and efficiency.   

The preliminary experimental laboratory results have shown high 
extraction yields: Fe: 100%; Cr: 11- 25%; Cu: 40 - 100%; Zn: 55 - 94%; Cd: 
17 - 60% și Mn: 32 - 66% [18]. 

The present researches and studies are focused on in situ bioleaching; 
thus, it was considered a necessity to develop a research that approaches 
to the method of treating the soil polluted with heavy metals by in situ 
bioleaching applying also one of the main parameters (soil aeration) which 
leads to high treatment efficiency. 

The main advantage of in situ bioleaching is that the entire process 
happens without soil excavation, so the transportation costs are eliminated 
and the transport does not pollute the environment. In this way, capital and 
energy costs are low [24]. 

The purpose of this paper is to observe the influence of aeration in 
the extraction of heavy metals from polluted soils by in situ bioleaching, 
using Thiobacillus ferrooxidans type of microorganisms in 9K medium.  

The paper tracks how aeration influences the in situ bioleaching 
process, applied to extract heavy metals from soil used in the experimental 
research. This is evidenced by variation in metal concentration depending 
on time and depth. 

 
 

RESULTS AND DISCUSSION 

Variation of extracted metal concentration 
Copper is showing a very good extraction after only 4 weeks of 

experiment in the depth 0 – 10 cm. In the case of the sample extracted from 
10 – 20 cm depth, it can be seen a decrease of Cu achieving maximum 
extraction after 8 weeks (Fig. 1).  
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Figure 1. Variation in time of copper concentration in soil 

We have seen maximum Zn extraction (Fig. 2) after 8 weeks of 
experiment, on both soil samples, regardless of the depth of sampling and 
the decontamination method applied (bioleaching or bioleaching + aeration). 

Figure 2. Variation in time of zinc concentration in soil 
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Cadmium and lead both have a good extraction after 8 weeks of 
experiment, regardless of the sampling depth (Fig. 3). 

Figure 3. Variation in time of cadmium concentration in soil 

The soil samples submitted to bioleaching + aeration show smaller 
concentration of lead than the soil samples submitted only to bioleaching 
during the entire period of experiment, regardless of the depth of sampling 
(Fig. 4). 

Figure 4. Variation in time of lead concentration in soil 
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The increase of Cu, Zn, Cd, and Pb metal concentration after 12 
weeks is due to the metabolic activity of the microorganisms.  

Both experiments have the same extraction trend, with a better 
extraction for the aerated soil samples. 

Efficiency of extraction process 
Evaluation of the extraction process efficiency for the metals in the 

soil after 16 weeks was carried out by determining the final yield of each 
element, by the following formula [25]: 

100
i

fi

C
CC 

  [%]     (1) 

where:   final yield, in %; 

iC  – initial metal concentration in soil sample, in mgkg-1; 

fC  – metal concentration in soil sample at final treatment time, in mgkg-1. 
Analyzing figure 5 can be seen that Cu, Zn and Pb are showing a 

very good extraction (70%), Cd having the lowest leaching (17%).  
 

 

Figure 5. Efficiency of metals extraction from depth 0 – 10 cm 

 
In figure 6 is showing that lower yields have been obtained (34 - 

44%) compared with the surface sample. This is due to the fact that the 
metals from the surface sample were washed with leached solution in the 
moment when were added on top of the soil samples. 
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Comparing the two methods, the extraction efficiency of metals is 
much higher if aeration is introduced in the process (Cu: 17 - 27%; Zn: 14 - 
27%; Cd: 8 - 14%. Pb: 7 - 13%). 

Figure 6. Efficiency of metals extraction from depth 10 – 20 cm 

The Cu (34 - 70%) extraction yields are similar with the ones presented 
by Couillard and colleagues [21], but lower when compared with other results 
from the literature [14, 19, 22, 23]. 

Zinc (36 - 76%) has a lower extraction yield compared with the studies 
of Blais and colleagues (88 - 97%) [19]. 

The extraction yield for Cd (17 - 38%) is considerably lower than the 
ones from other experiments (80%) [19, 21, 23]. 

Lead has an extraction yield better than the one obtained in the 
experimental researches of Blais and colleagues (10 - 54%) [19]. 

CONCLUSIONS 

The variation in the extracted concentration of heavy metal from soil 
samples shows a linear decrease of metals in soil, a good extraction being 
obtained after eight weeks of leaching. 

The bioleaching solution used has a better efficiency for the extraction 
of metals such as Pb, Zn, Cu, but lower efficiency in the case of Cd 
extraction. 
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The extraction efficiency is higher for surface soil layer (0 - 10 cm 
depth) in case of all metals which have migrated underground due to the 
bioleaching solution that was added weekly over the soil samples. 

Higher concentrations of metals compared to the samples subjected 
only to bioleaching were extracted from the samples subjected to both 
bioleaching and aeration. 

The quantity of metal in the soil shows the same variables, whichever 
method is applicable (bioleaching or bioleaching + aeration) and regardless 
of the depth which was taken from the ground. 

The results indicated that the bioleaching of metals is achieved by 
the growth of Thiobacillus bacteria type. After 16 weeks of treatment of 
bioleaching + aeration, heavy metals were extracted from soil metals, as 
follows: Cu: 34 - 70%; Zn: 36 - 76%; Cd: 17 - 38%; Pb: 44 - 78%. 

The extraction efficiency of metals is much higher if aeration is 
introduced in the process (Cu: 17 - 27%; Zn: 14 - 27%; Cd: 8 - 14%. Pb: 7 - 
13%). 

The experiments carried out have led to the conclusion that soils 
can be decontaminated using in situ bioleaching and if aeration is used, higher 
yields are obtained. 

 
 

EXPERIMENTAL SECTION 

Sampling 
Soil samples in natural state used for this lab experiment were 

collected from Romplumb, Baia Mare. The sampling point is located in the 
vicinity of the technologic gas chimney area and laboratories. From the 
research area were taken two soil samples in natural condition, as follows: 
sample 1, depth: 0 – 10 cm and sample 2, depth 10 – 20 cm. The samples 
in natural or undisturbed state were collected in a special container that keeps 
the soil natural settlement mode [26 –28]. 

Culture media 

Remediation of contaminated soils was performed using Thiobacillus 
ferrooxidans type microorganisms (140 x 106 cells/mL), selected from the soil 
sampling area (Baia Mare). These microorganisms were grown on a 9K type 
nutrient medium with the following solutions: (NH4)2SO4 - 3 g; KCl - 0.1 g; 
K2HPO4 - 0.5 g; MgSO4 • 7H2O - 0.5 g; Ca(NO3)2 • 4H2O - 0.01 g; FeSO4 • 
7H2O - 44.2 g is dissolved in distilled water (1 L), yielding a solution with pH = 
2.5 [29]. 
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Experimental 
The soil samples taken in their natural state were transferred to glass 

containers (Lxlxh=150mmx150mmx300mm) and placed on a drainage layer 
of 30 - 45 mm gravel sort, depending on the depth of the sample in order to 
reconstruct the profile of the soil. Bioleaching solution – 9K medium, was 
added over the prepared soil samples, the soil samples being dipped in the 
bioleaching solution, to which was added on a weekly basis 100 ml of solution. 

The process of cleaning the polluted soils with heavy metals was 
done by: bioleaching and bioleaching + aeration, the two processes being 
performed independently. Both experiments were done in the same conditions: 
pH=5, constant temperature (26 ± 2ºC) and soil dipped in bioleaching 
solution. In the case of in situ bioleaching with aeration was introduced a 
perforated tube which was connected to a compressor, achieving 8 bar 
aeration pressure for 8 hours/a day on the entire duration of the experiment 
(16 weeks). Concentration from week 0 represents the quantity of pollutant 
present in the soil before beginning the remediation process. 

After the start of the experiment, soil samples (10 g) were collected 
once per month for four months (16 weeks) in order to establish the speed of 
metal extraction from soil in the process of in situ leaching and to observe 
the influence of soil aeration in the process of bioleaching.  

Metal concentration in soil samples were analyzed by inductive coupled 
plasma atomic spectrometry - ICP-AES (Optima 5300DV, Perkin Elmer) of 
the Research Institute for Analytical Instrumentation (ICIA-Cluj-Napoca). 
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ABSTRACT. Timely and effective warning sets the basis for building the 
prevention and awareness culture necessary for disaster risk reduction. The 
paper pursues to assess the awareness level of communities downstream 
some hydrotechnical facilities in NW Romania in terms of the risks these 
communities are exposed to and the availability of early warning systems. 
The research is based on the awareness on early warning systems of a 
community located downstream of some hydrotechnical facilities on the 
Somesul Cald River, NW Romania (Central-Eastern Europe), using the 
social investigation methodology, namely the questionnaire, applied to a 
group of 516 respondents from the risk-prone area, by the CATI (Computer 
Assisted Telephone Interviewing) method. The findings reveal the need to 
increase awareness of population and improve risk communication, as well 
as to conduct preparedness activities within the local community in order to 
build their resilience to disasters and improve the knowledge of population 
on the existing early warning systems. 
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INTRODUCTION 

Early Warning Systems (EWS) are specially designed monitoring 
devices and key elements of risk reduction, used to mitigate the effects of 
natural and technological disasters on humans, property, environment, 
livelihoods, etc. [1, 2, 3]. Their main goal is to reduce injuries and death toll, 
economic losses, and social impacts of disasters by providing information 
that enables people and organizations to prepare for emerging disasters [4] 
and they are worldwide promoted by international initiatives, along with the 
development of risk prevention culture [5, 6, 7]. Whereas one of the priorities of 
the Hyogo Framework was to identify, assess and monitor disaster risks and 
enhance early warning, the new international framework for disaster risk 
reduction (DRR) focuses on enhancing multi-hazard early warning systems [8]. 

As human population represents the most important component of 
the disaster management cycle, effective EWS need to actively involve the 
communities at risk, to facilitate public education and awareness, to communicate 
and disseminate warning messages, and to ensure a constant state of 
preparedness [9]. EWS are integrated in the preparedness plans to monitor 
and predict the occurrence of hazards [10]. The disaster preparedness in 
Romania is currently conducted in a very general manner, so that population has 
general knowledge of a wide range of natural and technological disasters. 
Moreover, although information on early warning measures and systems is 
available, it does not always reach the target groups in need of emergency 
protection. Public education and awareness on risk scenarios and action 
models is one of the first steps towards this goal and towards risk prevention and 
mitigation [11, 12, 13], and should at least include details on the sender of 
the warning messages, content, timing, and the media used to communicate risk 
messages [14]. 

Among the driving factors causing disasters, floods and flash-floods 
are common phenomena in the temperate-continental climate, affecting human 
settlements throughout the Romanian territory every year. During the 2000-2009 
period alone, the total national flood losses summed up to 4,215 billion US $ [15]. 
In order to mitigate the negative effects associated with floods and flash-floods, 
especially during the second half of the 20th century, a series of flood control 
works were carried. Among these works, most efficient are the reservoirs 
provided with flood storage capacities. There are currently more than 1,400 
reservoirs in Romania, with an estimated volume of 3,700 mil. m³. Besides 
their benefits derived from the specific functions (flood control, water supply, 
fishing, tourism, etc.), the reservoirs imply also negative aspects. Among these, 
flash-floods caused as a result of dam failures and/or events consisting in 
sudden high discharges, although very rare, are catastrophic and draw the 
media’s attention, requiring national and even international assistance. 
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The main objective of this research is to determine the extent to 
which the communities located downstream of such high-risk facilities are 
informed on the alarm systems in place and, therefore, prepared to cope with 
disasters.  

 
 

EXPERIMENTAL SECTION 
 
The research was conducted in the Somesul Cald River basin (the main 

course of the Somesul Mic River), also called Somesul Mic River downstream 
of the confluence with the Somesul Rece River in Gilau. The largest community 
in the case study area is the city of Cluj-Napoca, the second largest city in 
Romania, 324,576 inhabitants [16]. 

The high rainfall amounts in the upper basin, the steep slopes and 
sparse vegetation in certain areas, all lead to serious floods, causing significant 
damages and negative impacts on soil due to erosion and excessive 
humidity. Therefore, flood risk is the specific type of risk along the Somesul Mic 
River. Several reservoirs were built (Fantanele, Tarnita, Somesul Cald, Gilau I 
and II, Floresti I and II, and Cluj), but Fantanele and Tarnita are worth 
mentioning in term of flood control. Their location is represented in Fig. 1 (upper 
image), together with the longitudinal section diagram (bottom image). 
However, despite their flood-control function, these facilities induce disaster 
risks by possible dam failures. 

At global level, the dam-related failures and accidents are caused 
by the loss of stability and sustainability of construction or foundation in the 
first place (80%), while the operational failures are less frequent causes 
(14%) [18]. 

Dam failure can occur due to the singular or factor-related effect of 
the following elements, and the following are most likely to occur in the 
study area: exceed of the spillway evacuation capacity; loss of dam stability 
(landslides, dumping); loss of construction sustainability; foundation 
instability (in depth landslides, foundation surface landslides, foundation 
settling, plastic strains, infiltration through foundation or dam, increase of 
loads, cracking); sudden increase of the water volume in the lake; human 
error or deliberate actions (e.g. terrorist attacks). 

In the case of the Somesul Cald reservoirs, the scenarios considered 
for the modelling of flash-flood waves resulting from Fantanele dam failure 
were the following: scenario 1 - full lake and 100 % failure; scenario 2 - 50 %, 
medium failure. 
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Figure 1. The structure of Somesul Cald (Mic) hydropower facilities system  
(upper image) and longitudinal section diagram (bottom image) [17] 

Considering the worst case scenario of an accident, the 100 % failure of 
the upstream Fantanele dam, this would lead to the formation of a flash-flood 
wave in the case study area that would affect approx. 200,000 persons living in 
the downstream localities. This situation is rather hypothetical, considering 
that the rockfill dams never fail suddenly or to a 100 % extent. The average 
velocity of flood propagation to the border of the Cluj-Napoca municipality is 
estimated to be approximately 60 km/h. The impact with the communities 
located immediately downstream in the path of the flash-flood occurs within 
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several minutes from the occurrence of the accident. As the city of Cluj-Napoca 
is located at approximately 47 km, the first impact would occur in approximately 
45 minutes [18]. Therefore, one may notice the particular significance of 
organizing the warning and alerting of population from the areas subjected 
to risk. 

Response plans for the management of hydrotechnical disasters are 
in place in the Somesul Cald River basin. These plans are drafted based on the 
modelling of flash-floods resulting after dam failure. 

In case of dam failure, the existing warning, alerting and response 
plans are applied. The Cluj hydropower plant branch will warn all the entities 
involved in flood emergency management, according to the informational flow 
block diagram provided by the Romanian Waters National Administration [19].  

For the prompt warning of population, alarm systems and devices are 
timely provided in localities, economic operators and public institutions. The local 
and central public administration authorities, the heads of public institutions and 
managers of companies that are considered sources of risk, regardless of their 
form of ownership, provide special annual budget amounts for the development 
of civil protection activities, according to Romanian legislation in this field [20, 
21, 22, 23]. The number, type and location of alarm devices are determined by 
the General Inspectorate for Emergency Situations (IGSU), based on audibility 
analyses. 

The alarm should be pertinent, reliable and stable and should 
ensure the successful warning of population: 

 pertinent – ensure the timely warning of population by alarm means 
and systems that can be activated immediately at the occurrence of 
aerial attacks or disasters; 

 reliable – send the signals intended for warning of population 
through specific means by the assigned personnel based on the 
decision of the emergency situation committees presidents; 

 stable - warn the population and economic operators under any 
circumstances. 

In order to ensure the warning and alerting of population and to secure 
the facilities downstream of the dams, a warning and alerting plan and an 
adequate technical system are implemented. For this warning and alerting 
system to work in a timely manner, information is necessary regarding the 
state of hydrotechnical facilities and their behavior over time. These data 
are provided by the hydrometeorological informational system. 

The warning for dam failure in the case study area is conducted by the 
Cluj hydropower plant branch, according to the existing plans and following 
the approved information and warning flow chart (Fig. 2). 
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Figure 2. The notification and warning flow chart in the event  
of dam failure in the case study area 

The population, public institutions and economic operators are alerted 
by acoustic signals emitted by means of the alarm devices and messages sent 
by the central and local radio and television stations, and, if possible, by 
rediffusion and radio-amplification. 

The acoustic alarm signal for emergency situations “ALARM IN CASE 
OF DISASTERS” is composed of 5 sounds, 16 seconds each, separated by 
10 second pauses. In case of compressed air sirens, the signal is composed 
of 5 sounds 8 seconds each, separated by 5 second pauses. 

The Somesul Cald hydropower plant is equipped with a sound alarm 
system composed of:  

- a warning and alerting system with electronic sirens within the 
Hydropower Cluj dispatch center composed of a station and 10 
electronic sirens located in the flood-prone areas of the dams (Fig. 3);  

- centralized alarm systems in the localities downstream of the dams: 
Gilau, Floresti and Cluj-Napoca;  

- mobile systems mounted on vehicles, mobile police crews. 
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Figure 3. Location of alarm sirens in the case study area  
(adapted from Google maps) 

The information and decision-making system represents an essential 
element of the emergency situations management and includes the subsystems 
ensemble designed for observation, detection, measurement, recording, 
storage and processing of specific data, alarm, information, gathering and 
communication of information and decisions by all factors involved in the 
prevention and management of an emergency situation. 

The local public administration authorities, as well as the management 
of the economic operators and institutions located in risk-prone areas have 
the responsibility to take over from the central and local monitoring stations 
the necessary meteorological and hydrological data and warnings in order 
to take preventive and responsive actions. 

MATERIALS AND METHODS 

The investigation methodology used in the research is CATI – Computer 
Assisted Telephone Interviewing. In order to assess the information and 
preparedness level of the population, a public survey was conducted by the 
use of the CATI method on the population from the Cluj-Napoca, Gilau and 
Floresti localities. The survey was carried out by the Romanian Strategy 
and Evaluation Institute (IRES) in February 2013. 

The survey was conducted on adult population (+ 18 years) living in the 
three localities and the sample group was of the simple probabilistic type. 
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516 respondents were interviewed, distributed approximately to an equal 
extent between the urban area (Cluj-Napoca – 51% of the cases) and the 
rural area (Floresti and Gilau – 49% of the cases). The error margin was 4.5%. 

The questionnaire was structured into 4 distinct modules. The first 
introductory module included 2 general, non-targeted assessment indicators of 
the satisfaction regarding the standard of living and one assessment indicator of 
the generalized confidence, all with the purpose to define a comprehensive 
framework for the processing and analysis of the results achieved in the main 
modules (2 and 3). The 2nd module included a set of indicators regarding the 
opinions, level of information and expected behavior in emergency situations 
caused by natural and technological risks. The assessment of the subjective 
perception of the accident risks addressed a double reference (household 
and place of residence) and was conducted by means of a Lickert type scale 
with 7 categories. Value 1 was assigned to the total absence of risk and 
value 7 was assigned to the certainty or near certainty that the respective risk 
would occur. Module 3 included a set of indicators regarding the state of health, 
relevant for the assessment of the social vulnerability in the investigated area. 
Module 4 included socio-demographic data (gender, age, nationality, marital 
status, education, type of household, number of persons in the household, 
incomes, etc.) significant for the identification of the assessed behavior variation 
(perception of risks, information level, behavior response in emergency 
situations), depending on various subpopulation categories.  

RESULTS AND DISCUSSION 

Regarding the population perception of hydrotechnical accident risk, 
the survey highlighted a rather low level of public concern (Fig. 4). Only 
16% of the population considered this risk to be very high (5%) or certain 
(11%). 41% of the interviewed population stated that the risk was very low 
(13%) or nonexistent (38%). However, it is worth mentioning that when the 
intensity of population fear towards a certain type of risk was considered 
(frequency of responses appreciating a certain type of risk as being very 
high or high), the investigated population stated that the hydrotechnical accident 
risk was equally high to that of public utility failure or nuclear accidents and 
failures. When considering the absence of population’s fears (frequency of 
responses appreciating a certain type of risk as being nonexistent or very 
low), the hydrotechnical accident was perceived as an event inducing a higher 
risk of occurrence than industrial accidents (50% of the responses appreciated 
the respective risk to be nonexistent or very low) and almost equal to the 
earthquake risk (45% considered this risk to be nonexistent or very low). 
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Figure 4. Population opinion regarding certain emergency situations  
that might damage their households 

The assessment of risk perception of a population without any 
professional knowledge is inherently partial, fragmentary and one-dimensional, 
considering only the likelihood of a disaster (assessed subjectively and 
influenced by multiple psychological and socio-cultural variables). Such 
assessment did not include the gravity of consequences associated with the 
event occurrence. The public perception of natural or technological disaster risks 
was also influenced by the previous occurrence of such events. At common 
sense level and at popular rationale level rather that at logical level, the fact 
that a disaster never took place in a certain area was a sufficient proof of 
the very small or nonexistent chances to occur in the future. 

The subjective risk perception regarding the occurrence of a disaster 
should be associated with the interest for the data on such risks. The 
questionnaire used in the survey did not include sufficient indicators to test such 
a hypothesis, but the data enabled us to notice the absence of an association 
relation between the perception of risk and the level of information of the 
investigated population. 

Regarding the extent to which the population was informed on 
possible disaster risks, the existing warning methods, the knowledge of the 
signals and response behavior in case of disasters, the data analysis confirmed 



E. ROMAN, L. ŞTEFĂNESCU, E.E. KOZMA KIS, D. CHIRIBUCĂ, A. DÎNCU, V. ARGHIUŞ, A. OZUNU 

374 

one of the hypotheses that set the basis of this research: the activities 
regarding the information of population were insufficient. More than 80 % of 
the respondents stated that they have received no information on the risks 
that might cause disasters in their town/village, and neither on the warning 
and alarm methods and devices used in case of disasters (Fig. 5). 

Figure 5. The level of information and preparedness of population for disasters 

The main sources of information regarding risks causing disasters 
and the warning and alarm methods used in the event of disasters were, 
according to the opinions expressed by the respondents: local mass media, 
(52%), the city hall (41%), school and Emergency Situation Inspectorates 
(27 %), the Internet (25%) and NGOs (8%) (Fig. 6). 

The data indicated an insufficient use of at least three entities. 
These had social functions (school), attributes related to the developed 
activities (Emergency Situations Inspectorates) and a potential to be used 
as a communication channel in communication campaigns (the Internet), all 
these enabling and ensuring the improvement of public information. 

The low degree of population information was also confirmed by 
another indicator: despite the fact that almost 60% of the respondents 
declare that they were familiar with the alarm signals and the existence of a 
warning and alarm system of population in case of disasters within their 
localities, only 4% have indicated correctly the acoustic warning signal used 
to alarm the population in case of disasters. 
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Figure 6. The information sources regarding the risks generating disasters 

From the practical point of view, considering also the number of 
randomly correct answers, the 4% percentage signified that the level of 
recognizing the acoustic signal by the population was zero, with all the 
consequences that resulted in the event of a disaster. 

The lack of population knowledge of the alarm signals represents, in 
itself, a powerful “alarm signal” for the public authorities and signifies the need 
to immediately initiate some public communication campaigns regarding the 
disaster information and preparedness of population. Moreover, the percentage 
of the population declaring that they knew what to do in the event of a 
hydrotechnical accident was less than half of the total investigated population 
(46%). In terms of the expected behavior in the event of a disaster, almost 
half of the subjects would choose incorrect actions. A relevant example was 
given by the high number (23%) of persons who declared that in case of a 
hydrotechnical accident they would call the emergency number 112 to 
receive detailed instruction, as this behavior would increase the risk that the 
emergency communication lines were blocked in a real situation by those 
waiting for instructions, therefore becoming inoperable or difficult to access 
for emergency response purposes. 

Overall, the data indicated poor knowledge of the national (local) 
emergency management system, poor communication and engagement of 
the public institutions, as well as insufficient knowledge regarding the unitary 
response concept drafted at local level. 
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The collaboration between the community and the disaster preparedness 
administrative structures is essential in organizing and implementing a feasible 
and efficient warning system to reduce the negative effects of disasters and 
increase community resilience. The current research is not meant to be a 
comprehensive and unquestionable indicator. However, when asked directly 
about the quality of collaboration between the community and local authorities in 
the field of disaster preparedness, 63% of the respondents appreciated that 
this was completely missing or it was very poor. 

CONCLUSIONS 

One of the main conclusions resulting from the above data is that, 
although there is a technical alarm system implemented within the localities 
downstream of the hydrotechnical facilities in the Somesul Cald Valley, 
its efficiency is not yet confirmed. However, the nature of the causes for this 
situation is not technical, but it is related to the public information, 
communication and preparedness component. A technical system cannot 
be effective unless doubled by a good management of activities, by a unique 
concept of implementing a coherent decisional informational system and by 
dissemination of information to all members of the community. It is necessary 
that the community members understand the risks, as well as the disaster 
risk reduction measures, warning methods and modes of action, in order to 
mitigate the effects and reduce the losses. 

The emergency situations management authorities should conduct 
population awareness building activities regarding the risks they are subjected 
to, while the communication, information and preparedness efforts should 
be directed towards these risks. 

The degree to which population is informed on the existing risks, as well 
as the level of preparedness should be enhanced, with the active involvement 
of the local public authorities, the competent institutions, NGOs, and mass-
media. Building communities’ awareness on risks in their locality and providing 
them the necessary information, as well as organizing preparedness activities 
and encouraging active involvement are all necessary steps to be taken 
immediately to increase their resilience to disasters. 

The revision of school curricula is also necessary, to insert topics 
regarding the preparedness and protection in the event of disasters, at all 
levels of education. Considering the special role that children have in 
disseminating information they learn in schools to their families, the school 
should provide complete and pertinent information on this topic.  
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Disaster preparedness is currently conducted at a general level, so 
that information on a wide range of natural and technological disasters is 
available to population. Moreover, although information is available, it does 
not always reach the target groups and those that should be familiar with 
the disaster reduction measures. 

For a better protection of population in the event of hydrotechnical 
accidents, the implementation of several disaster risk reduction measures is 
necessary, such as organizing information and building awareness campaigns 
on types of risks and their manner of occurrence, as well as on the protective 
measures to be taken in such events. Organizing warning and alerting, 
evacuation and intervention exercises and practicing the alarm signals and 
the correct disaster behavior would also lead to increased community 
resilience to disasters.  

Media campaigns on the alarm signals are also needed in the case 
study area, together with actions to replace the existing acoustic alarm signals 
with a unique one, doubled by messages sent through media and other 
communication ways. It is essential to correctly inform the population on the 
responsibilities of the 112 emergency services and their role in disaster 
management to increase the efficiency of response operations and, more 
importantly, not to hinder them.  
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ABSTRACT. Any kind of perturbation or disruption in the usual activity of the 
critical infrastructures (CI) in the transport sector will have immediate impact 
on vital social functions, health, safety, security, environment and economy, but 
also on other infrastructures which are dependent on the systems previously 
mentioned. In the recent years events occurred during the road transportation 
of hazardous materials have caused important losses both to humans and 
the environment, therefore it is strongly recommended to study the possible 
outcomes of such events in the process of critical infrastructure management. 
The complexity of an urban environment might be challenging because different 
variables (like traffic congestion, vehicle routes, road condition, presence of 
people, specific weather conditions, etc.) are contributing decisively to the effects 
of a possible accident, but also on the authorities response capacity. This study 
is focused on showing which areas in Cluj-Napoca Municipality are more prone 
to be affected by possible outcomes of an accident which involves a propane 
cargo truck. Using specific software it is possible to generate a risk map which 
can be a good tool to improve the decision making process for authorities.    

Keywords: critical infrastructure, hazmat transportation, modeling, risk, roads 

INTRODUCTION  

A city, as a system, is prone to different types of changes in its 
components and in the relations between them, in order to comply with the 
current requirements of society. These changes support mainly the economic 
growth, but potential actions taken against some key aspects in the system 
can generate major effects in its operating capacity.  
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With the increasing number of personal cars and also the increasing 
demand of fuel, the refueling stations network has grown dramatically in the 
developing cities. The process of delivering gasoline, diesel and LPG (liquid 
petroleum gas) to those refueling stations may consist in a risk factor for 
both humans and environment, but also for buildings and other infrastructures- 
of which some may be critical infrastructure (roads for example).  

The previously mentioned petroleum compounds fall into the category 
of hazardous materials (hazmat - any substance or material capable of 
causing harm to people, property and the environment [1]) and it is known 
that the transportation of such substances is very well regulated with the 
purpose of minimizing possible economic and human losses.  

Modern societies are more and more dependent on hazmats, but the 
inhabitants and their goods, located in the vicinity of the roads used for hazmats 
shipments, face the risk of suffering adverse consequences of an accident [2].  

In a study, conducted in the United States, it is mentioned that a person 
is more likely to be killed by a lightning than by a hazardous accident in 
transportation [1]. Still, in recent years at international level, transportation 
of such explosive, corrosive, infectious, flammable, poisonous or radioactive 
products has caused catastrophic losses to economy and the environment [3]. 

In a report of Federal Motor Carrier Safety Administration [4] it is 
estimated that hazardous materials involved in highway crashes have a 
societal cost impact of more than $1 billion per year.  

More than half of the total number of accidents involving hazmats 
transportation took place on roads [5], while the more susceptible elements 
are the junctions of roads and highways [6]. Human error seems to be an 
important triggering factor in all hazmats incidents.  

Considering the fact that an urban environment is increasing the 
likelihood for an event to occur, mostly because of heavy traffic congestion and 
high population density, it is very important to study all the possible outcomes 
of an accident and the risk associated with hazmat transportation. In the risk 
management process, it is also essential to have an idea on the possible 
effects of an accident in order to protect the most vulnerable parts of the 
system and also to optimize the response of authorities in the given situation.  

A graphic tool, as a map which includes a representation of risk 
associated with hazmat transportation, can be very helpful in order to optimize 
the decision making process. The initiative to create such a map may be 
difficult because most of the previous studies were focused primarily on 
routing optimization [3]. 

From another point of view, the Critical Infrastructure Management is, 
or should be strongly related to the Risk Management of hazmats transports, 
because unwanted effects of an accident can have destructive impact especially 
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on roads and on residential buildings situated in the vicinity of those roads, 
but also on other assets, buildings (hospitals, police stations, airports, etc.) or 
networks (electricity, water, etc.) which are considered Critical Infrastructures at 
local, regional or national level.    
 
 
STUDY AREA   

 
Cluj-Napoca Municipality houses a population of 324,576 people (2011 

Census) with an average population density of 1,808 per square kilometer. The 
city is situated at the intersection of three European routes: E60, E81 and 
E576. At least 38 refill stations have been identified as operational in the 
city (out of which 7 are selling LPG), which gives us a ratio of 1 gas station 
per 8,541 people, ratio which is slightly higher than other developed cities in 
Romania (consequence of geographic limitations). The spatial distribution of 
those refill stations can be consulted in Figure 1).   

 

 
Figure 1. Spatial localization of refueling stations in Cluj-Napoca Municipality 
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When analyzing the previous map it is clearly deductible that the 
refueling stations which also provide LPG have been situated at the approximate 
periphery of the city and are almost equally distributed. This study will be 
focused on one of these stations, as the cargo trucks which are supplying it with 
LPG are crossing through some very dense populated areas in the city. 

The lack of data available on the entire route of the cargo truck, from the 
city boundary to the refueling station and also some software limitation 
regarding the number of polygons (buildings) taken into account when running 
the simulation, have constrained the size of the area proposed for a detailed 
analysis. Also, in the procedure of selecting the best area for the study, factors 
like population density, traffic congestion, junctions, infrastructures, etc. have 
been taken into account. After a proper analysis of the entire route, the area 
represented in Figure 2 has been selected for analysis.  
 

 
Figure 2. Study area  

 
 
CRITICAL INFRASTRUCTURES  

 
The term “Critical infrastructure” has gained a large amount of 

popularity in recent years and it is still a subject of debate in literature, but 
also for policymakers at international, national or local level.  
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The meaning of the term has suffered some concept reconsiderations 
because, in the beginning, it was referring only to “Infrastructures so vital 
that their incapacitation or destruction would have a debilitating impact on 
defense or economic security” [7], but more recent, in EU, it was transposed in 
the Council Directive 2008/114/EC [8] and defined as an “asset, system or part 
thereof located in Member States which is essential for the maintenance of 
vital societal functions, health, safety, security, economic or social well-being of 
people, and the disruption or destruction of which would have a significant 
impact in a Member State as a result of the failure to maintain those functions”. 

The understanding of the definition given in Directive 2008/114/EC [8] 
can be made in such a manner that allows defining CI at local level by excluding 
the term of “Member State” and bringing up into discussion other levels of 
administration (local, regional, etc.).  

Based on that understanding, in a previous study, a number of 24 
Critical Infrastructures have been identified in Cluj-Napoca Municipality, grouped 
in 14 activity sectors [9]. When dealing with such a great number of CI, it is 
recommended to set a hierarchy to see which are more important in order 
to reduce the associated risks. A dependency-based classification shows that 
the most important CI at this local level is the public road network [9], 
because all the other infrastructures are dependent on it in order to maintain 
their functions. This is a strong argument which supports the necessity of a 
risk assessment study for roads as CI. Another solid argument for determining 
the possible consequences of an accident involving hazardous materials 
transported on roads, can be deducted by analyzing Figure 2: the route of 
the LPG cargo truck intersects the route of the European road E60 which is 
considered European Critical Infrastructure (“critical infrastructure located in 
Member States the disruption or destruction of which would have a significant 
impact on at least two Member States [8]) since it connects 6 UE Member 
States.  

Other identified CI situated in the vicinity of the transport route, which 
can be directly related with the destructive effects of an accident are the energy 
distribution network, water distribution network, wastewater network, gas 
distribution network, IT networks, hospitals, commercial centers, financial 
institutions, recreational areas and public transport utilities. 

RISK ASSESSMENT  

Accidents involving the road transport of LPG can have multiple 
consequences based on the physical circumstances of the accident but 
also on intrinsic behavior of the LPG. The scenarios identified as possible in the 
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area of study are as follows: a) LPG release- following an accident, LPG 
leaks from a ruptured tank or a pipeline and gets dispersed into the atmosphere. 
From this point 4 other possible scenarios may result: b) LPG gets dispersed 
into atmosphere and forms a vapor cloud where the lower flammable limit is 
reached and it can result in an unconfined vapor cloud explosion; c) LPG 
vapors are ignited by an ignition source and result in a flash fire. Following 
these events it is possible for the flame to reach the release point in the 
LPG truck and to form a d) jet fire as a consequence to highly pressurized 
gas. The thermal radiation resulted from the jet fire can create a proper 
environment for e) boiling liquid expanding vapor explosion (BLEVE) which 
is caused by the rupture of the vessel containing a pressurized liquid (LPG) 
above its boiling point [10]. In a trunk tanker accident from Kannur, India, 
the entire previously detailed sequence has developed [11] which clearly 
demonstrate that the disaster mechanism can be replicated in the particular 
conditions of this study.  

The worst case scenario impacting/affecting the people and structures 
implies a BLEVE explosion, scenario that was selected in this risk assessment. 
The three major effects of a BLEVE are the overpressure (caused by the vessel 
burst), projection of vessel fragments and thermal radiation (due to fireball).  

Regarding the characteristics of the cargo trucks used to deliver LPG on 
the investigated route, it is supposed that there are two types of road tankers, in 
accordance with the European Agreement concerning the International Carriage 
of Dangerous Goods by Road [12]. These two categories of tankers differentiate 
each other by the nature of insulation: vacuum insulated or polyurethane 
insulated. In Table 1 some characteristics of a road tanker (polyurethane 
insulated) are presented, with the addition that the same type of tanker was 
involved in at least two other BLEVEs: in 2002 in Tivissa and in 2011 in 
Zarzalico [13]. Both accidents took place in Spain and in both cases there 
have been reported casualties and serious damages to buildings. The serious 
accident rate per km, regarding road tankers failures, has been estimated 
at a value of 2.2*10-7 [14].   

 
Table 1. Characteristics of a road tanker [13]. 

Item Value 
Total length 14.04 m 
Inner diameter 2.34 m 
Outer diameter 2.6 m 
Nominal total volume 56.5 m3

LNG capacity 21000 kg 
Maximum pressure service 7 bar 
Vessel material Stainless steel 
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Item Value
Vessel thickness  4 mm(body)/6mm (bottom) 
Insulation Polyurethane (130mm)
Envelope Aluminum (2 mm) 
Safety valves 3 (two at 7 bar, one at 9.1 bar) 

The rate was derived from data for accidents involving vehicles of over 
4 tones in weight, for the period 1997-2008. A serious accident was defined 
as one for which cost of repair was at least £10,000 [14]. 

To run a simulation of a potential accident concerning LPG transport 
and to perform a quantitative risk analysis in the area, the “RiskCurves” software 
developed by TNO was used. The same software was used in the risk mapping 
process (displaying individual risk contours, F-N graph, overpressure contours, 
etc.). Models used by the RiskCurves software are based on existing models 
described in literature (Colored Book Series by TNO) or “may have been 
adapted to more recent theoretical insights” (RiskCurves Manual). 

In order to perform a societal risk analysis, the RiskCurves Software 
requires data regarding the number of inhabitants or density distribution in 
the studied area and also day/night-time population. In this case the data used 
in the simulation is the result of the 2002 Census.  

RESULTS AND DISCUSSION.  

Once all the parameters described in the scenario have been introduced 
into the software for analysis, the individual risk (IR) map presented in Figure 3 
has been generated.  

According to the individual risk contours illustrated in the map, it can 
be noticed that a large area marked with green has an individual risk of death 
between 10-7 - 10-8 y-1. A substantially smaller, yellow-marked area, with IR 
between 10-6 - 10-7 y-1 is also obtained on the map and it is considered to be 
the result of meteorological conditions (a higher probability of S-W, W wind 
directions) and a higher density of population. 

The acceptable individual risk limit values used for land-use planning 
purposes, accepted in several EU member states, are 10-5 y-1 upper and 
10-6 y-1 lower limits [15, 16]. In this case the individual risk does not exceed 
the above mentioned limits. 
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Figure 3. Individual risk map 

The analysis of the societal risk curve (F-N graph), presented in 
Figure 4, clearly shows that the possible number of fatalities is exceeding 
the tolerable region, which means that the transport of LPG on the actual 
route should be reevaluated. 

The contours for possible effects, detailed in Figure 5, are indicating 
that it is expected to have 1% lethality (due to heat radiation) up to 180 
meters from the center of the fireball. The 10 kW/m2 heat radiation contour 
is indicating the distance (329 m from the accident) on which it is possible 
for the exposed population to suffer 3rd degree burns. Also, on a radius of 
170 m it is predictable to have damages to structures and metallic equipment 
due to a 37.5 kW/m2 heat radiation.  

The distance to the threshold overpressure of 100 mbar (due to vessel 
burst effects) has been calculated at 27.5 meters, distance at which the 
buildings made of reinforced concrete can suffer mild damage and multi-
storey brick buildings suffer medium damage. 
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Figure 4. Societal risk curve (F-N graph) 

Figure 5. Physical effects map 
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At a distance of 100 meters from the center of the explosion windows 
shattering and consequent injuries are expected due to overpressure. It is 
also imperative to note, that on a small but important area (approximately 
2.2 meters from the deflagration) the overpressure values are extremely high 
(7.36 bar), values at which even the road surface and underground utilities 
can suffer significant damages. 

CONCLUSIONS  

The results of this study are showing that the risk associated with 
the transport of the LPG on roads is generating significant risk for both 
population and Critical Infrastructures. 

The outputs of this paper (IR map, F-N graph and the physical effects 
map) can be useful tools in the planning process of disaster response and 
in the risk management process.  

This study was focused mainly on the direct physical effects of an 
accident on population and Critical Infrastructures, without the explicit calculation 
of the likelihood of transportation accidents. Indirect effects caused by the 
temporary disruption of facilities should be assessed in future studies. Also, 
the routing of the LPG cargo trucks is an important matter which needs to be 
debated, in order to provide a better alternative route with a lower, acceptable 
societal risk level. 
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ABSTRACT. Considering the increase of bottled mineral water consumption all 
over Europe, there is a growing interest related to its chemical composition 
and quality, especially for the elements that are not regularly monitored. This 
study reports the chemical composition of 21 bottled natural mineral waters 
available on the Romanian market. The studied mineral waters have low 
mineral contents (50-500 mg/l), except one, that was found to be rich in salts 
(>1500 mg/l). Generally, high bicarbonate contents (>600 mg/l) were found 
in the carbonated and partially degassed mineral waters, while the contents of 
sulfates and chlorides were low. The Piper diagram revealed that most of 
the waters are Ca-HCO3 type. Compared to the threshold limits, all samples 
comply with the legislated limits for natural mineral waters and the majority 
complies also with the requested standards for drinking water. The determined 
parameters were found to be in good agreement with those reported on the 
label.  

Keywords: bottled natural mineral water, chemical composition, major and 
trace elements 

INTRODUCTION  

Water may contain essential, non-essential or toxic substances with 
beneficial or harmful effects on consumers’ health [1, 2]. Although more expensive 
than tap water, the consumption of bottled water increased considerably in the 
last decades, due to its association with purity and naturalness, to supposed 
good quality, taste and odor, and to effective advertising campaigns [3-7]. 
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Therefore, in addition to data available on the products label, detailed 
information on the chemical composition of water would help consumers to 
make an informed choice among products and brands.  

The average per capita consumption of bottled waters in Europe 
has an increasing trend, the most consumed being natural mineral and spring 
waters, representing about 97 % of the market volume in 2012 [8, 9]. Bottled 
waters available on market are classified as natural mineral, spring and table 
water. Natural mineral waters are microbiologically wholesome waters, 
characterized by their purity at source and their mineral content [10]. It may 
be subjected to separation of undesirable elements by filtration, decanting 
or treatment with ozone-enriched air and to total or partial elimination of 
free carbon dioxide by physical methods, but the addition of bacteriostatic 
substances or disinfecting treatments are prohibited [10]. Similar to natural 
mineral water, spring water must come from a specified underground source, 
be microbiologically safe at source without disinfection and must comply with 
the drinking water standards [9]. Table waters may originate from groundwater, 
surface water or municipal supply and are generally treated or disinfected 
to comply with drinking water standards [9].  

Romania holds about 60 % of Europe’s mineral water resources, 
although only about 20 % of these resources are exploited [8]. The tradition of 
mineral waters in these region dates back to Roman times, but its consumption 
is first mentioned in a 16th century document. Starting from 1806 the mineral 
waters from Borsec were bottled at industrial scale. Presently, in Romania, 
66 varieties of natural mineral waters are recognized [11, 12], but five brands 
cover more than half of the market share [13]. 

The chemical composition of mineral waters has a large natural variation, 
determined mainly by the different geological settings, but different compounds 
may leach from the bottle material [14-16]. As bottled water consumption 
increased, several studies were conducted to determine the composition of 
mineral waters all over the world [4, 5, 17-28]. 

The objective of the study was to determine and compare the chemical 
composition of some bottled natural mineral waters available on the Romanian 
market in order to provide consumers information that may assist them in 
choosing the type of water for their daily consumption.  
 
 
RESULTS AND DISCUSSION 

 
The certified and measured values for the analyzed certified reference 

materials (CRMs) SRM 1643e: trace elements in water (NIST) and ERM-
CA015 Hard drinking water–anions (LGC) are presented in Table 1. The 
measured values were found to be in agreement with the certified values, 
the recoveries ranging between 95-108 %. 
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The pH, electrical conductivity (EC), major elements and total mineral 
content determined as dry residue (R), together with the threshold limits 
established by the Romanian legislation [29] harmonized with the European 
legislation [30] are reported in Table 2, while the micro and trace elements 
contents in Table 3. 

Table 1. Measured and certified concentration of metals  
in the certified reference materials 

Parameter Certified value  Measured value Recovery (%) 
SRM 1643e trace elements in water / (g/l) 

Ca 32300±1100 32800±1400 102
Mg 8037±98 7990±420 99
Na 20740±260 20500±550 99
K 2034±29 2030±140 100
Al 141.8±8.6 135±11 95
As 60.45±0.72 59.8±2.2 99
B 157.9±3.9 165±8 104
Ba 544.2±5.8 583±28 107
Cd 6.568±0.073 6.4±0.4 97
Cr 20.40±0.24 19.8±1.2 97
Co 27.06±0.32 27.1±2.0 100
Cu 22.76±0.31 23.0±1.5 101
Li 17.4±1.73 18.4±1.1 106
Mn 38.97±0.45 39.6±2.9 102
Ni 62.41±0.69 63.1±4.6 101
Pb 19.63±0.21 19.2±1.1 98
Se 11.97±0.14 11.4±0.7 95
Sr 323.1±3.6 333±22 103
Zn 78.5±2.2 80.1±4.6 102

ERM-CA015 hard drinking water / (mg/l) 
Cl- 247±8 241±8 98
F- 1.3±0.1 1.4±0.1 108
NO3

- 45±3 43±3 96
SO4

2- 247±7 251±15 102

The charge balance errors based on the percentage difference between 
the total positive charge and the total negative charge, calculated according 
to Guller [3] was below ± 5 % for each sample.  

Generally, the majority of parameters vary up to two orders of 
magnitude, and a few up to three orders of magnitude. The pH ranged between 
6.22-7.72 and 4.46-5.85 for still and carbonated waters, respectively. In case of 
mineral waters with pH <6.5, corrosion may occur, favoring the release of metals 
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from pipes [19, 21]. The EC ranged from 85 to 2440 μS/cm, indicating a high 
variability of the total dissolved solids content in the studied mineral waters, 
thus suggesting their different source. According to dry residue, all studied 
mineral waters have low mineral contents (50-500 mg/l), except for one, that 
was found to be rich in mineral salts (>1500 mg/l). Generally, high bicarbonate 
contents (>600 mg/l) were found in the carbonated and partially degassed 
mineral waters, while high contents of sulfate (200 mg/l) and chloride (>200 
mg/l) were not found. 

 
Table 2. Dominant chemical composition (mg/l), pH, electrical  
conductivity (µS/cm) and dry residue (mg/l) of bottled natural  

mineral waters together with the threshold limits  

Sample pH EC R Ca2+ Mg2+ Na+ K+ Cl- HCO3
- NO3

- F- SO4
2- 

1 5.85 1630 990 257 77.6 4.30 2.50 2.36 1196 0.10 0.15 17.1 

2 7.49 344 167 47.2 15.5 0.59 1.29 0.12 220 0.71 0.05 5.81 

3 5.77 1650 998 163 56.2 93.8 33.4 23.7 1098 4.20 1.10 5.88 

4 6.22 94 82 9.66 3.13 3.01 2.27 0.46 49 3.70 <0.01 6.70 

5 6.05 2440 1580 326 101 77.5 16.2 17.3 1806 0.56 0.35 13.7 

6 7.21 495 258 56.4 28.6 3.16 0.92 0.97 305 4.51 0.22 8.64 

7 5.66 1090 640 152 45.9 19.3 3.64 4.10 732 2.10 0.38 12.0 

8 6.92 85 66 9.80 3.11 3.00 1.30 0.45 49 4.55 <0.01 5.72 

9 5.75 1450 930 296 11.2 24.3 3.80 7.76 976 0.95 0.32 31.7 

10 7.72 315 140 62.5 1.73 1.11 0.57 0.17 171 3.21 0.03 7.40 

11 4.46 124 61 18.8 3.67 1.47 0.78 0.72 66 3.20 <0.01 2.51 

12 7.19 116 68 15.8 3.52 1.24 0.84 0.35 64 2.93 <0.01 2.70 

13 5.28 1080 665 78.3 28.9 88.0 3.21 25.3 598 0.24 <0.01 36.7 

14 5.76 1070 660 79.0 29.3 89.2 3.35 24.3 606 6.20 <0.01 32.8 

15 5.20 507 282 92.0 7.39 2.73 0.55 1.28 336 2.40 0.03 15.2 

16 7.20 477 264 85.0 7.73 1.56 0.39 0.83 293 2.46 <0.01 13.9 

17 5.61 1060 681 93.0 41.1 60.3 9.07 12.7 703 2.04 <0.01 1.20 

18 5.83 1030 676 91.5 40.3 58.2 8.51 12.0 693 2.20 <0.01 2.00 

19 5.77 2050 1360 215 34.5 181 20.8 56.0 1361 3.24 <0.01 13.8 

20 5.33 1070 623 45.6 12.1 140 7.14 118 375 18.2 0.12 31.6 

21 7.55 984 574 49.2 12.6 132 7.26 107 368 22.8 <0.01 34.5 

ML* - - - - - - - - - 50 5 - 

MAC** 6.5-9.5*** 2500 - - - 200 - 250 - 50 - 250 

*ML-maximum limit for natural mineral waters according to Directive 2003/40/EC [30], 
**MAC-maximum admitted concentration according to Directive 98/83/EC [31],  

***For bottled still water pH>4,5 while for bottled waters naturally rich in or artificially 
enriched with carbon dioxide, the minimum value may be lower [31]. 
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Table 3. Trace metals content (g/l) of bottled natural mineral waters  
together with the threshold limits 

Sample Li Cr Mn Co Ni Cu Zn Se Sr Ba 

1 6.9 <0.6 7.80 0.6 14.7 <2.0 2.8 2.2 350 47.4 

2 <1.2 <0.6 <1.0 <0.4 <0.9 <2.0 <2.2 <1.4 49.6 6.9 

3 400 <0.6 114 <0.4 <0.9 <2.0 24.0 1.6 536 943 

4 1.3 <0.6 <1.0 <0.4 <0.9 <2.0 <2.2 <1.4 33.6 2.7 

5 199 <0.6 119 0.8 2.5 <2.0 14.5 3.4 509 215 

6 5.3 <0.6 <1.0 <0.4 <0.9 <2.0 <2.2 <1.4 73.5 17.3 

7 63.1 <0.6 13.3 <0.4 <0.9 <2.0 20.0 <1.4 460 70.4 

8 1.4 <0.6 <1.0 <0.4 <0.9 <2.0 <2.2 <1.4 57.8 4.5 

9 92.6 <0.6 18.0 0.6 4.1 <2.0 48.8 2.9 1020 152 

10 <1.2 <0.6 <1.0 <0.4 <0.9 <2.0 <2.2 <1.4 318 70.9 

11 <1.2 <0.6 <1.0 <0.4 <0.9 <2.0 30.6 <1.4 14.0 17.1 

12 <1.2 <0.6 <1.0 <0.4 <0.9 <2.0 7.1 <1.4 14.5 16.5 

13 34.4 <0.6 213 0.7 <0.9 <2.0 7.3 <1.4 443 87.9 

14 35.4 <0.6 200 0.7 <0.9 <2.0 <2.2 <1.4 424 83.7 

15 1.4 <0.6 1.8 <0.4 <0.9 <2.0 66.4 <1.4 51.1 17.8 

16 <1.2 <0.6 1.2 <0.4 <0.9 <2.0 <2.2 <1.4 43.1 14.7 

17 190 <0.6 1.6 <0.4 1.0 <2.0 32.6 <1.4 652 136 

18 181 <0.6 1.5 <0.4 <0.9 <2.0 4.6 <1.4 675 140 

19 405 <0.6 3.2 <0.4 1.4 <2.0 3.7 2.4 1320 2.0 

20 271 <0.6 18.6 <0.4 <0.9 <2.0 11.7 2.2 247 134 

21 229 <0.6 25.0 <0.4 <0.9 <2.0 3.0 1.9 255 136 

ML* - 50 500 - 20 1000 - 10 - 1000 

MAC** - 50 50 - 20 2000 - 10 - - 

*ML-maximum limit for natural mineral waters according to Directive 2003/40/EC [30], 
**MAC-maximum admitted concentration according to Directive 98/83/EC [31]. 

 
 
The high bicarbonate content was generally correlated with calcium 

contents above 150 mg/l. The high Ca content found in samples 1, 3, 5 and 
9 acts as a buffer against the pH lowering in these waters. The Mg contents 
were below 50 mg/l, except for two samples. No samples were found with 
Na contents higher than 200 mg/l, thus none of the samples had salty taste. 
In one of the samples, the F- content was higher than 1, without exceeding 
the threshold (1.5 mg/l) that requests mentioning on the label. The nitrites 
and phosphates were below 0.02 mg/l. 

Besides the mineralogical sources, some metals may originate in 
the packaging material, storage tanks or pipelines [16, 32]. However, our 
data indicates that toxic metals (Al, As, Cd, Cr, Cu and Pb) were below the 
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detection limits in all samples. Generally, B is present in trace concentration 
in groundwater, thus higher concentrations indicate a possible anthropogenic 
contamination as boron compounds are used in detergents, bleaches, wood 
preservatives, fertilizers, herbicides, astringents, antiseptics [25], however no 
limit has been set for B in bottled water. In our study the highest B concentration 
was found both in the carbonated and in the partially degassed sorts of Roua 
Muntilor mineral water (8.9 and 5.8 mg/l), while values above 0.5 mg/l were 
found in six other samples. The low Mn contents found in the majority of 
samples are probably due to the Mn elimination by aeration, as increased Mn 
contents may cause undesirable taste and odor.  

Figure 1. Piper diagram of the studied natural mineral waters 

In order to identify the different water types, the main components 
(Na+, K+, Ca2+, Mg2+, Cl-, SO4

2-, CO3
2- and HCO3

-) expressed in mEq/l were 
plotted on the Piper diagram (fig.1). The diagram shows that all waters are 
Ca-HCO3 types, except for samples 20 and 21 which were found to be of 
Ca-Na-HCO3 type. 
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Compared to the threshold limits, all analyzed samples comply with 
the legislated limits for natural mineral [30] and for drinking waters [31], 
except Mn that exceeded the threshold for drinking water in 4 samples.  

The measured values were found to be in good agreement with 
those reported on the label, indicating a stable chemical composition of 
these waters. Values regarding trace metal contents were not provided on 
the label of the studied mineral waters. 

 
 

CONCLUSIONS 
 
The chemical composition of 21 bottled natural mineral waters 

available on the Romanian market was studied. All mineral waters have low 
mineral contents except for one that was found to be rich in minerals. 
Generally, the carbonated and partially degassed mineral waters had high 
bicarbonate contents. No samples were found to be with Na contents 
higher than 200 mg/l, thus none of the samples had salty taste. In one of 
the samples, the F- content was higher than 1, without exceeding the 
threshold (1.5 mg/l) that requests mentioning on the label. The Piper 
diagram revealed that most of the waters are Ca-HCO3 type and two are 
Ca-Na-HCO3 type. The majority of waters comply with the legislated limits 
for natural mineral and for drinking waters, except 4 samples that exceed 
the Mn threshold for water intended for human consumption. The measured 
values were in good agreement with those reported on the label.  
 
 
EXPERIMENTAL SECTION 

 
During 2015, twenty one bottled natural mineral waters (Table 4) 

were bought from the Romanian varieties available on the market in Cluj-
Napoca town.  

Table 4. General information of the studied bottled natural mineral waters 

Sample Brand name Source Type* 

1 Aqua Carpatica F2 Paltinis C 
2 Aqua Carpatica Blajenaru S 
3 Bilbor F1 C 
4 Bilbor Q1 S 
5 Borsec Borsec NC 
6 Borsec Borsec Faget S 
7 Bucovina F2-Rosu, C7 Secu C 
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Sample Brand name Source Type* 

8 Bucovina F2-Rosu, C7 Secu S
9 Dorna Poiana Vinului C
10 Dorna Izvorul Alb S
11 Izvorul Minunilor Stana de vale C 
12 Izvorul Minunilor Stana de vale S 
13 Lipova F9bis, 8E C
14 Lipova F9bis, 8E D
15 Perenna Premier Calina-Muntii Dognecei C 
16 Perenna Premier Calina-Muntii Dognecei S 
17 Perla Harghitei Sancraieni C 
18 Perla Harghitei Sancraieni D 
19 Poiana Negrii Foraj FD C 
20 Roua Muntilor S1, S2 Covasna C 
21 Roua Muntilor S1, S2 Covasna D 

*NC=natural carbonated natural mineral water; C=carbonated natural mineral water;
S=still natural mineral water; D=partial degassed natural mineral water. 

Certified standard solutions, high purity reagents (Merck) and ultrapure 
water (Millipore, Milli-Q) were used for sample preparation and analyses. 
Certified reference materials SRM 1643e: trace elements in water (NIST) and 
ERM-CA015 Hard drinking water–anions (LGC) were used for the quality 
control of the determination of metals and anions, respectively.  

The pH and EC were determined immediately after opening the bottles 
using a WTW 350i multiparameter. For the determination of dry residue, 
bicarbonates and anions, the samples were degassed by ultrasonication. 
For the determination of major and trace elements the samples were degassed 
by ultrasonication and acidified by adding 1 ml 63 % HNO3. The HCO3

- content 
was determined by titration with HCl, against methyl orange indicator, the dry 
residue (R) by gravimetric method while the anions (Cl-, F-, NO2

-, NO3
-, SO4

2-, 

PO4
3-) using a 761 ion chromatograph (Methrom). The major elements (Ca, 

Mg, Na, K) were determined by inductively coupled plasma optical emission 
spectrometry (ICP-OES), using an Optima 3500 DV (Perkin Elmer) 
spectrometer and the trace metals (Al, As, B, Ba, Cd, Cr, Co, Cu, Li, Mn, Ni, 
Pb, Se, Sr, Zn) by inductively coupled plasma mass spectrometry (ICP-MS) 
using an ELAN DRC II (Perkin Elmer) spectrometer. To avoid polyatomic 
interferences methane was used as reaction gas for of Ba, Cd, Co, Mn, Ni, Pb, 
Se, Sr and Zn, ammonia for Cr and Cu, and oxygen for As determination. No 
reaction gas was used for the determination of Al, B and Li [33].  
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ABSTRACT. Rare earth elements composition of Mocs meteorite was analyzed 
using two inductively coupled plasma mass spectrometry methods: a quadrupole 
and a single-detector sector-field high-resolution instrument. The obtained results 
are in good agreement with previous studies found in literature for both Mocs 
and chondritic materials analysis regarding REE composition. Allende meteorite 
reference material was used for calibration. Sample preparation for ICP-MS 
analysis was carried out following a custom protocol derived from the literature: 
the samples were finely ground, then treated in a multi-step procedure [1]. A mix 
of hydrofluoric acid, nitric acid and perchloric acid was used to digest the sample, 
which was finally dissolved in nitric acid and diluted accordingly, before being 
measured directly by ICP-MS instruments. Mocs samples were made available 
from Museum of Mineralogy, Babeș-Bolyai University Cluj-Napoca and Allende 
meteorite reference sample was provided by Smithsonian Institution (split 7, 
position 17) [2]. 

Keywords: HR-ICP-MS, ICP-QMS, meteorite, chondrite, Mocs, REE 

INTRODUCTION  

Mocs meteorite, classified as L5-6 chondrite [3], fell as a shower of stones 
on 03 February 1882, over an area of several dozen squared kilometers, near 
Mocs village (now called Mociu, Cluj County, Romania, coordinates 46°48'N, 
24°2'E; meteorites are usually named after the settlement closest to their 
recovery area and their name [4] doesn’t change afterwards to reflect any future 
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change of settlement’s name). The number of recovered fragments was 
estimated at 3000, with a total weight of about 300 kg [5]. According to the 
Meteoritical Bulletin Database, Mocs is one of the 48 approved meteorites 
classified as L5-6 and one of the 9 approved meteorite recovered from current 
Romania territory [6]. About 86% of the total number of meteorites falling on 
Earth are ordinary chondrites, divided into the H, L and LL groups, based on iron, 
nickel and other metals content [7]. From a total number of over 53000 
recorded meteorites, over 46000 are classified as ordinary chondrites [8]. Our 
experiments concerned whole rock fragments (no crust), from the collection 
of the Museum of Mineralogy, Babeș-Bolyai University, Cluj-Napoca. Rare earth 
elements composition offers clues for a variety of geochemical and cosmochemical 
processes and meteorites display variations in REE concentration and abundances 
patterns that offers clues about their origin and past history [9]. 
 
 
RESULTS AND DISCUSSION 

 
Due to sample matrix difference between samples and standard, a 

multiple point calibration curve was found unsuitable for these analyses. Thus, a 
bracketing calibration, involving a sample from Allende reference material was 
used. A standard sample was always run before and after each Mocs sample 
and sample concentration was calculated from standard know concentration and 
signal counts. In this way, the matrix for the samples and the standards matched, 
and issues like signal drifting and recovery were avoided. 

 
Table 1. Rare earth elements composition of Mocs meteorite, using data  
from both high-resolution (HR-ICP-MS) and quadrupole (ICP-QMS) and  

methods inductively coupled plasma mass spectrometry methods 

mg/kg HR-ICP-MS 3σ ICP-QMS 3σ
La 0.41 0.05 0.47 0.05
Ce 1.31 0.17 1.52 0.17
Pr 0.17 0.01 0.20 0.02
Nd 0.86 0.08 0.97 0.11
Sm 0.27 0.01 0.28 0.03
Eu 0.04 0.01 0.03 0.01
Gd 0.34 0.01 0.38 0.04
Tb 0.07 0.01 0.07 0.01
Dy 0.36 0.03 0.37 0.03
Ho 0.09 0.01 0.10 0.01
Er 0.26 0.01 0.27 0.03
Tm 0.04 0.01 0.04 0.01
Yb 0.26 0.01 0.26 0.03
Lu 0.04 0.01 0.05 0.01
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Previous studies for rare earth content of Mocs [10] used the same 
meteorite as source of sample material, but different sample preparation 
method was used. Current method implies two spectrometric methods and 
a different calibration method, using bracketing and a suitable reference 
standard material. Data are listed in Table 1 and patterns for rare earth elements 
composition from Figure 1 are normalized to Solar System abundances [11]. 
Mocs samples appear slightly enriched than the other CI chondrites (a group of 
carbonaceous chondrites) reported and respectively than the reported mean for 
L chondrites [6]. The pattern is similar with Aumiers and Milena L-type 
chondrites [13], being slight enrichment in low mass rare earth elements in 
respect to high mass rare earth elements and negative Europium anomaly. 
However, the Europium anomaly of Mocs samples is more pronounced showing 
a strong depletion in Europium relative to the CI line, while the Dysprosium 
slight depletion is similar with other chondrites.  

Figure 1. Rare earth elements patterns for Mocs chondrite and other  
chondrites [6,7], normalized to Solar System abundances 

CONCLUSIONS 

Despite having significant lower sensitivy than HR-ICP-MS, quadrupole 
ICP-MS can successfully be used for direct rare earth elements determination 
(microwave acid digestion of samples, without intermediary pre-concentration 
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steps), if a suited certified reference material is provided for calibration. Rare 
earth elements patterns for Mocs meteorite, normalized to solar system 
abundances, show a general enrichment for almost all the rare elements 
concentration, with the exception of Europium. Data for both HR-ICP-MS 
and ICP-QMS are in good agreement for all the measured elements, even 
if HR-ICP-MS provided up to two orders of magnitude higher sensitivity. 
 
 
EXPERIMENTAL SECTION 

 
Nu Instruments AttoM high-resolution ICP-MS (HR-ICP-MS) from 

Department of Geology, Faculty of Biology and Geology, Babeș-Bolyai 
University, Cluj-Napoca, and Perkin-Elmer Elan DRC II quadrupole inductive 
coupled mass spectrometer (ICP-QMS) from INCDO-INOE 2000 Research 
Institute for Analytical Instrumentation Cluj-Napoca were used. Both instruments 
were carefully optimized before each sample batch, using routine procedures, 
providing best signal/noise ratio during analysis, thus ensuring best sensitivy. 
Elan DRC II was used in DRC rf-only mode (no gas) and pulse detector 
mode, providing maximum sensitivity; for reading, peak-hoping mode was 
selected. AttoM instrument was used on low-resolution mode and for the 
detector no attenuation was necessary, since the concentration were low 
enough not to generate high counts and trigger mode change; deflector jump 
mode was used for data acquisition. 

Mocs samples were ground to very fine powder and 100 mg for Mocs 
and Allende meteorites were used for analysis. Two digested methods were 
performed, both involving microwaves. In the first stage, 3 mL HNO3, 3 ml HF 
and 2 mL H2O were added to the sample and then placed in the microwave 
oven for 30 minutes (up to 22°C in the first 10 minutes, no change for 
another 10 minutes, then up to 240°C for the remaining time). After cooling, 
the digested solutions were evaporated and dried down on a hot plate. The 
second stage of acid treatment consisted on 1 mL HNO3, 2 mL HCL and 5 mL 
H2O and placed again in the microwave oven for 35 minutes (up to 200°C in 
the first 15 minutes, then the temperature was kept constant). After cooling, the 
final solution was brought to a total volume of 50 mL with deionized water in 
a volumetric flask, ready for direct ICP-MS analysis. A blank solution was 
prepared and its contribution was extracted from samples detector counts 
(cps level). No intermediary pre-concentration steps were involved, both 
instruments used being able to directly measure the samples. 

While for HR-ICP-MS instrument the sensitivy varied from 4079 
cps/ppb for Dysprosium to 289955 cps/ppb for Lanthanum, for the quadrupole 
system it varied less, with only one order of magnitude, from 559 cps/ppb for 
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Neodymium to 3354 cps/ppb for Lutetium, but we still had measurable signal for 
all the elements considered for this study. Allende meteorite sample was used 
as a calibration standard and its counts per second values for every element was 
used to quantify the Mocs samples, after applying a mass correction coefficient, 
due to different weighted masses considered. 

Results of rare earth elements analysis with both HR-ICP-MS and 
ICP-QMS are listed in Table 1. Results are expressed in ppm (mg/kg), with 
3σ level standard deviation. In both cases, Allende certified reference material 
was used for calibration, using the bracketing technique, since it was the best 
reference material found that matched the matrix of chondritic samples. 
Figure 1 shows the values normalized to solar system abundances [5], together 
with other chondrites from L5-6 group [6] and also an average [7] for group 
L chondrites. 
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ABSTRACT. The purpose of this study was to develop a quick procedure 
for the determination of α-phosphatidylcholine from soybean. The procedure 
is based on a simple solid-liquid extraction followed by a quick analytical 
method carried out with an LC-ESI-MS/MS system. A chromatographic column 
of 2×50 mm with a particle size of 2.5 µm was used. The LC-ESI-MS/MS 
method was developed in positive ionization mode. The analytical method was 
described in terms of: linearity, detection and quantification limits, accuracy and 
precision and matrix effect. The calibration curve was developed in the range of 
5 to 200 ng/ml with a correlation coefficient r2 of 0.995 and detection limit of 
0.5 ng/ml. The extraction method was tested for the recovery degree. The 
recovery obtained was 97.2±1.2%. The method was used to determine the 
content of α-phosphatidylcholine from five soybean varieties from Romanian 
market. No significant differences were obtained between the five varieties 
regarding the α-phosphatidylcholine content. 

Keywords: lecithin, α-phosphatidylcholine, soybean, solid-liquid extraction, 
detection limits, accuracy. 

INTRODUCTION  

The soybean (Glycine max (L.) Merrill) is economically the most 
important bean in the world [1]. In February 2016, the United States Department 
of Agriculture (USDA) estimated that the Global Soybean Production 2015/2016 
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will be 320.51 million metric tons [2]. 10% of this production is directed to 
human consumption [3, 4]. When talking about human consumption, two 
important aspects are taken in consideration, the nutritional value and the 
impact on human health. The soybean contains all eight essential amino acids 
and it’s a good source of fiber, iron, calcium, zinc and vitamins, has no 
cholesterol and is low in saturated fat [5]. It also contains bioactive components 
such as saponins, protease inhibitors, phytic acid and isoflavones [6].  

One of the important products from soybeans is the commercial lecithin, 
a complex mixture of phospholipids (PL) containing phosphatidylcholine 
(PC), phosphatidylethanolamine (PE), phosphatidic acid (PA) and 
phosphatidylinositol (PI), sphingolipids, triglycerides, free fatty acids and 
glycolipids which are widely used as natural emulsifiers, wetting agents and 
baking improvers [7] as well as dietetics, cosmetics and pharmaceuticals 
[8]. From these phospholipids, PC is more important (Table 1).  

Table 1. Basic information about L-α-phosphatidylcholine [9] 

Chemical name General data Structural formula 

L-α-
phosphatidylcholine 

Synonyms L-α-Lecithin,  
3-sn-

Phosphatidylcholine, 
 L-α-

Phosphatidylcholine 
Chemical class Phospholipids 

Chemical formula
C42H80NO8P 

Molecular weight 
(g·mol-1) 

758.06 

L-α-phosphatidylcholine is in the largest concentration in the 
membrane; it supports all metabolism and is often used under the name of 
lecithin [10]. Due to the importance of PC, the detection method is very 
important. The use of analytical methods is critical in order to certify the 
composition of PC containing products. Analytical method such as: Fourier 
transform infrared (FTIR) spectrometry [8, 11], high performance liquid 
chromatography (HPLC) methods with UV detection [12, 13] and evaporative 
light scattering detector (ELSD) detector [12, 14], matrix-assisted laser 
desorption ionization time-of-flight mass spectrometry (MALDI-TOFMS) [15] 
and thin-layer chromatography and 1H, 13C, 31P NMR [8] were used 
intensively in past years.  

The purpose of this study is to obtain a quick LC-MS/MS analytical 
method for determining the L-α-phosphatidylcholine from soybeans. In 
order to obtain good analytical data, a reliable LC-MS/MS method was 
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developed. The method is described in terms of retention time, linear range, 
linear equation, correlation coefficient, detection and quantification limits. 

 
 

RESULTS AND DISCUSSION 

LC-MS/MS profile 

Several experiments were performed in order to establish the 
ionization mode, the precursor and product ions (MRM transition) and the 
parameters specific to the MS/MS method. For L-α-phosphatidylcholine the 
protonated molecule [M+H]+ was proved to be more abundant and, therefore 
selected for further investigation. The compound dependent parameters, 
specific to the investigated compound and with an important contribution to the 
sensitivity of the method, are presented in Table 2. The source dependent 
parameters, with an important contribution in optimizing the compound signal 
in HPLC conditions, and the HPLC parameters are presented in Table 2.  

The MRM (multiple reaction monitoring) transition of the pair 
760.5→184.1 for 100 ng/ml of L-α-phosphatidylcholine is presented in Figure 1. 

 
Table 2. LC-MS/MS parameters for determining L-α-phosphatidylcholine 

 
Compound L-α-phosphatidylcholine
MS/MS parameters 
Ionization mode Pozitive 
Compound dependent parameters DP (V):86.00; EP (V):4.50; CEP (V): 30.00; CE 

(V):39.00; CXP (V):4.00 
Source dependent parameters CUR:15.00 psi; CAD:Medium; IS:4500.00V; 

TEM:600°C; GS1:25.00 psi; GS2:35.00 psi 
MRM transition 760.5→184.1 
HPLC parameters  
Chromatographic column Phenomenex Synergi Fusion 2.5µm, 2×50 mm 
Flow rate 0.5 ml/min 
Column temperature 40°C; 
Injection volume 40 µl 
Mobile phase: H2O:CH3CN (10:90 v/v) 

 

Method evaluation 

The LC/ESI(+)-MS/MS was evaluated in terms of retention time, linear 
range, linear equation, correlation coefficient, detection and quantification limits 
and accuracy. The obtained values are presented in Table 3. The matrix 
effect was -8% and was not taken in consideration for further investigations. 
The recovery of the extraction method was evaluated and obtained result 
was 97.2±1.2%. 
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Figure 1. MRM chromatogram for 100 ng/ml of L-α-phosphatidylcholine 

Table 3. Experimental and statistical parameters of LC-ESI-MS/MS method for 
L-α-phosphatidylcholine determination 

Experimental parameters 

Retention time tR (min) 2.54 

Linear range (ng/ml) 5-200 

Linear equation 1.85x*104+976

Correlation coefficient r2 0.995

Detection limit LOD (ng/ml) 0.5 

Quantification limit LOQ (ng/ml) 1.5 

Statistical parameters 

Concentration (ng/ml)

20 40 60
Intra-day 

Mean ±SD (ng/ml) 19.64±0.21 39.82±0.22 59.84±0.42 

RSD (%) 1.07 0.55 0.70 

Inter-day 
Mean ±SD (ng/ml) 19.51±0.25 39.77±0.31 59.79±0.45 

RSD (%) 1.28 0.78 0.75 
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Real sample experiments 

Five varieties of soybean were acquired from a Romanian market. 
The soybean varieties were tested with the developed LC-MS/MS method 
in order to evaluate the content of L-α-phosphatidylcholine. Three samples 
from every variety of soybeans were investigated. The results are presented in 
Table 4. 
 

Table 4. Concentrations of L-α-phosphatidylcholine in the five investigated 
soybean varieties 

 
Soybean variety L-α-phosphatidylcholine (mg/kg)

1 2 3 4 5 
Experimental values 2804 3351 2978 3002 3411 

2815 3354 2971 3015 3415 
2809 3348 2988 3019 3418 

MEAN 2809
 

3351
 

2978
 

3015
 

3415 
 

 
A rough analysis of the results shows that L-α-phosphatidylcholine 

represents ~0.3% of the soybean content. In this situation, it can be stated 
that the differences between the soybean varieties when spoken about L-α-
phosphatidylcholine content are insignificant.  

 
 
CONCLUSIONS 
 

A LC-MS/MS method was developed for identification and 
quantification of L-α-phosphatidylcholine from soybean. An HPLC Agilent 1200 
series coupled with an ABI Sciex 3200 QTRAP mass spectrometer with a 
TurboV ionization source was used in ESI positive ion mode. The 
chromatographic column Phenomenex Synergi Fusion 2.5 µm, 2×50 mm 
showed a good chromatographic peak. The specific parameters for mass 
spectrometer and also HPLC were identified and selected to assure the most 
sensitive response of the equipment. The calibration curve was developed in 
the range of 5 to 200 ng/ml with a correlation coefficient r2 of 0.995 and 
detection limit of 0.5 ng/ml. An extraction procedure was tested and the 
recovery was 97.2±1.2%.  

The developed method was used to test the content of L-α-
phosphatidylcholine from five varieties of soybean acquired from a Romanian 
market. There were no significant differences between the content of the 
investigated soybean varieties, the content of L-α-phosphatidylcholine being 
~0.3% of the soybean content in all soybean varieties. 
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EXPERIMENTAL SECTION 

Standards and reagents 

Lyophilized powder of L-α-phosphatidylcholine from egg yolk 
(≥99%) used to prepare the standard solutions was purchased from Sigma-
Aldrich (Steinheim, Germany). Methanol LC-MS Optigrade (≥99.8%) used 
to prepare the stock solution and Acetonitrile LC-MS Optigrade (≥99.8%) 
used for mobile phase were purchased from LGC Standards. Chloroform 
anhydrous (≥99%) used for extraction was purchased from Sigma-Aldrich 
(Steinheim, Germany). Ultra pure water was obtained by using a Milli-Q 
Ultrapure water purification system (Millipore, Bedford, MA, USA). 

Standard solution preparation 

The stock solution (1mg/ml) was obtained by dissolving 1 mg of l-α-
phosphatidylcholine in 1 ml of CH3OH. Two solutions, one of 100 ng/ml l-α-
phosphatidylcholine in CH3OH and the other of 100 ng/ml l-α-
phosphatidylcholine in CH3CN were prepared from the stock solution and used 
for method development and optimization. Six concentration levels of 5, 25, 
50, 75, 100 and 200 ng/ml were prepared by diluting the stock solution with a 
mixture of H2O/CH3CN (10:90 v/v). These standard solutions were used for 
obtaining the calibration curve. Three concentration levels of 20, 40 and 60 
ng/ml were prepared by diluting the stock solution with a mixture of 
H2O/CH3CN (10:90 v/v) and were used for accuracy and precision studies. 

Sample extraction 

The soybeans were chopped using a special grinding mill. 1ml of 
chloroform was added on 0.5 mg of soy. The mix was centrifuge at 10°C for 20 
min using a speed rotation of 15000 RPM. The supernatant was recovered 
and then dried using a rotary evaporator. The solution was reconstituted with 
1ml of H2O/CH3CN (10:90 v/v). 

Analytical equipment 

A high performance liquid chromatograph HPLC Agilent 1200 Series 
coupled with an ABI Sciex 3200 QTRAP mass spectrometer was used for this 
study. 

LC-MS/MS profile development 

The MS/MS profile is developed in three steps. First step, a solution 
of 100 ng/ml l-α-phosphatidylcholine in CH3OH was injected directly in MS 
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in order to establish the ionization mode. Also, the parent and the product 
ions were selected at this step. Second step, a solution of 100 ng/ml l-α-
phosphatidylcholine in CH3OH was injected directly in MS in order to establish 
the compound dependent parameters (DP (declustering potential), EP (entrance 
potential), CE (collision energy) and CXP (collision cell exit potential)). Third 
step, after connecting the HPLC, a solution of 100 ng/ml l-α-phosphatidylcholine 
in CH3CN was injected into the LC-MS/MS system and the source dependent 
parameters (CUR (curtain gas), CAD (collision gas), IS (ionspray voltage), TEM 
(temperature), GS1 (gas 1) and GS2 (gas 2)) were established.  

The HPLC parameters: chromatographic column, flow rate, column 
temperature, injection volume and mobile phase were established after 
several experiments and finalize the LC-MS/MS method.  

Method evaluation 

The LC/ESI(+)-MS/MS was evaluated in terms of retention time, linear 
range, linear equation, correlation coefficient, detection and quantification 
limits, accuracy and precision.  

Linearity. Six levels of concentration ranging from 5 to 200ng/ml were 
prepared by successive dilution with mobile phase from the stock solution. The 
calibration curve was obtained by plotting the peak area to corresponding 
concentrations. Useful information such as: linear equation and correlation 
coefficient were obtained.  

Detection and quantification limits. Detection (LOD) and quantification 
(LOQ) limits were estimated by analyzing standard solutions at levels 
producing signals at signal-to-noise ratios of 3 and 10 respectively.  

Accuracy. The intra- and inter- day accuracies were estimated by 
preparing three concentration levels which were used in both experiments. 
For intra-day study three replicas of three concentration levels were analyzed. 
For inter-day study three concentration levels were analyzed once per day for 
three consecutive days.  

Matrix effect. The matrix effect was evaluated as follows. The value 
obtained for the analyte of interest after extraction was compared with pure 
solutions prepared in mobile phase containing equivalent amounts of the 
analyte of interest. The difference in response between the extracted sample 
and the pure solution multiplied by 100 and divided by the pure solution 
response determines the degree of matrix effect occurring to the analyte in 
question under chromatographic conditions [16]. The target for the matrix 
effect value was chose to be between -20% and +20%.  

Recovery. The recovery (R) of the extraction method was determined 
by using the standard addition method. A sample of androsterone was 
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extracted and then measured (initial amount). Then, other sample of the same 
celery was spiked with a known concentration of analyte (spiked amount), 
extracted and then measured (final amount). 

The recovery was calculated using the following equation: 

R (%)=100×(final amount - initial amount)/spiked amount. 
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DETERMINATION OF ANDROSTERONE FROM CELERY BY A 
NEW VALIDATED LC-MS/MS METHOD 
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MARIUS DORDAIa,b*, EMIL LUCAb, IOAN SIMONc 

ABSTRACT. Celery is recently the subject of various studies due to its role in 
human nutrition and for medicine purposes. One of the most speculated ideas 
is that celery contains high quantities of androsterone which makes it suitable 
for infertility treatments. Due to this trend, the purpose of this study was to 
develop an analytical method suitable to confirm and measure the quantity of 
androsterone from celery root. A LC-MS/MS method was developed using a 
Turbo V source in positive ionization mode. Analytical parameters such as: 
linearity, detection and quantification limits, accuracy and precision and matrix 
effect were evaluated. The calibration curve was developed in the range of 
100 to 400 ng/ml with a correlation coefficient r2 of 0.9968 and detection limit of 
10 ng/ml. The extraction method was tested for the recovery degree. The 
recovery obtained was 92.1±2.2%. The method was used to determine the 
content of androsterone from three celery varieties from Romanian market. 

Keywords: androsterone, celery, solid-liquid extraction, detection limits, accuracy. 

INTRODUCTION 

During ancient times, celery (Apium graveolens, Apiaceae family) was 
used only for medical purposes such as: treatments for colds, flu, water 
retention, poor digestion, different types of arthritis, and certain diseases of 
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the liver and spleen [1]. Celery begins to be used as a vegetable in Italy in 
the fourth century [2] and Britain by sixteenth century [3]. Nowadays, all 
parts of celery are used for both nutrition and medicine purposes.  
 It was proven so far that celery contains compounds such as: phalides, 
coumarrins [4], fatty acids [5], folate, potassium, molybdenum, small amounts 
of vitamin C, vitamin A and some B vitamins, flavonols and flavone 
antioxidants, androsterone [6, 7] and androstenol [6], which have many health 
benefits. Some of these benefits are: anti-rheumatic, hypoglycemic, sedative, 
antiseptic for urinary tract, blood pressure lowering, diuretic, analgesic, anti-
inflammatory, detoxification, anti-spasmodic, anti-bacteria and stomach tonic 
[4-6]. A special attention is given to the potential of celery to have aphrodisiac 
effects [7] especially nowadays, when infertility is a major health problem 
considered to be directly related to other health problem such as coronary 
heart diseases and diabetes or caused by exposure to different toxic factors, 
chronic smoking, alcohol intake and prolonged exposure to contaminants 
and air pollutants [7]. Until now, few studies are available on this subject [8-
10]. They tried to quantify the androsterone content by chromatographic 
means such as: GC-MS [8, 9] and LC-MS/MS techniques [8, 10]. 

The present study aims to develop an easy and reliable method for 
determining the androsterone (Table 1) content in celery root by means of 
LC-MS/MS. 

 
Table 1. Basic information about Androsterone [11] 

 
Chemical 

name 
General data Structural formula 

Androsterone 

Synonyms 3α-hydroxy-5α-
androstan-17-one 

 

Chemical class Steroid hormone 

Chemical formula 
C19H30O2 

Molecular weight 
(g·mol-1) 290.440  

 
 
RESULTS AND DISCUSSION 

LC-MS/MS profile 

Several experiments were performed in order to establish the 
MS/MS parameters: the ionization mode, the precursor and product ions 
(MRM transition), the parameters specific to the MS/MS method and HPLC 
parameters. These parameters are presented in Table 2.  
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The MRM (multiple reaction monitoring) transition of the pair 
291.4→273.4 for 400 ng/ml of Androsterone is presented in Figure 1. 

 
Table 2. LC-MS/MS parameters for determining Androsterone 

 

Compound Androsterone
MS/MS parameters 
Ionization mode Pozitive 
Compound dependent parameters DP (V):51.00; EP (V):5.50; CEP (V): 12.00; CE (V): 

13.00; CXP (V):4.00 
Source dependent parameters CUR:10.00 psi; CAD:Medium; IS:5500.00V; 

TEM:450°C; GS1:35.00 psi; GS2:20.00 psi 
MRM transition 291.4→273.4 
HPLC parameters  
Chromatographic column Phenomenex Synergi Fusion 2.5µm, 2×50 mm 
Flow rate 0.5 ml/min 
Column temperature 20°C; 
Injection volume 40 µl 
Mobile phase: A:B (90:10 v/v); where A: CH3CN+ 0.1% HCO2H 

and B: H2O + 0.1% HCO2H  

 

Method evaluation 

In order to validate the developed LC/ESI(+)-MS/MS method the 
following parameters were evaluated: retention time, linear range, linear 
equation, correlation coefficient, detection and quantification limits and accuracy. 
The obtained values are presented in Tables 3 and 4. The matrix effect was 6% 
and was not taken in consideration for further investigations. The recovery of the 
extraction method was evaluated and obtained result was 92.1±2.2%. 

 

 
 

Figure 1. MRM chromatogram obtained for 400 ng/ml of Androsterone 
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Table 3. Experimental parameters of LC-ESI-MS/MS method for 
L-α-phosphatidylcholine determination 

Analyte L-α-phosphatidylcholine 

Retention time tR (min) 0.44 

Linear range (ng/ml) 100-400 

Linear equation 1.44x+1.38*103

Correlation coefficient r2 0.9968 

Detection limit LOD (ng/ml) 10 

Quantification limit LOQ (ng/ml) 30 

Table 4. Statistical parameters of LC-MS/MS method for Androsterone determination 

Statistical parameters Concentration (ng/ml)

140 240 340
Intra-day 

Mean ±SD (ng/ml) 135.01±0.22 238.04±0.14 337.12±0.14 

RSD (%) 0.16 0.06 0.04

Inter-day 

Mean ±SD (ng/ml) 132.22±0.26 235.88±0.28 335.12±0.41 

RSD (%) 0.19 0.12 0.12

Real sample experiments 

Three varieties of celery root from Romanian market were tested for 
the androsterone content using the extraction and the LC-MS/MS methods 
described. The results varied from 7.44 – 12.03 mg/kg in wet celery. These 
results offer a first view on the Romanian celery market when referring to 
androsterone. 

Table 5. The values obtained for androsterone in the investigated celery varieties 

Celery variety Androsterone (mg/kg)
1 2 3

Experimental values 7.44 12.05 9.81
7.61 12.18 9.74
7.72 12.31 9.61

MEAN 7.61 12.18 9.74
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A rough analysis of the results shows that Androsterone represents 
between 0.0007% and 0.0012% from total celery which can be a considered a 
very low quantity but also one must have in mind that the percent of water in 
celery is very high. 
 
CONCLUSIONS 
 

A LC-MS/MS method was developed for identification and 
quantification of Androsterone from celery. An HPLC Agilent 1200 series 
coupled with an ABI Sciex 3200 QTRAP mass spectrometer with a TurboV 
ionization source was used in ESI positive ion mode. The chromatographic 
column Phenomenex Synergi Fusion 2.5µm, 2×50 mm showed a good 
chromatographic peak. The specific parameters for mass spectrometer and 
also HPLC were identify and selected to assure the most sensitive response of 
the equipment. The calibration curve was developed in the range of 100 to 400 
ng/ml with a correlation coefficient r2 of 0.9968 and detection limit of 10 ng/ml. 
An extraction procedure was tested and the recovery was of value 92.1±2.2%.  

The developed method was used to test the content of androsterone 
from three varieties of celery acquired from a Romanian market. The results 
show that the investigated celery varieties have very low content of 
androsterone. 
 
 
EXPERIMENTAL SECTION 

Standards and reagents 

Androsterone was purchased from Dr. Ehrenstorfer. Methanol LC-
MS Optigrade (≥99.8%), acetonitrile LC-MS Optigrade (≥99.8%) and formic 
acid (≥99.8%) were purchased from LGC Standards. Ultra pure water was 
obtained by using a Milli-Q Ultrapure water purification system (Millipore, 
Bedford, MA, USA). 

Standard solution preparation 

The stock solution (1mg/ml) was obtained by dissolving 1 mg of 
androsterone in 1 mL of CH3OH. Six concentration levels of 100, 150, 200, 
250, 350 and 400 ng/ml were prepared by diluting the stock solution with a 
mixture of CH3CN/ H2O (90:10 v/v). These standard solutions were used for 
obtaining the calibration curve. Three concentration levels of 140, 240 and 
340 ng/ml were prepared by diluting the stock solution with a mixture of 
H2O/CH3CN (10:90 v/v) and were used for accuracy and precision studies. 
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Sample extraction 

The celery root was chopped and slowly dried in an oven at 35°C. 
6mL of (CH3)2CO:CH3OH (50:50, v/v) were added on 3 mg of chopped 
dried celery. The mixture was centrifuge for 10 min at 22°C with a speed of 
4000 RPM. The supernatant was dried with a rotary evaporator and the 
content was reconstituted with CH3CN:H2O (10:90 v/v). 

Analytical equipment 

A high performance liquid chromatograph HPLC Agilent 1200 Series 
coupled with an ABI Sciex 3200 QTRAP mass spectrometer was used for this 
study. 

LC-MS/MS profile development 

The development of LC-MS/MS profile has to follow several basic 
steps: identifying the ionization mode, establishing the compound dependent 
parameters (DP (declustering potential), EP (entrance potential), CE (collision 
energy) and CXP (collision cell exit potential)), establishing the source 
dependent parameters (CUR (curtain gas), CAD (collision gas), IS (ionspray 
voltage), TEM (temperature), GS1 (gas 1) and GS2 (gas 2)), choosing the 
optimal MRM (multiple reaction monitoring) transition, identifying the appropriate 
chromatographic column (the dimension of the particles, its length and diameter) 
and establishing the HPLC parameters. Only C18 columns were tested.  

All these parameters have important roles in obtaining a strong and 
sensitive analytical method.  

Method validation 

In order to validate the developed LC/ESI(+)-MS/MS the following 
parameters were evaluated: retention time, linear range, linear equation, 
correlation coefficient, detection and quantification limits, accuracy and precision.  

Linearity. Six levels of concentration ranging from 100 to 400ng/ml 
were prepared by successive dilution with mobile phase from the stock 
solution. The calibration curve was obtained by plotting the peak area to 
corresponding concentrations. Useful information such as: linear equation 
and correlation coefficient were obtained.  

Detection and quantification limits. Limit of detection (LOD) and limit 
of quantification (LOQ) were estimated by analyzing standard solutions at 
levels producing signals at signal-to-noise ratios of 3 and 10 respectively. 

Accuracy. The intra- and inter- day accuracies by preparing three 
concentration levels which were used in both experiments. For intra-day 
study three replicas of three concentration levels were analyzed. For inter-
day study three concentration levels were analyzed once per day for three 
consecutive days.  
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Matrix effect. The evaluation of matrix effect is very important in 
chromatography because it can cause signal suppression. In this study the 
target for matrix effect was proposed to be between -20% and +20. The value 
obtained for the analyte of interest after extraction was compared with pure 
solutions prepared in mobile phase containing equivalent amounts of the 
analyte of interest. The difference in response between the extracted sample 
and the pure solution multiplied by 100 and divided by the pure solution 
response determines the degree of matrix effect occurring to the analyte in 
question under chromatographic conditions [11]. For this method, the value 
obtain was 6%. 

Recovery. The recovery (R) of the extraction method was determined 
by using the standard addition method. A sample of celery was extracted and 
then measured (initial amount). Then, other sample of the same celery was 
spiked with a known concentration of analyte (spiked amount), extracted and 
then measured (final amount). 

The recovery was calculated using the following equation: 

R (%)=100×(final amount - initial amount)/spiked amount. 
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ABSTRACT. Preservation of old entomology items, although very important, 
is very difficult due to the contamination which they were subjected. In order to 
test the items contamination level with the classical sampling method, one 
must be very careful because they are very easily to break and can develop 
mold spores due to the moistening. The subject of this study is to recreate in 
the laboratory the stages of preserving the entomology samples by using 
petroleum products and naphthalene. Then the samples are subjected to two 
types of sampling, the classical sampling and a new sampling using a special 
pump for air sampling. After a month in which the items were kept in controlled 
environment, the sampling procedure was performed and the sample were 
analyzed. The results showed differences in the results obtained by two 
sampling techniques. The classical method proved to be more efficient but the 
items which were studied presents several defects.  

Keywords: sampling procedure, museum, entomology items, naphthalene, 
total petroleum hydrocarbons 

INTRODUCTION 

Many museums and academic institutions maintain first-rate 
collections of biological materials [1]. These biological collections make 
innumerable contributions to science and society in areas such as: homeland 
security, public health and safety, monitoring of environmental change, and 
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traditional and systematic taxonomy [1]. For these reasons, the preservation of 
these collections is very important. The key to long-term preventive 
conservation in natural history collections is to control the collection 
environment [2]. Although, nowadays, the biggest museum have implemented 
integrated pest management techniques or have created new museum 
spaces with very strict environmental conditions, there are a large number 
of museum which, despite the current evidence that the use of chemical is 
declining, are still using pesticides for collection vulnerable to pest activity 
[3]. “Pesticides” such as: arsenic, mercury, naphthalene, paradichlorobenze 
and dichloro-diphenyl-trichloroethane (DDT) [3], para-dichlorobenzene, 
‘Vapona’ and naphthalene are used since the late 18th century and are still 
used in some museum [4].  

Generally, when talking about museum pollution, museum restorers 
are thinking about impurities in the environment which may come from 
natural or man-made source [5]. Their studies are generally focused on 
airborne sources of pollution, both gaseous and particulate and they are 
considered to be the primary agents destructive of work of arts [5]. Mainly, the 
restorers are trying to identify the sources of VOCs, NO2, SO2 and O3 
neglecting the pollutants with high impact on human health such as petroleum 
products (TPH) or naphthalene. 

In order to correctly quantify these pollutants a proper sampling is 
required. In earlier times, the most used procedure for sampling the museum 
contaminants consists in wiping the surfaces with cotton gauzes wet with 
distillate water [6, 7]. The procedure described is nowadays generally used for 
sampling metals such as zinc [8] or for arsenic and mercury based pesticides 
[9]. In other study, the authors split the pesticides into volatile and non-volatile 
compounds and the sampling is made accordingly: for volatile compounds 
they are using solid phase microextraction (SPME) sampling apparatus and for 
non-volatile compounds they are still wiping the surface of the museum items 
with cotton swabs [10].  Besides these procedures (active sampling), there are 
several others procedures which can allow to investigate the accumulation of 
the pollutants in longer period of time (passive sampling) [11]. The traditional 
procedure, the wiping procedure, can damage a significant part of museum 
items comparing to the newer procedures which are safer but more expensive. 
 This study tried to re-create in laboratory the stages of preserving the 
entomology samples by using petroleum products and naphthalene. The 
purpose was to identify a simple sampling method more suitable for 
entomology items comparing with the traditional one. This sampling method 
should allow the obtaining of good analytical results without destroying the 
sample or put it under any risk conditions and, in the same time, to be 
cheaper than sophisticated methods presented above. 
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RESULTS AND DISCUSSION 

The results obtained for both experiments are presented in Table 1. 
It can be observed from all data that the value of standard deviation is low. 
That means that the distribution of the results for every sampling is close to 
the mean.  

The following notation will be done: S1 refers to pump sampling 
technique and S2 refers to classical sampling technique. 

Observing the data, there are several relations that can be followed: 

1. The relation between the values of TPH obtained with both
sampling techniques, for fresh leaves;

2. The relation between the values of TPH obtained with both
sampling techniques for dried leaves;

3. The relation between the values of TPH obtained with first sampling
technique, for fresh and dried leaves;

4. The relation between the values of TPH obtained with second
sampling technique, for fresh and dried leaves;

5. The relation between the values of naphthalene obtained with both
sampling techniques, for fresh leaves;

6. The relation between the values of naphthalene obtained with both
sampling techniques, for dried leaves;

7. The relation between the values of naphthalene obtained with first
sampling technique, for fresh and dried leaves;

8. The relation between the values of naphthalene obtained with
second sampling technique, for fresh and dried leaves;

As it can be observed, for both contaminants TPH and Naphthalene, 
when comparing the same type of leaves (fresh or dried) the values are 
much lower for S1 comparing with S2. This result can be due to both: the 
sampling time using S1 is too short, or an interaction between TPH particles 
and the surface of the leaves is too strong. When comparing different types of 
leaves, fresh with dried, it can be observed that both S1 and S2 are higher 
for dried leaves. This could be due to the fact that the contaminants didn’t 
connect with the structure of the leaves as when they were fresh. These 
results can suggest that the condition (fresh or dried) of the leaves in the 
moment they are treated is very important for the step of identifying the 
contaminants. It is supposed that in time, in function of the initial condition 
of the leaves in the moment of treatment, other chemical interactions can 
appear such as a possible crystallization of naphthalene which will send to 
the surface of the leaves also other contaminants. 
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The main idea which can be drawn until know is that the classical 
sampling technique is more efficient especially when the treatment was 
performed on dried leaves, although this sampling method presents a real 
danger for entomology items. 

 
Table 1. The results obtained for both experiments, according to the sampling 

technique used on fresh or dried leaves. 
 

No. TPH Naphtalene 

Fresh leaves Dried leaves Fresh leaves Dried leaves 
S1 S2 S1 S2 S1 S2 S1 S2 

1. 8.34 35.7 13.7 140.03 110.25 449.02 129.32 468.38 

2. 8.65 34.8 12.98 139.25 115.68 451.06 125.77 471.22 

3. 8.02 35.02 13.04 139.36 118.52 449.22 130.21 469.02 

4. 7.89 36.03 13.18 140.21 117.69 452.04 124.54 473.51 

5. 8.64 35.22 12.88 140.15 112.45 455.88 129.05 465.85 

6. 8.54 35.35 13.56 138.26 122.01 450.02 122.01 471.11 

7. 7.93 34.97 13.87 140.03 119.38 452.42 128.44 472.32 

8. 9.00 35.25 13.22 140.64 114.22 449.83 127.54 469.88 

9. 8.12 35.74 13.05 140.32 119.05 447.65 122.92 471.53 

10. 7.81 34.88 13.72 139.99 117.89 450.21 122.31 473.22 

Mean 8.23 35.23 13.20 140.03 117.79 450.11 126.65 471.16 

StDev 0.40 0.41 0.36 0.69 3.55 2.29 3.11 2.36 

 
One has been observed, during the performed experiments, that the 

dried leaves are very sensitive and very easily to break with the traditional 
method. Also, once dried, the sample is subject to the possibility of developing 
mold spores. 

Several other experiments must be performed to change the traditional 
method with the pump sampling. For the beginning we are planning to 
investigate the effect of different time of sampling for S1.  

 
 
CONCLUSIONS 
 

The study presents the results obtained by two experiments developed 
with the purpose to find a safer way to determine the contamination levels on 
museum entomology items comparative to the traditional method. 
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In order to reduce the possibility of damaging the museum items to 
be investigated, two experiments were performed. The difference between 
the two experiments was given by the sampling procedures which were: the 
classical procedure, consisting in cleaning the items with sterile gauze pad 
inserted before in distilled water, and the second, consisting in aspirating 
the items with the sampling pump. 

The experiments were performed on fresh and dried leaves 
contaminated with TPH and naphthalene. The classical sampling method was 
proved to be more efficient with the known disadvantage, the danger to destroy 
the items. Also, both sampling techniques were more efficient on dried samples. 

The final conclusion to be drawn from this study is that more 
experiments should be performed, including on real museum items to improve 
the pump sampling techniques or to find a correlation factor between the two 
sampling techniques so as to in the future, the classical method to be replaced. 

EXPERIMENTAL SECTION 

Materials, standards and reagents 

Sterile gauze pad acquired from a local drug store and 0.45 µm 
paper filters acquired from Sensidyne were used for sampling purposes. 

BAM-K009 Lubricating oil (type B) was acquired from LGC Standards, 
Germany. N-heptane Picograde® for residue analysis, n-decane and n-
tetracontane were acquired from LGC Standards, Germany. Florisil (60-100 
mesh) was acquired from Meck, Darmstadt, Germany. Crude oil was acquired 
from local market.  

PAH Calibration Mix in Acetonitrile was acquired from Supelco. 
Cyclohexane for HPLC (purity ≥99.9%), Acetonitrile Chromasolv gradient 
grade for HPLC (purity ≥99.9%) was acquired from Sigma – Aldrich. 
Naphthalene was acquired from local market. The ultra-pure water was 
obtained with a Milli-Q water purification system from Millipore. 

Extraction methods 

In order to extract the Total Petroleum Hydrocarbons (TPH), the 
paper filters and sterile gauze pads used for sampling were ultrasonically 
extracted in n-heptane then the extract was purified with Florisil, 60-100 
mesh. A volume of 1 µl aliquot of the final solution was injected in the gas 
chromatograph in splitless mode, using He as carrier gas. 

In order to extract the naphthalene, the paper filters and sterile gauze 
pads which were used for sampling were left for 24 hours in cyclohexane then 
the extract was purified with Florisil, 60-100 mesh. The remaining solution was 
dried using a rotary evaporator and then reconstituted with 1mL of Acetonitrile. 
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Analytical equipment 

The sampling was performed using a Gilian GilAir Plus by Sensidyne 
pump with a flow of 2 ml/min for 2 min.  

The TPH analysis was performed with a gas chromatograph (Agilent 
7890N) coupled with a flame ionization detector (FID) and equipped with 
automatic liquid sampler (HP Model 7673) using He as carrier gas and a 
HP-5 fused silica capillary column from J&W Scientific. 

The naphthalene analysis was performed with Perkin Elmer 200 
Series High Performance Liquid Chromatograph (HPLC) with FLD detector, 
using a ZORBAX Eclipse PAH 5μm, 4.6×150 mm chromatographic column 
from Agilent and a gradient mobile phase of Acetonitril and Water. 

Experimental procedure 

In order to reduce the possibility of damaging the museum items to 
be investigated, two experiments were performed. The difference between 
the two experiments was given by the sampling procedures which were: the 
classical procedure consisting in cleaning the items with sterile gauze pad 
inserted before in distilled water, and the second consisting in aspirating 
the items with the sampling pump. 

Experiment no. 1. 20 fresh leaves and 20 dried leaves contaminated 
on purpose with the same quantity of commercial crude oil were inserted in 
desiccators for 1 month. 10 fresh leaves and 10 dried leaves were easily 
cleaned with sterile gauze pad inserted before in distilled water and 10 fresh 
leaves and 10 dried leaves were aspirated with the sampling pump. The pump 
was preset to a flow of 2 ml/min. The sampling time (2 min) was given by the 
capacity of the operator to cover the entire leave. The samples were prepared 
further for TPH analysis and analyzed according to a previous developed 
method [12]. 

Experiment no. 2. 20 fresh leaves and 20 dried leaves were inserted in 
a controlled environment which was contaminated on purpose with 
commercial naphthalene were inserted in desiccators for 1 month. 10 fresh 
leaves and 10 dried leaves were easily cleaned with sterile gauze pad inserted 
before in distilled water and 10 fresh leaves and 10 dried leaves were 
aspirated on a filter with the sampling pump. The pump was preset to a flow of 
2 ml/min. The sampling time (2 min) was given by the capacity of the operator 
to cover the entire leave. The samples were prepared further for Naphthalene 
analysis. The sterile gauze pads and the filters were inserted in distillated 
water for 24 hours and then the waters were analyzed according to a previous 
developed method [13]. 
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RESIDUES CONTENTS IN GRAPES BY  

SBSE-TD-GC-ECD ANALYSIS 
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ABSTRACT. Stir bar sorptive extraction (SBSE)-thermal desorption (TD) 
procedure combined with gas chromatography electron capture detection (GC–
ECD) was applied to the determination of 20 organochlorine pesticides (OCPs) 
in six white Romanian grape varieties. Analyses were performed using stir bars 
coated with 1.0 mm polydimethylsiloxane. The method provided satisfactory 
analytical performance to monitor OCPs in grape matrices at the trace level. By 
using the standard addition methodology, good linearity (r2>0.99) was found for 
all cases, depending on the particular OCP and also good sensitivity was 
achieved for all the investigated OCPs in agreements with the European Union 
regulations for the maximum residue limits (MRLs) of pesticides in agricultural 
vegetables. The method has multiple advantages, such as: simplicity, almost 
solventless and requires low sample amount, in comparison with conventional 
methods of sample preparation to analyse pesticides in vegetable matrices. The 
obtained results showed that OCPs were detected in all the investigated grape 
samples, with total contents varied between 0.32 µg/kg and 3.48 µg/kg, the 
concentrations were much lower than their specific MRLs.  

Keywords: organochlorine pesticides, stir bar sorptive extraction, GC-ECD, 
grapes 

INTRODUCTION 

Pesticides are widely used in fruit and vegetables growing, because 
of their susceptibility to insect and diseases attacks. Most of organochlorine 
pesticides have been banned in many countries because their toxicity to 
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humans, but because of their considerable stability in the environment (as 
long as 30 years), their residues still appear as contaminants in food, as well 
as in the environment [1, 2]. 

Organochlorine pesticides (OCPs) are the most persistent organic 
contaminants in the environment, being classified as persistent organic 
pollutants (POPs) due to their ubiquity, persistence and bioaccumulation in the 
environment [3]. The high toxicity of OCPs poses significant threats to human 
health and biodiversity [4]. Recent reports identified an association between 
exposure to pesticides and different types of human cancer [5]. Many of the 
OCPs are known as endocrine disruptors, also they cause immune 
suppression and inhibit various enzymes. DDT has been reported to affect 
neurobehavioral functions and to be associated with premature births [6]. 

Agricultural soils are important reservoirs for OCPs due to their 
tremendous retention capabilities for these compounds and they can enter the 
food chain directly through absorption into vegetation [4]. Also, OCPs can be 
transferred from air and atmospheric particulates into the vegetables [7]. 
Therefore, residues of pesticide could affect the consumers especially when 
these commodities are freshly consumed [1]. 

Grape production is an important activity due to the high nutritional 
properties of grapes, being consumed both as fresh and as processed 
products [8]. The increase of fruit intake contributes to the prevention of 
chronic diseases, but could also significantly increase pesticide exposure 
and may thus be of health concern [9]. 

In order to measure the low concentrations of OCPs residues in fruit 
samples, highly selective, sensitive and accurate analytical methods are 
needed [8]. Sample preparation still remains a critical step, being complex, 
laborious and time-consuming, especially for the biological matrices. Initially, 
classical techniques of sample preparation, such as Soxhlet and (solid)liquid-
liquid extraction, that employed large amounts of toxic organic solvents and 
generate environmentally hazardous waste were used [10, 11]. In the last 
decades, various microextraction methods have been innovatively employed 
for effective concentration of OCPs in liquid samples, before instrumental 
analysis. These include, among others, single drop microextraction, dispersive 
liquid-liquid microextraction, solid-phase microextraction (SPME), stir bar 
sorptive extraction (SBSE) followed by thermal desorption [12]. These 
methods are more environmental friendly, in agreement with modern green 
chemistry and analytical principles [13]. In European Union, there are several 
standardized methods for pesticides residues determination in foods of plant 
origin by GC or LC-MS/MS, after extraction with organic solvents and clean-up 
with different techniques [14, 15, 16]. 

SBSE is a solventless sample preparation method for the extraction 
and enrichment of organic compounds from aqueous matrices using a thick 
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film of polydimethylsiloxane (PDMS). This technique is based on the same 
mechanisms of SPME, but SBSE enables a much higher capacity because 
of the larger amount of polymeric phase compared to SPME [17, 18]. 

For quantitative analysis, most determinations of OCPs have been 
developed using chromatographic techniques due to their high resolution 
capacity and the availability of selective detectors, such as gas chromatography 
(GC) with electron capture detector (ECD) because of the halogen atoms in their 
chemical structure [1, 19]. Also, the use of multi-residue methods capable of 
analysing large numbers of pesticides in one single run is efficient approach [8]. 

The purpose of this study was to determine the levels of 20 OCPs 
(α-, β-, γ-, δ-, ε-isomers of hexachlorocyclohexane, 1,1,1-trichloro-2,2-
bischlorophenylethane (DDT), 1,1-dichloro-2,2,-bischlorophenylethane (DDD), 
and dichlorodiphenylchloroethylene (DDE), each with their isomers 4,4′- 
and 2,4′-, also aldrin, dieldrin, heptachlor, heptachlor epoxide (isomer A), 
heptachlor epoxide (isomer B), alfa-endosulfan, beta-endosulfan, 
hexachlorobenzene (HCB) in six white grape varieties samples collected in a 
vineyard situated in the central part of Romania, using by SBSE, followed 
by thermal desorption (TD)-GC-ECD methodology. 

RESULTS AND DISCUSSION 

The method was validated by assessing linearity and precision. The 
accuracy of the method was calculated in terms of recoveries, using fresh 
grape samples (Sauvignon Blanc variety) fortified with standard pesticides 
mixture at 100 µg/kg. Limits of detection (LODs) and quantification (LOQs) 
were calculated as the concentration of OCPs in low level spiked matrix 
giving the response with a signal/noise ratio of 3 and 10, respectively. 

The linearity of OCPs calibration plot was investigated over a 
concentration range of 0.1–100 µg/kg. The calibration curves were generated 
by plotting the relative responses of analytes (peak area of analyte / peak area 
of IS) to the relative concentration of analytes (concentration of analyte / 
concentration of IS). The matrix-matched standards were used for all 
quantification purposes to avoid any ambiguity.  

The correlation coefficient (r2) for each pesticide was greater than 
0.99, indicating good linearity, as listed in Table 1. 

The recovery was evaluated by spiking pesticides standards in 
grape sample at level of 100 µg/kg. The non-spiked and spiked samples 
were analyzed by SBSE, followed by TD–GC–ECD. The recoveries were 
calculated by subtracting the results for the non-spiked samples from those 
for the spiked samples. These QC samples were quantified against the matrix 
spiked calibration curve. The recovery rate was replicated three times and the 
obtained data are presented in Table 1. 
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Table 1. Mean recoveries (%) and relative standard deviations (RSDs) of GC–ECD 
determination of 20 OCPs spiked (100 µg/kg) in grape samples 

 
OCPs Recovery

(% ± RSD) 
r2 

LOD
(µg/kg) 

LOQ 
(µg/kg) 

Hexachlorobenzene (HCB) 82.5 ± 4.6 0.9965 0.08 0.28 
α-HCH 86.2 ± 5.1 0.9918 0.37 1.36 
Pentachloronitrobenzene 88.4 ± 6.7 0.9930 0.08 0.25 
γ-HCH 80.5 ± 11.0 0.9884 0.10 0.36 
β-HCH 83.4 ± 4.9 0.9924 0.10 0.38 
Heptachlor 73.4 ±13.0 0.9901 0.08 0.28 
δ-HCH 61.1 ±20.9 0.9954 0.35 1.30 
ε-HCH 76.2 ± 15.7 0.9944 0.38 1.30 
Aldrin 71.8 ± 14.5 0.9953 0.04 0.15 
Heptachlor epoxide β 90.5 ± 9.2 0.9941 0.03 0.10 
Heptachlor epoxide α 86.2 ± 8.4 0.9912 0.05 0.18 
α-Endosulfan 93.6 ± 5.0 0.9944 0.43 1.50 
2,4'-DDE 51.7 ± 13.8 0.9884 0.20 0.66 
4,4'-DDE 60.1 ± 18.3 0.9946 0.08 0.30 
Dieldrin 98.5 ± 12.5 0.9977 0.08 0.26 
2,4'-DDD 72.9 ± 19.0 0.9928 0.05 0.18 
4,4'-DDD  79.0 ± 16.7 0.9945 0.08 0.28 
2,4'-DDT 70.8 ± 18.4 0.9964 0.90 3.10 
β-Endosulfan 89.1 ± 8.1 0.9948 0.48 1.60 
4,4'- DDT 67.9 ± 24.0 0.9980 0.85 2.81 

 
Figure 1 presents the SBSE-TD-GC-ECD chromatogram of OCPs in 

FA grape sample.  
 

 
 

Figure 1. SBSE-TD-GC-ECD chromatogram of OCPs in FA  
grape sample 
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The limits of quantification varied between 0.10 µg/kg g (heptachlor 
epoxide β) and 3.10 µg/kg (2,4'-DDT) and are in compliance with the 
European Union regulations for the maximum residue limits (MRLs) of 
OCPs in agricultural vegetables [20, 21]. 

The recovery rate for the 20 OCPs were within acceptable range 
[22], with values between 60.1% (4,4'-DDE) and 98.5% (dieldrin), except for 
2,4'-DDE with value of 51.7%. 

The obtained results shown in Table 1 indicated that the method 
SBSE-TD-GC-ECD applied for grape matrix gave satisfactory performance 
for multiresidue analysis of 20 OCPs. 

The SBSE-TD-GC-ECD method was used to determine the 
concentration of 20 OCPs in six white Romanian grape varieties samples 
and the obtained results are shown in Table 2. 

Table 2. Concentrations of OCPs in different grape varieties (µg/kg) 

OCPs RI MO SB FR FA CH 
Hexachloro 
benzene (HCB) 

1.33 1.05 <LOQ 0.61 0.42 0.60 

Pentachloronitro 
benzene 

<LOQ <LOQ <LOQ <LOQ <LOQ <LOQ 

α-HCH <LOQ <LOQ <LOQ <LOQ <LOQ <LOQ 
γ-HCH <LOQ <LOQ <LOQ <LOQ <LOQ <LOQ 
β-HCH 0.41 0.40 <LOQ <LOQ <LOQ 0.39
Heptachlor 0.52 <LOQ 0.32 <LOQ <LOQ <LOQ 
δ-HCH <LOQ <LOQ <LOQ <LOQ <LOQ <LOQ 
ε-HCH <LOQ <LOQ <LOQ <LOQ <LOQ <LOQ 
Aldrin <LOQ 0.19 <LOQ <LOQ <LOQ <LOQ 
Heptachlor  
epoxide β 

<LOQ <LOQ <LOQ <LOQ <LOQ <LOQ 

Heptachlor  
epoxide α 

<LOQ <LOQ <LOQ <LOQ <LOQ <LOQ 

α-Endosulfan <LOQ <LOQ <LOQ <LOQ <LOQ <LOQ 
2,4'-DDE <LOQ <LOQ <LOQ <LOQ <LOQ <LOQ 
4,4'-DDE <LOQ <LOQ <LOQ <LOQ <LOQ <LOQ 
Dieldrin 0.35 <LOQ <LOQ <LOQ <LOQ <LOQ
2,4'-DDD <LOQ <LOQ <LOQ <LOQ <LOQ <LOQ 
4,4'-DDD <LOQ <LOQ <LOQ <LOQ <LOQ <LOQ 
2,4'-DDT <LOQ <LOQ <LOQ <LOQ <LOQ <LOQ 
β-Endosulfan <LOQ <LOQ <LOQ <LOQ <LOQ <LOQ 
4,4'-DDT <LOQ <LOQ <LOQ 2.87 <LOQ <LOQ 

Low amounts of OCPs were detected in all grape samples, the total 
concentrations ranged between 0.32 µg/kg (SB) and 3.48 µg/kg (FR). In the 
latter, the highest contribution was given by 4,4'-DDT, with 2.87 µg/kg. The 
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compound that occurs most often was HCB and ranged between 0.42 
µg/kg (FA) and 1.33 µg/kg (RI). Among the HCH isomers, only β-HCH was 
recorded in 3 of the investigated samples: RI (0.41 µg/kg), MO (0.40 µg/kg) 
and CH (0.39 µg/kg). Heptachlor was detected in 2 samples: RI (0.52 µg/kg) 
and SB (0.32 µg/kg). Aldrin and dieldrin were determined in 2 samples: MO 
(0.19 µg/kg) and RI (0.35 µg/kg).  

For some of the investigated OCPs in grapes, the European legislation 
[21] set the MRLs presented in Table 3. All the obtained concentrations of 
OCPs in the present study were much lower than their corresponding MRL.  

 
Table 3. Maximum residue limits for OCPs in grapes, in mg/kg 

 

OCP 
MRL 

(mg/kg) 
Aldrin and dieldrin (expressed as dieldrin) 0.01 
DDT (sum of 4,4'-DDT, 2,4'-DDT, 4,4'-DDE, 4,4'-DDD), expressed
as DDT 

0.05 

Endosulfan (sum of α-, β-endosulfan and endosulfan sulfate) 0.05 
Heptachlor (sum of heptachlor and heptachlor epoxide), expressed
as heptachlor 

0.01 

Hexachlorobenzene 0.01 
γ-HCH 0.01 
Sum of HCH isomers, except γ-HCH 0.01 

 
CONCLUSIONS 
 

The determination of 20 OCPs concentrations in grape samples 
using SBSE followed by TD-GC-ECD was investigated. The results showed 
that OCPs were detected in all the investigated grape samples, with total 
contents varied between 0.32 µg/kg (SB) and 3.48 µg/kg (FR). The method 
produced satisfactory results for linearity, recovery and limits of detection, 
situated well below the MRLs for all determined pesticides, in compliance 
with the EU directives [21, 22]. Also, the method has many advantages 
comparing to classical methods, such as a small sample amount, simplicity, 
low cost and almost solventless.  
 
EXPERIMENTAL SECTION 

 
Samples 

Samples were collected in autumn 2015, in a vineyard situated in 
the central part of Romania and comprises of six white grape varieties: 
Feteasca Regala (FR), Feteasca Alba (FA), Riesling Italian (RI), Sauvignon 
Blanc (SB), Muscat Ottonel (MO), and Chardonnay (CH). 
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The sample size was at least one kg of fresh product. The portion of 
raw agricultural commodity prepared as the analytical sample for determination 
of pesticide residues was carried out according to the Codex Alimentarius, 
Volume 2A, Part 1-2000. A representative portion of the analytical sample 
was subjected to the further analysis [1]. 

Reagents and materials 

The solvent methanol was gas chromatography grade of quality 
(LGC Standards, Germany).  

Standard solution (Mix Standard solution for EN ISO 6468 CERTAN, 
NE7550) for organochlorine pesticides, polychlorinated biphenyls and 
chlorobenzenes was purchased from LGC Standards GmbH, Germany and 
contained 36 compounds at 10 µg/mL each analyte: α-, β-, γ-, δ-, ε-isomers of 
hexachlorocyclohexane (expressed as HCHs), 4,4′-DDE, 2,4′-DDE, 4,4′-TDE, 
2,4′-TDE, 2,4′-DDT and 4,4′-DDT (expressed as DDTs), aldrin, dieldrin, 
heptachlor, heptachlor epoxide (isomer A), heptachlor epoxide (isomer B), α-
endosulfan, β-endosulfan, hexachlorobenzene (HCB) (and also other 16 
compounds which were not determined in this study. Internal standard, 1-
bromo-2-nitrobenzene was also acquisitioned from LGC Standards GmbH, 
Germany was used in concentration of 100 µg/kg. An intermediate standard 
mixture of 1 µg/mL was prepared by diluting the stock standard solution, from 
which the working calibration standards were prepared by appropriate serial 
dilution with methanol. For quantification, a series of six matrix matched 
standards (0.1, 0.5, 1.0, 10, 20, 50, 100 µg/kg sample) were freshly prepared 
by the addition of the appropriate working pesticide standard solutions to the 
grape sample berries, before homogenization and ultrasonication, which were 
subjected to SBSE extractions, then to TD-GC-ECD analysis, using the 
procedure described in Section “Sample preparation”. Before preparation of 
the matrix matched standards, the grapes were analyzed in order to determine 
the concentrations of the targeted pesticide residues. 

For SBSE extractions, SBSE stir bars (Twister, Gerstel, Müllheim an 
der Ruhr, Germany), 10 mm long, coated with a 1.0 mm polydimethylsiloxane 
(PDMS) layer were used. Prior to use, the stir bars were conditioned for 4 h 
at 300 °C in a flow of helium. 

For the extraction, 20 mL headspace vials from Agilent Technologies 
(Palo Alto, CA, USA) were used.  

 
Instrumentation and operating conditions 

A thermo-desorption unit (TDU) (Gerstel) was installed on top of an 
Agilent Technologies 7890A gas chromatograph (GC) with electron-capture 
detector (µ-ECD) equipped with a programmed temperature vaporization 
(PTV) injector (Gerstel). 
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Splitless thermal desorption was performed by programming the 
TDU from 40 to 280 °C (5 min) at a rate of 60 °C/min. The analytes were cryo-
focused in the PTV at -150 °C with liquid nitrogen prior to injection. An empty 
baffled liner was used in the PTV injector. For splitless injection, the PTV was 
ramped from -150 to 280 °C (2 min) at a rate of 600 °C /min. The used 
capillary column was a 30 m × 0.32 mm I.D. × 0.25 μm film thickness, coated 
with cross-linked 5% phenyl methyl polysiloxane was used (HP-5, Agilent 
J&W). The injection port temperature was 280 °C and the detector temperature 
was 300 °C. The column temperature program consisted of 4 stages: from 
80°C to 196°C (rate 4°C/min, 2 min), from 196°C to 224°C (rate 4°C/min, 2 
min), from 224°C to 240°C (rate 4°C/min, 2 min) and from 240°C to 275°C 
(rate 4°C/min, 2 min). High purity Helium was used as carrier gas. Blank runs 
of the stir bar were carried out before and after each analysis to verify the 
absence of any carry-over effect. 

Ultrapure water (18.2 MΩ cm) was prepared by a Direct Q UV 3 
Millipore system (Bedford, MA, USA). 

The following instruments were used for homogenization, an Ultra-
Turrax (Ika, Germany) mixer, for ultrasonication, an ultrasonic bath (Sonorex, 
Bandelin, Germany) and for centrifugation, a Universal 320 centrifuge (Hettich, 
Germany). 

Sample preparation 

The used method was previously described by Sandra et al. [17], with 
small modifications. Briefly, to the accurately weighted fruit samples 
(approximately 15 g), 30 mL methanol was added, then the mixture was 
homogenized and ultrasonicated for 15 min. A fraction (10 mL) was centrifuged 
(5 min at 5000 rpm) and then 1 mL of the supernatant methanol phase was 
extracted using a SBSE stir bar in a 20 mL headspace vial, after addition of 10 
mL of ultrapure water, for 180 min with a stirring rate of 1000 rpm and at room 
temperature. After extraction, the stir bar was introduced in the liner of the 
thermal desorption system (TDU), followed by the GC-ECD analysis. 

All assays, following the entire procedure, SBSE-TD-GC-ECD were 
performed in triplicate and blank assays were also performed using the 
same procedure and grape samples without spiking.  
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INFLUENCE OF TABLET FORMULATION ON IN VITRO  
RELEASE OF MAGNESIUM 
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DORINA SIMEDRUb, OANA CADARb,* 

ABSTRACT. The transfer of active substances of pharmaceutical forms is 
influenced by several factors, among which the nature of the excipients 
used in compression. The objective of this study was to investigate the 
influence of cellulose and its derivatives (hydroxypropylcellulose, 
hydroxylpropylmethylcellulose, carboxymethylcellulose) on the release profile 
of magnesium from marketed tablets (T1-T4). In vitro release experiments 
were carried out using a dissolution apparatus, in ultrapure water and 
simulated intestinal fluid (pH=6.8). In selected formulations, the amount of 
magnesium released was determined using inductively coupled plasma optical 
emission spectrometry (ICP-OES). The magnesium dissolution profiles 
demonstrated complete dissolution for T1, even just after 5 min. Magnesium 
release rate decreased with the increase in cellulose and/or its derivatives 
proportion: T1T3T2T4. An agitation speed of 50 rpm showed a more 
satisfactory magnesium release profile than 100 rpm. 

Keywords: magnesium release, in vitro, pH, matrix tablet 

INTRODUCTION 

Magnesium is a macroelement mineral, the fourth most abundant 
cation in the human body and the second most abundant intracellular 
cation, after potassium [1, 2]. It takes part, as a cofactor, in more than 300 

a University of Oradea, Faculty of Medicine and Pharmacy, 29 Nicolae Jiga Street, RO-410028, 
Oradea, Romania 

b Research Institute for Analytical Instrumentation, 67 Donath Street, RO-400293, Cluj-Napoca, 
Romania 

* Corresponding author: oana.cadar@icia.ro



C. MOISA, M.-A. HOAGHIA, D. SIMEDRU, O. CADAR 

442 

enzymatic reactions included in the spectrum of the metabolic activity [3, 4]. 
Magnesium is essential both for the absorption and metabolism of calcium 
and vitamin D, and the calcium transport. Magnesium is important for 
muscle contraction by acting as a calcium antagonist, cellular proliferation, 
apoptosis, immune response, etc. Magnesium deficiency mobilizes calcium 
from bones, leading to abnormal calcifications in arteries and kidneys [5-7]. 

A low level of magnesium in the body is associated with significant 
cardiovascular conditions, including hypertension, heart rhythm disorders 
(arrhythmias), coronary artery disease (angina pectoris, myocardial infarction), 
hypercholesterolemia, hypertriglyceridemia, congestive heart failure and 
aggravation of pulmonary diseases [8]. Accidentally or not, the increasing 
incidence of cardiovascular disease in recent years corresponds to an 
increasingly lower magnesium intake [9-12]. Magnesium deficiency is 
associated with high levels of total cholesterol and triglyceride and low level of 
HDL cholesterol, respectively. In terms of insufficient dietary intake, 
administration of pharmaceutical forms of magnesium is increasingly used [9]. 

More than 90 % of drugs are orally administered. Solubility is one of 
the significant parameters to attain desired concentration of a drug in systemic 
circulation for pharmacological response to be shown [13]. Therapeutic 
effectiveness of a drug is directly related to the absorption and bioavailability of 
the drug after oral administration [14]. In the gastro intestinal tract, most 
absorption of oral drugs occurs in the small intestine due to its large surface area 
and high blood perfusion rate [15]. It is desirable that the oral tablet displays 
minimal drug release in the stomach and the small intestine (duodenum) and 
starts drug release in the tracts of the lower small intestine and colon. 

The successful treatment of hypomagnesaemia depends on both the 
type of magnesium administered and the duration of the therapy. Magnesium 
efficient formulas are those in which magnesium is organically bound (acetate, 
bicitrate, methionate, ascorbate, gluconate, propionate or orotate). Magnesium 
mineral salts (chloride, sulphate) can’t be absorbed, often having a laxative 
effect and thus reducing the therapeutic efficacy [16, 17]. In vitro dissolution 
study is an important aspect in the evaluation of the best formulation and 
also for understanding the possible risks like dose dumping, chemical 
contamination and drug interactions with food or other drugs [18-20]. 

The rate of drug release is dependent on various factors such as the 
material matrix (composition, structure, swelling, degradation), the release 
medium (pH, temperature, ionic strength, enzymes) and the drug composition 
(solubility, stability, interaction with matrix) [21]. Cellulose and cellulose 
derivatives are commonly used in the formulation of dosage forms and 
healthcare products. Polymer content, molecular weight, concentration, degree 
of substitution and particle size have been shown to have an important effect 
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on drug release. However, the most significant factors that affect the drug 
release rate from cellulose matrices are the polymer concentration and 
drug/polymer ratio [22]. 

The aim of this study was to evaluate the magnesium release from 
marketed tablets containing cellulose and/or its derivatives, in two dissolution 
media: ultrapure water (UW) and simulated intestinal fluid (SIF, phosphate 
buffer, pH 6.8, enzyme free) at different time intervals. 
 
 
RESULTS AND DISCUSSIONS 
 

Magnesium supplements come in a variety of salts (e.g. citrate, 
oxide, gluconate, acetate, orotate) [23], however their bioavailability differs. 
Some studies reported the use of organic over inorganic forms: investigations 
of magnesium orotate, citrate and gluconate which demonstrated high 
solubility and bioavailability [24-26]. 

In vitro dissolution studies are important quality and stability tools for 
predicting in vivo performance. In this study, four marketed tablet brands 
containing the same active ingredient and different excipients, were studied 
for their in vitro magnesium dissolution behaviour in ultrapure water and 
simulated intestinal fluid (pH=6.8) for 5, 10, 30, 60 and 120 min time period, 
using USP reference dissolution apparatus. The content of cellulose and/or 
its derivatives in studied tablets was increasing in the following order: 
T1T3T2T4. The magnesium release from the active ingredient itself was 
completely after 5 min. The obtained results for marketed tablets (T1-T4) are 
shown in Figures 1-4. The magnesium dissolution profiles demonstrated 
complete dissolution for T1, even just after 5 min.  

 

(a) (b)

Figure 1. Release profile of magnesium from tablets of different excipients in UW, 50 rpm: 
a) T1, T2 and b) T3, T4.
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(a) (b)

Figure 2. Release profile of magnesium from tablets of different excipients in SIF, 50 rpm: 
a) T1, T2 and b) T3, T4.

(a) (b)

Figure 3. Release profile of magnesium from tablets of different excipients in UW, 100 rpm: 
a) T1, T2 and b) T3, T4.

(a) (b)

Figure 4. Release profile of magnesium from tablets of different excipients in SIF, 100 rpm: 
a) T1, T2 and b) T3, T4.

In vitro magnesium release behavior of investigated tablets was not 
affected by pH and dissolution media composition. The presence of cellulose 
derivatives in the composition of the tablets leaded to a delay in the release of 
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the magnesium from the tablet both in ultrapure water and simulated intestinal 
medium (phosphate buffer solution, pH 6.8). The tablet T1, containing no 
cellulose and/or its derivatives, exhibited better dissolution profile than tablets 
formulated with cellulose and/or its derivatives (T2-T4). 

In the presence of water, the cellulose derivatives modify their 
properties, their main property being swelling, which leads to the formation 
of a gel that prevents the release of magnesium. The obtained results 
indicate that cellulose and/or its derivatives could retard the magnesium 
release in both simulated intestinal fluid and ultrapure water, but at different 
levels. Results revealed a significant difference in magnesium release 
behavior between the tablets with lactose and those with cellulose and its 
derivatives. A very rapid release of magnesium from lactose tablets was 
found (5 min) in both UW and SIF, whereas tablets containing cellulose 
and/or its derivatives showed the retardation of magnesium release. This 
was due to the high water solubility of lactose; therefore, water easily 
penetrates into tablets and magnesium ions are rapidly released. Cellulose 
and its derivatives are less soluble in water than lactose; consequently, the 
water penetration into the tablet matrix is more difficult. This leads to the 
delay of magnesium release. The amount of cellulose derivatives in the 
composition of the tablets influences the magnesium’s time release from 
the tablet. Therefore, in tablets containing low quantity of cellulose 
derivatives, the magnesium dissolves faster in the dissolution medium 
compared to tablets containing cellulose derivatives. Similar results were 
obtained by Enayatifard [27], which showed that the release rate decreased 
as the concentration of hydroxypropylmethylcellulose increased. 

The immediate-release tablets (T1) are entirely available immediately 
for absorption following oral ingestion, providing a faster therapeutic effect. In 
contrast, the market tablets (T2-T4), with slower magnesium release, are 
appropriate for maintenance treatment. 

Mild agitation conditions should be maintained during dissolution 
experiments to allow maximum discriminatory power. Generally, the dissolution 
apparatus tends to become less discriminating when operates at faster 
speeds, resulting in a flatter drug release profile [28]. For our study, it can be 
concluded that the magnesium release profile at 50 rpm detected small 
changes in tablet composition (Figure 1 and 2), while, at 100 rpm, dissolution 
proceeded to quickly (Figure 3 and 4). Therefore, the satisfactory magnesium 
release profile was observed at 50 rpm. This result was in agreement with 
the finding of Soni et al. [29]. 

The pH of the dissolution medium was measured before and after the 
dissolution test (Figure 5 and 6). The pH slowly changes during the dissolution 
test due to the solubility of the drug substance or the excipients [30]. 
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(a) (b)

Figure 5. Changes in pH after immersion of different tablet brands in UW, 50 rpm: 
a) T1, T2 and b) T3, T4.

(a) (b)

Figure 6. Changes in pH after immersion of different tablet brands in SIF, 50 rpm: 
a) T1, T2 and b) T3, T4.

CONCLUSIONS 

In this study, in vitro magnesium dissolution behaviour from the same 
drug, belonging to different brands, in ultrapure water and simulated 
intestinal medium was tested at periodic time intervals. The magnesium 
release in buffer solution and ultrapure water was independent of the pH and 
dissolution media composition. Furthermore, it was shown that higher 
amount of cellulose and/or its derivatives in formulations caused a decrease 
in magnesium release rates. Increase in agitation speed from 50 to 100 rpm 
increased “in vitro” magnesium release rate from tablets. pH of the 
dissolution medium changes as the dissolution of active ingredient and drug 
components occurs. 
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EXPERIMENTAL SECTION 

Materials 

To perform the study, both magnesium and magnesium/calcium 
tablets of four different manufacturers, with a range of nine commonly used 
excipients in pharmaceutical formulations: microcrystalline cellulose, 
hydroxypropyl-methylcellulose, carboxymethylcellulose, hydroxypropyl-
methylcellulose, lactose monohydrate, magnesium stearate, gelatin, 
titanium dioxide and talcum were used. Five blister packs were purchased 
from a local pharmacy shop. The market tablets belong to four different 
brands. The labelled shelf life of all tablets was 2-4 years after production date 
and was taken for evaluation before one year of the labelled expiry date. After 
purchasing, the tablets were coded separated as pair of magnesium and 
magnesium/calcium: T1 and T2 for magnesium tablets and T3 and T4 for 
magnesium/calcium tablets (Table 1). The total cellulose (derivatives) content 
of the tablet weight was: T1 (0%)  T3 (10%)  T2 (25%)  T4 (35%). All 
reagents were of analytical grade, purchased from Merck (Germany) and 
used without further purification. 

Table 1. Details of magnesium and calcium/magnesium market tablet formulations. 

Crt. 
No. 

Formulation code Type Cellulose and its derivatives 

1 R (reference/active ingredient) Mg - 
2 T1 Mg -
3 T2 Mg Microcrystalline Cellulose

Hydroxypropylcellulose 
Hydroxypropylmethylcellulose 
Carboxymethylcellulose 

4 T3 Ca/Mg Microcrystalline Cellulose
Hydroxypropylmethylcellulose 

5 T4 Ca/Mg Hydroxypropylmethylcellulose

Magnesium ion release study 

The dissolution tests were carried out to determine magnesium 
release pattern in a dissolution apparatus (Electrolab, TDT-08L Plus) following 
the USP paddle method, at 37 ± 0.5º C, 50 and 100 rpm rotation speed. The 
experiments were performed in 900 ml dissolution media: (i) ultrapure water 
(pH=6.998) and (ii) simulated intestinal fluid (pH 6.8, buffer solution containing 
K2HPO4-NaOH), respectively, during a specific period of time (5, 10, 30, 60 
and 120 min). The amount of magnesium was equivalent to 200 mg. Also, the 
magnesium release from the active substance was studied. A 5 ml sample 
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was collected at predetermined time point, filtered through a 0.45 µm pore 
size filter and analyzed for magnesium content using inductively coupled 
plasma optical emission spectrometer (ICP-OES) Optima 5300 DV (Perkin 
Elmer, USA). The limit of detection (LOD=0.01 mg/L) was calculated on the 
basis of the equation LOD=3sb/m, where sb was the standard deviation of 
10 successive measurements of blank and m was the slope of calibration 
curve [7]. The possible interference with phosphorous, potassium and 
sodium related interference were not observed at the magnesium emission 
line (285 nm). The pH was measured with a 350i multiparameter (WTW, 
Weilheim, Germany). Each experiment was repeated in triplicate. All dilutions 
were prepared using deionized water (18.2 MΩ/cm) obtained from a Millipore 
Direct-Q3 UV Ultrapure water system (Millipore, Molsheim, France). All PTFE 
and glass vessels were soaked in 10% (v/v) HNO3 overnight and rinsed 
with Milli-Q water prior to use. 
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ABSTRACT. High concentrations of nitrogen compounds in drinking water 
may cause negative health effects. The aim of the present study was to 
assess the content of nitrogen compounds namely, nitrates, nitrites and 
ammonium in drinking waters from Medias region (Medias, Copsa Mica 
towns and Tarnava village) and to investigate the health risk associated 
with the consumption of drinking water contaminated with these 
compounds. The health risk was calculated using chronic daily intake, 
hazard quotient and total hazard quotient. High concentrations of nitrite, 
nitrate and ammonium were found, at least one of the nitrogen compounds 
exceeding the maximum allowable concentrations (0.5 mg/L NO2

-, 0.5 mg/L 
NH4

+, 50 mg/L NO3
-) in about half of the analysed samples. Generally, the 

chronic daily intake values were lower for nitrite and ammonium than for 
nitrate. The hazard quotients for nitrate were higher than the critical unity 
value, indicating that the consumption of contaminated waters from 
Tarnava village and Medias town may cause potential non-carcinogenic 
risk. Moreover, for the same samples, the total hazard quotients were 
higher than the critical unity value, suggesting that potential adverse health 
effects may appear after the consumption of drinking water.  

Keywords: drinking water source, nitrite, nitrate, ammonium, chronic daily 
intake, hazard quotient, total hazard quotient 
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INTRODUCTION 
 

Ensuring access to adequate supply of safe drinking water is a 
major challenge all around the world. Groundwater is an important drinking 
water source, thus its quality protection is mandatory.  

The presence of undesirable contaminants, such as nitrate (NO3
-), 

nitrite (NO2
-) or ammonium (NH4

+) may decrease the drinking waters quality 
by the unpleasant odour and taste and possible adverse health effects. The 
main exposure pathway to nitrogen compounds is the ingestion of water or 
foodstuffs that contain high levels of nitrates, nitrites and ammonium [1-5]. In 
the human body, NH4

+ is oxidised to NO3
-, while NO3

- under the action of 
specific enzymes is converted into NO2

- that further reduces into N-nitroso 
compounds (nitrosamides, nitrosamines), with potential carcinogenic effects. 
Furthermore, the gastro intestinal tract and saliva are favourable environments 
for the conversion of nitrogenous compounds into NO2

- and NO3
- [6, 7, 8]. The 

NO2
- reacts with the haemoglobin which is converted into methemoglobin, 

which stopes carrying oxygen to all cell tissues [5, 9-10]. The most common 
effects that appear in case of bottled-fed infants are “blue-baby syndrome” 
or methemoglobinemia and developmental toxicity, which represent the 
main health concern regarding the NO2

- and NH4
+ concentrations [2, 6, 7, 

11]. Moreover the high concentrations of NO3
- in the drinking water may 

increase the risk for bladder cancer [12].  
Although the occurrence of NO3

-, NO2
- and NH4

+ is part of the nitrogen 
cycle, the highest concentrations are generated by the anthropogenic 
activities. The agriculture (livestock, use of fertilizers) and the inadequate 
sewage management in industrial and household activities are considered the 
most important diffuse or non-point sources of NO3

-, NO2
- and NH4

+ 
contamination [1-4, 8]. The main natural source of nitrogen compounds is the 
anaerobic organic material decomposition [8, 9, 13]. Several studies showed 
that the key source of high NO3

-, NO2
- and NH4

+ levels in drinking-water are 
the sewage effluents runoff from household and agricultural activities [2, 13-
16]. In Romania, high concentrations of NO3

- and NO2
- in drinking waters, 

which exceed the corresponding maximum allowable concentrations (MACs) 
were also reported [16-19]. Studies showed possible connection between the 
high concentrations of nitrogen compounds and the location of the well 
waters close to domestic and agricultural sources [19]. 

To prevent these health threats, European legislation and World 
Health Organization guidelines set maximum allowable concentrations for 
the NO2

- (0.5 mg/L), NH4
+ (0.5 mg/L) and NO3

- (50 mg/L) in drinking water 
[2, 20-22]. The health risks associated with contaminated drinking water 
consumption can be assessed using mathematical indices, such as chronic 
daily intake (CDI), hazard quotient (HQ) and total hazard quotient (THQ).  
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The aim of the current study was to assess the NO3
-, NO2

- and NH4
+ 

levels in the drinking waters from Tarnava village, Copsa Mica and Medias 
towns. Furthermore, the obtained data was used to assess the health risk 
associated with the consumption of water contaminated with NO3

-, NO2
- 

and NH4
+. As the reference doses were established only for nitrate and 

nitrite, these two parameters were used to calculate the HQ and the THQ. 
 
RESULTS AND DISCUSSION 
 

The results show high concentrations of NO3
-, NO2

-
 and NH4

+ in the 
studied well and spring waters (figure 1).  

The NO3
- concentrations in well water samples from Tarnava village 

(W6, W7) and Medias town (W1, W4, W 5) exceeded almost three times 
the MAC (50 mg/L), while the NO2

- concentrations exceeded the MAC (0.5 
mg/L) in water samples collected from all studied localities (W1, W6-W9, S) 
[16-18]. The measured NO3

- concentration in spring sample S were lower 
than the MAC, while the NO2

- concentration exceeded four times the MAC 
and the NH4

+ level is slightly exceeded [16-18]. Samples W7, W8 and W9 
presented the highest NH4

+ concentrations, exceeding the MAC [16-18]. 
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Figure 1. Concentrations of NO2
-, NO3

-and NH4
+, in drinking waters  
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The HQ and CDI approaches were used to assess the non-
carcinogenic risks, specifically for methemoglobinemia, associated with the 
ingestion of NH4

+, NO3
- and NO2

- from drinking water sources. The THQ was 
used to summarize the total amount of chemicals ingested by drinking 
water. The HQ and THQ indices were applied only for NO3

- and NO2
-, since 

reference doses were established, by the IRIS (Integrated Risk Information 
System), U.S. E.P.A. (United States Environmental Protection Agency) for 
NO2

- and NO3
-, but not for NH4

+. 
Results indicate high values for the HQ for NO3

-, exceeding the 
critical unity value in Tarnava village (W7) and Medias town (W1, W4, W5), 
which suggest potential non-carcinogenic effects for consumers [23, 24]. 
Rest of the studied well waters (W2, W3, W6, W8, W9) and spring (S) have 
HQ values below 1.00. The HQ results calculated for the NO3

- concentrations 
range from 0.102 to 2.692 (Figure 2). Drinking water sources presented 
high NO2

- levels, but low values for the HQ. The highest value were 
obtained for the spring sample (S) and the lowest value for W4 (Table 1). 
Possible sources that can contribute to the high concentrations NO2

- and 
NO3

- are the agricultural and the domestic activities.  
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Table 1. The CDI, HQ and THQ for the drinking waters 
 

 W1 W2 W3 W4 W5 
CDI 

mg/kg/day
HQ 

 
CDI 

mg/kg/day 
HQ 

 
CDI 

mg/kg/day
HQ 

 
CDI 

mg/kg/day 
HQ 

 
CDI 

mg/kg/day 
HQ 

 
NO2

- 0.029 0.292 0.013 0.129 0.012 0.120 0.003 0.034 0.011 0.114 
NO3

- 3.378 2.112 0.797 0.498 0.701 0.438 2.101 1.313 2.270 1.419 
NH4

+ 0.011  0.007  0.006  0.002  0.004  
THQ 2.404 0.628 0.558 1.347 1.533 

 S W6 W7 W8 W9 
CDI 

mg/kg/day
HQ 

 
CDI 

mg/kg/day
HQ 

 
CDI 

mg/kg/day
HQ 

 
CDI 

mg/kg/day
HQ 

 
CDI 

mg/kg/day 
HQ 

 
NO2

- 0.064 0.643 0.048 0.477 0.030 0.302 0.055 0.551 0.047 0.474 
NO3

- 0.606 0.379 4.308 2.692 4.308 2.692 0.585 0.365 0.163 0.102 
NH4

+ 0.020  0.002  0.026  0.023  0.029  
THQ 1.022 3.169 2.994 0.916 0.576 

 
The CDI for NO3

- and NO2
- showed low values for samples from Copsa 

Mica and Medias towns (Figure 3) and high values for water samples collected 
from Tarnava village. The CDI ranged between 0.003 and 0.064 mg/kg/day 

for NO2
- and 0.163 and 4.308 mg/kg/day for NO3

- with a mean of 0.031 
mg/kg/day and 1.922 mg/kg/day, respectively.  
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Figure 3. The chronic daily intake for NO3
-, NO2

- and NH4
+ in drinking waters 
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The CDI calculated for the samples from Tarnava village (W6, W7) 
and Medias town (W1, W4, W5) exceeds 1.00. Obtained CDI values for NH4

+ 
ranged from 0.002 to 0.029 mg/kg/day, with a mean of 0.013 mg/kg/day. The 
lowest values were obtained for W4 and W6, while the highest for W9. 
According to Buss et al. (2014), NH4

+ is typically present in the wastewater 
discharges and landfill leachates, which could represent a possible NH4

+ 

source for well waters [25]. Low CDI values for NO2
- and NO3

- (< 0.2 
mg/kg/day) and HQ values for NO2

- and NO3
- (< 0.2) were found in river water 

samples used as drinking water sources in Poland [25]. Respective values 
give no cause for concern regarding the non-carcinogenic risk at NO3

- and 
NO2

- [26]. 
The THQ values were higher than 1.00 for the spring sample S and for 

the well waters from Tarnava village (W6, W7) and Medias (W1, W4, W5). In 
the case of well waters from Copsa Mica (W8, W9) and from Medias town 
(W2, W3) the THQ values were lower than 1.00 (Table 1). 

CONCLUSIONS 

The studied well water samples from Tarnava village are 
contaminated with NO3

-, NO2
- and NH4

+. The HQ for NO3
- indicated values 

above the critical unity value in case of one water sample, while the HQ for 
NO2

- were below the critical unity value. Obtained THQ values for the two 
well water samples from Tarnava village were 3.169 and 2.994. Chronic 
daily intake of NO2

- and NH4
+ were below 0.100 mg/kg/day, while the CDI of 

NO3
- was 4.308 mg/kg/day.  

Well water and spring samples from Medias town are characterized 
by low NO2

- and NH4
+ concentrations, except one sample, which exceeds 

the MAC. Three water samples exceeded the MAC for NO3
-. Three waters 

from Medias town showed possible non-charcinogenic risk, according to the 
HQ values, which give a cause of concern. While HQ calculated for NO3

-

showed values below 1.00. Results for the THQ ranged between 0.558 and 
2.404. The obtained values for the CDI of NO2

- ranged between 0.003 and 
0.029 mg/kg/day, the calculated values for the CDI of NO3

- ranged from 
0.606 to 3.378 mg/kg/day, while the CDI of NH4

+ ranged from 0.002 to 
0.011 mg/kg/day.  

The NO3
- concentrations measured for well water samples collected 

from Copsa Mica town are lower than MAC. While the NO2
- and the NH4

+ 
exceeded the MACs. The HQ for NO2

- and NO3
- were lower as the critical unity 

value, indicating that the water samples present no potential non-carcinogenic 
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risks. The THQ results were below 1.00, suggesting that potential adverse 
health effects may not appear after the consumption of waters from the studied 
water sources. Chronic daily intake for NO2

- and NO3
- were below 0.200 

mg/kg/day, while for NH4
+ below 0.100. The domestic and agricultural 

activities were taken into consideration as possible sources for the high 
nitrogen compounds concentrations. Under these circumstances it is 
recommended a filtration process for the drinking water before consumption 
and if it is possible a disinfection of the well waters, for the consumer which 
have no alternative drinking water sources.  
 
 
EXPERIMENTAL SECTION 
 

Study area, sampling and chemical analysis 

The study region is part of Transylvania, localized in central Romania 
(Figure 4). This part of the country is characterized by an average annual 
temperature of 8.6 °C and an annual precipitation range of 700 mm [24]. 
Population from rural and small urban areas in the study area (Tarnava 
village, Copsa Mica and Medias towns) practice agricultural activities as 
livestock growing and crop cultivation. Private well waters and public 
natural springs are used as drinking water sources [17, 18]. 

One spring sample (S1) from Medias, two well water samples (W1, 
W2) from Tarnava village and two well water samples (W3, W4) from Copsa 
Mica were collected [17, 18]. The drinking water samples were collected during 
summer of 2015, one from each sampling point (Figure 4) in polyethylene 
bottles and kept at 4 °C in a refrigerator until the chemical analysis. Water 
samples were filtered using cellulose acetate membrane filters with pore-size 
of 0.45 m [17, 18]. The NO2

-, NO3
- and NH4

+ concentrations were measured 
by ion-liquid chromatography, according to ISO 10304-1:2007, using the 761 
Compact IC (Methrom, Herisau, Switzerland) and the NH4

+
 as indophenol blue 

complex, according to SR ISO 7150-1:2001 by spectrophotometer Lambda 
25, (Perkin-Elmer, Beaconsfield, UK).  

The accuracy of NO2
-, NO3

- and NH4
+ determinations was tested by 

analysing Nitrite standard solution (40 mg/L), Nitrate standard solution 
(15.0 mg/L), and Ammonium standard solution (1.0 mg/L) purchased from 
Merck. The found results were in good agreement with the certified values 
for all parameters. The recovery expressed as relative standard deviation 
degree ranged between 89 % and 100 %. 
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Figure 4. Study area and the location of the sampling points 

Human health risk assessment 

In order to estimate health risk associated with NO2
- and NO3

- in 
drinking water, the CDI was calculated using the following equation [27]: 

BW
DICCDI              (1) 

Where C represents the NO3
- and NO2

- concentrations in drinking 
water (mg/L), DI is the daily intake rate (2 l/day) and BW represents the 
body weight (72 kg) [27]. 

The hazard quotient (HQ) estimates the non-carcinogenic risk 
posed by NO3

- and NO2
- in drinking water, and was calculated using the 

following equation [27]: 

RfD
CDIHQ  (2) 

The RfD represents the reference dose with values of 0.10 mg/kg/day 
for NO2

- and 1.6 mg/kg/day for NO3
-. The reference doses were set by EPA’s 

IRIS (Integrated Risk Information System) Program [28, 29]. There are no 
potential non-carcinogenic risks for the exposed population in cases when the 
HQ does not exceed unity (HQ < 1.00) [27, 29]. In the current study the oral 
exposure was taken into consideration for the count of the HQ. 

THQ represents a summation of the ingestion of NO3
- and NO2

- 
through drinking water [30]. 
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ABSTRACT. Drinking water represents a direct source for the toxic and 
persistent metals entrance in the organisms. Their bioaccumulation makes them 
harmful for living organisms, including humans. Assessing the quality of the 
drinking water sources represents a significant prevention and protection 
measure. Quality assessment methods such as heavy metal pollution index, 
degree of contamination and heavy metal evaluation index are applied 
worldwide. The aim of current study was to evaluate the metal contamination of 
drinking water sources from Medias town using the pollution and quality 
assessment indices. The concentrations of As, Cd, Cr, Cu, Fe, Mn, Ni, Pb and 
Zn were assessed in 21 drinking water sources (19 well waters and 2 public 
springs). Results indicate Mn and Cd concentrations exceeding the threshold 
limits of the drinking water quality guidelines, only in summer season, in three 
samples. In the spring season the regulatory limits were not exceeded. The 
quality assessment indices show low contamination degree, all values being 
lower than the critical ones. Positive correlations were observed between 
pollution indices, As, Cd, Mn, Zn, Ni and Cu concentrations. 

Keywords: drinking water sources, contamination index (Cd), heavy metal 
evaluation index (HEI), heavy metal pollution index (HPI) 

INTRODUCTION 

Today, throughout the world, the quality of drinking water sources is 
declining especially due to the population and economic growth. Countless 
and diverse wastes, hazardous contaminants and emissions are released 
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directly and indirectly into the environment [1-3]. Metals are among the 
most frequent contaminants that pose a hazard for the environment due to 
their persistence, toxicity, bioaccumulation and non-biodegradability [4, 5]. 
High concentrations of metals in aqueous environments led to serious 
problems concerning the human, animal and plant health [6, 7]. Accumulated 
metals in the human body may cause damage of internal organs, neurological 
disorders, inhibition of embryo and children development, and even death [8, 
9]. Bioaccumulation of metals occurs in plants also, therewith negative effects 
and affection of the photosynthesis, absorption and exchange of gases [10, 
11]. Anthropogenic sources (metallurgical industry, smelting, mining, galvanic 
processes, traffic) and geological background are reflected by the metals 
spatial variability [12-14]. As a worldwide concern, water quality studies are 
carried out to monitor and to prevent the chemical pollution [15, 16]. 

Metal pollution indices are significant tools for drinking water quality 
assessment and have been successfully applied all over the world [17-20]. 
Assessment methods, such as the quality index are effective in gathering a 
composite influence of indicators on the overall contamination [21-23]. The Cd 
(degree of contamination) represents an approach to evaluate the areas 
characterized by unsafe concentrations of defined metals [24]. The applied 
method considers the combined effects of the studied elements (As, Cd, Cr, Cu, 
Fe, Mn, Ni, Pb and Zn) with harmful effects of a consumed contaminated drinking 
water [25]. The HPI (heavy metal pollution index) is based on the weighted 
arithmetic quality mean method generated in two basic steps: selection of a 
rating scale (an arbitrary value between 0 and 1) for all quality characteristics, 
giving weightage to the selected elements followed by the selection of the 
pollution indicators, which represents the essential part of the index count [17]. 
For drinking water, the critical HPI value of 100 is considered [17]. 

Study results indicate exceedances of the metal maximum admissible 
concentrations (MACs) for the As, Fe, Mn, Pb and Cr concentrations, and high 
values for the metal pollution indices. Results present values higher as the 
critical ones, which are 3 for the Cd (degree of contamination), 100 for the 
HPI (heavy metal pollution index) and 400 for the HEI (heavy metal evaluation 
index) [19]. 

The aim of the current research was to assess the quality of the 
groundwater used as drinking water source, from Medias town, starting from 
the study carried out in 2014, in which the chemical status and inorganic 
contamination of well waters from urban area (Medias town) and mining areas 
(Tarna Mare, Trut and Turulung) were investigated and compared [26]. 
Considering the high values of metals (Cd and Mn exceeding the maximum 
admissible limits) present in the well waters from Medias town, studying the 
pollution status from a different view, using different methods represents a 
necessity due to the use of well waters as drinking water source. Hereby, in 
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the present research metal pollution indices methods (Cd, HPI and HEI) 
were used as water pollution evaluation tools, summarizing the combined 
effects of metals concentrations (As, Cd, Cr, Cu, Fe, Mn, Ni, Pb and Zn). 
High concentrations of metals are considered toxic and harmful to the water 
quality and ecosystems and unassailably to animals and human health [24]. 

RESULTS AND DISCUSSION 

The descriptive statistics of As, Cd, Cr, Cu, Fe, Mn, Ni, Pb and Zn in the 
studied drinking water samples are given in table 1. The studied metals, except 
Mn and Cd, are below the regulatory limits of the drinking water standards. 
Water samples W9 and W10 have Mn concentrations (66 µg/l and 82 µg/l) 
higher than MAC in the summer season with 33 % and 41 %, respectively [26]. 
In the spring season, Mn level is lower as 50 µg/l [26]. Still, average values of 
Mn concentrations in both seasons for W9 and W10 are 49 µg/l and 50 µg/l, 
second value reaching the regulatory limit [26]. In the summer season, 29 % of 
the samples present higher Mn concentrations as in the spring season [26]. In 
the spring season the maximum concentration was 33 µg/l, while in the summer 
season was 82 µg/l, and the lowest level was 0.12 µg/l, respectively 0.20 µg/l 
[26]. According to Zaporozec (1981), the high concentrations of Mn have 
naturally occurrence in the groundwater system from the soil matrix [27].  

The Cd threshold limit (5 µg/l) is exceeded for sample W12 almost two 
times (average of 9.6 µg/l); 71 % of the samples present higher Cd levels in 
summer than in spring while 67 % of the samples have concentrations, below 
the quantification limit (0.10 µg/l). Possible source for the high Cd concentrations 
is a former non-ferrous metallurgical plant, localized at a relatively short 
distance (almost 15 km). 

Table 1. Descriptive statistics for the studied elements [26, 28] 

Element 
(µg/l) 

Minimum Maximum Mean Median Standard 
Deviation 

MAC* 

As 0.08 4.3 0.77 0.33 1.0 10 
Cd <0.10** 9.6 0.55 0.04 2.1 5 
Cr 0.47 10 2.8 2.2 2.0 50 
Cu 0.84 8 3.9 3.7 2.2 100 
Fe 32 99 58 52 19 200
Mn 0.30 50 9.7 3.3 15 50 
Ni 1.0 5.2 2.2 1.8 1.1 20 
Pb 0.10 6.2 1.02 0.40 1.61 10 
Zn 10 970 132 48 228 5000 

*According to Romanian legislation regarding the drinking water quality [28]
**Below the quantification limit (0.10 µg/l) 



M.-A. HOAGHIA, C. ROMAN, E. D. KOVACS, C. TANASELIA, D. RISTOIU 
 
 

 
464 

The calculated pollution indices for the studied water samples are 
given in table 3. According to the Cd, the lowest degree of contamination 
was obtained for water sample W2 (-8.7), while the highest degree of 
contamination was determined for water samples W12 (-5.2). The studied 
region was found to have low degree of contamination, as the Cd average 
value (-8.0) indicates. Similar results were obtained by Backman et al. 
(1997), using the Cd for groundwater samples from Slovakia and Finland, 
but also values of Cd = 1-3 and Cd >3 for studied elements (Al, As, B, Ba, 
Cd, Cr, Cu, Fe, Hg, Mn, Ni, Pb, Rb, Sb, Se and Zn) which indicates 
groundwater contamination, having as contamination sources: mining 
activities, natural occurrence and geogenic processes of metals [24]. In a 
different study conducted in Bangladesh, on drinking water sources, the Cd 
was used; values between 3.45 and 85 were obtained, results suggesting a 
high contamination status of the water samples [20]. 

Table 2 presents the indices used for the calculation of HPI count 
for water samples. The mean concentrations of the two data sets obtained 
in both sampling campaigns were used. The Romanian threshold limits (Law 
311/2004 on drinking water quality were used as the standard permissible 
values [28].  

According to the HPI results, the highest obtained value is 100.3 for 
sample W12, while spring sample S2 is characterized by the lowest metal 
pollution (1.8). Thought the HPI mean value indicates low metal pollution 
(10). The highest concentrations for Pb, Cd and As were measured in 
sample W12, which implies the highest value for HPI. Higher HPI values 
than the critical value of 100, for studied metals (As, B, Cd, Co, Cr, Fe, 
Mn, Pb, Se, Sr and Zn) were obtained by Ehya and Marbouti (2016) for 
groundwater samples collected from Iran, due to the leaking of industrial 
and urban sewages into the aquifers, as well as fossil fuels combustion 
[29]. Lower HPI values than 100, for studied metals (Cd, Pb, and Zn) were 
obtained in Tirupati, Indian groundwater samples used as drinking water 
source [17]. 

Based on the average HEI value (1.0) and the metal indices 
calculation, the studied water samples are assessed as having low metal 
level. Sample W2 has the lowest HEI value (0.34), while sample W12 has 
the highest HEI value (3.8), indicating low metal pollution level. Bhuyan et 
al. (2010) used as well the HEI for drinking water samples and obtained 
results between 10.26 to 367 [20].  

Correlations between the measured metal concentrations and metal 
pollution indices were calculated using the correlation matrix. 
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Table 2. HPI calculation for drinking water sources of Medias town, 
∑Wi=0.51 ∑Wi × Qi=5.2; HPI=10 

Metals Mean concentration 
-Mi-(µg/l) 

Standard 
permissible value

-Si-( µg/l) 

Unit weightage
-Wi- 

Sub index 
-Qi- 

Wi×Qi 

As 0.77 10 0.10 7.7 0.77
Cd 0.55 5 0.20 11 2.2
Cr 2.8 50 0.02 5.5 0.11
Cu 3.9 100 0.01 3.9 0.04
Fe 58 200 0.01 29 0.14
Mn 9.7 50 0.02 19 0.39
Ni 2.2 20 0.05 10.9 0.54
Pb 1.0 10 0.10 10.2 1.0
Zn 132 5000 0.0002 2.6 0.001

Table 3. Calculation of the metal pollution evaluation indices 

Sample 
no. 

Cd Mean
deviation 

HPI Mean
deviation 

HEI Mean 
deviation 

W1 -7.9 -0.07 8.6 1.7 1.1 -0.07 
W2 -8.7 0.66 2.1 8.2 0.34 0.66 
W3 -8.5 0.47 3.5 6.8 0.53 0.47 
W4 -8.2 0.20 7.8 2.9 0.80 0.20 
W5 -8.3 0.26 4.1 6.2 0.74 0.26 
W6 -8.5 0.45 3.5 6.8 0.55 0.45 
W7 -8.5 0.53 2.8 7.5 0.47 0.53 
W8 -7.8 -0.21 5.2 5.1 1.2 -0.21 
W9 -7.3 -0.68 6.6 3.7 1.7 -0.68 
W10 -7.5 -0.45 6.3 4.0 1.5 -0.45 
W11 -8.3 0.26 3.8 6.5 0.75 0.26 
W12 -5.2 -2.8 100.3 -90 3.8 -2.7
W13 -8.2 0.22 7.2 3.1 0.78 0.22 
W14 -7.3 -0.67 19 -8.9 1.7 -0.67 
W15 -8.2 0.21 4.8 5.5 0.79 0.21 
W16 -8.4 0.38 3.5 6.8 0.62 0.38 
W17 -8.4 0.41 3.6 6.7 0.59 0.41 
W18 -7.9 -0.05 5.9 4.4 1.1 -0.05 
W19 -8.1 0.13 7.3 3.0 0.87 0.13 
S1 -8.1 0.15 8.6 1.6 0.86 0.15 
S2 -8.6 0.56 1.8 8.5 0.44 0.56 

Minimum -8.7 1.8 0.34
Maximum -5.2 100.3 3.8

Mean -8.0 10 1.0
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Thus, positive relationships between metal concentrations can be 
observed, such as Zn and Mn and Zn and Cu. Also, there is a positive and 
direct correlation between As, Cd and Pb. The level of Cd is as well directly 
related to the Ni concentration (Tabel 4). 

Table 4. Correlation matrix for the obtained metal concentrations and metal 
pollution indices values (n=21) 

As Cd Cr Cu Fe Mn Ni Pb Zn Cd HPI HEI 
As 1 
Cd 0,797* 1
Cr 0,081 0,176 1 
Cu 0,184 0,190 0,339 1 
Fe -0,038 -0,116 0,421 0,125 1
Mn -0,089 -0,091 -0,040 0,332 -0,198 1
Ni 0,425 0,534 0,012 -0,046 0,136 -0,218 1
Pb 0,838 0,720 0,233 0,047 -0,067 0,018 0,282 1
Zn 0,161 0,352 0,093 0,580 -0,210 0,579 0,017 0,147 1
Cd 0,785 0,861 0,272 0,375 -0,015 0,347 0,426 0,788 0,547 1
HPI 0,628 0,285 0,306 0,307 0,002 0,275 0,154 0,744 0,194 0,573 1 
HEI 0,785 0,861 0,272 0,375 -0,015 0,347 0,426 0,788 0,547 1,000 0,573 1 

*Values in bold are different from 0 with a significance level alpha=0.05

The Pearson correlation matrix revealed that the metal pollution 
indices (Cd, HPI and HEI) are directly affected by As, Cd, Pb and Zn 
concentrations. Additionally, the comparison between the used assessment 
methods indicates a significant correlation, especially between Cd and HEI, 
positively correlated (table 4). For example, the highest As, Pb and Cd 
concentrations in sample W12, is directly correlated with the highest HPI. 

CONCLUSIONS 

The studied drinking water sources from Medias town present high 
concentrations of Cd and Mn, exceeding the MACs, while As, Fe, Cr, Cu, 
Zn, Pb, Ni do not exceed the threshold limits. The Mn level exceeds the MAC 
in the summer season with 33 % (W9) and 41 % (W10), but in the spring 
season does not exceed the corresponding MAC. In addition, in summer 
season Cd MAC is surpassed in 71 % of the studied samples. There is a 
positive correlation between Pb, Cd and As, similarly between Zn and Cu and 
Zn and Mn concentrations. Metal pollution indices (Cd, HPI and HEI) showed 
that water samples are characterized with a low contamination degree (Cd < 0) 
and the calculated HPI was below the critical value of 100, except sample 
W12, which exceeds the threshold with 0.003 %. Sample W12 presents the 
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highest As, Cd and Pb concentrations for which the highest HPI was obtained, 
which indicates a positive correlation between the metal concentrations and 
the HPI results. The HEI classifies the water samples as low contamination. 
Methods Cd and HEI present a significant correlation and positive correlation 
between Cd and HPI, HEI and Cd.  

EXPERIMENTAL SECTION 

General description of the study area 

Study area is located in Medias, Sibiu County, Transylvania, Romania 
(figure 1). At 15 km South-West from Medias, in Copsa Mica town, one of the 
biggest Romanian non-ferrous metallurgical industry unities was localized. 
Copsa Mica area is known as a metal pollution hot spot in Romania and in 
Europe [30, 31]. The main activity of the company was the production of Pb, Sn, 
Cu and Zn, until 2005 [30, 31]. The area was the subject of numerous studies 
regarding the environment pollution, indicating high level of metals, which 
exceed the MAC and deteriorate the health condition after the exposure. As a 
result, mortality and morbidity among the inhabitants of Copsa Mica area 
increased [32]. 

Medias area is characterized by hill formations localized on the Tarnava 
Mare terraces [33]. Smooth cliffs and horizontal fragmentation characterize 
Medias town surroundings [34]. The climate is continental temperate and it is 
governed by the average annual temperature of 8 ºC, 600-800 mm for the mean 
annual precipitations and average annual humidity of 87 % [34]. 

Figure 1. Study area including sample location map 
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Town is crossed from Vest to East by Tarnava Mare River and from 
South to North by its right side tributary, Mosna Rivulet [35]. Tarnava Mare’s 
water is used as drinking water source as well as the natural springs. The 
groundwater is directly used from private well waters and public natural 
springs by the inhabitants. 

The main objectives of the current research are to determine the 
metal content of the groundwater used as drinking water sources and to 
assess the water quality using the metal pollution indices. 

Sampling, sample preparation and instrumentation 

A number of 21 groundwater samples were collected from drinking 
water sources (19 well waters, W1-W19 and 2 public springs, S1-S2) localized 
in Medias town [26]. Samples were collected in two sampling campaigns 
(spring and summer 2014). Polyethylene bottles (1000 ml) were used for the 
collection of the water samples, which were preserved with HNO3 (for 
acidification at pH 2) and until the chemical analysis kept at 4 ºC; 0.45 µm 
acetate cellulose filter membrane were used for sample filtration. The metal 
content (As, Cd, Cr, Cu, Fe, Mn, Pb and Zn) was measured by inductively 
coupled plasma mass spectrometry (ICP-MS) using an ELAN DRC II (Perkin-
Elmer, Canada) instrument. 

Evaluation methods 

Three quality evaluation methods were used in the study, namely 
the degree of contamination (Cd), the heavy metal pollution index (HPI) and 
the heavy metal evaluation index (HEI).  

The degree of Contamination (Cd) 

The Cd is calculated using according to equation 1 and 2 [24] each 
water sample separately, as a sum of contamination factors of the studied 
metals exceeding the upper permissible values [19, 24]. 

       



n

i
fid CC

1

             (1) 

1
Ni

Ai
fi C
CC             (2) 

Where, Cfi represents the contamination factor for the i-th element (i = 
As, Cd, Cr, Cu, Fe, Mn, Ni, Pb and Zn), CAi is the analytical value for the i-th 
element and CNi is considered to be the upper permissible concentration of the 
i-th element; with Ni as the normative value regularized by the Romanian 
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legislation [19, 24]. Studied metals maximum admissible concentrations 
presented by Law 311 from 2004, regarding the quality of the drinking water 
were used [28]. The Cd values are classified in three categories, reflecting 
the contamination level (CL): low CL (Cd < 1), medium CL (1 < Cd < 3) and 
high CL (Cd > 3) [19, 24]. 

Heavy metal pollution index (HPI) 

The quality of water with respect to metals (As, Cd, Cr, Cu, Fe, Mn, Ni, 
Pb and Zn) is given by HPI. The HPI was calculated according to equations 3 
and 4, [17]: 

         







 n

i
i

n

i
ii

W

QW
HPI

1

1            (3) 

 






n

i ii

ii
i IS

IMQ
1

100
)(
})({ (4) 

The unit weightage of each i-th parameter is represented by Wi with 
n as the total number of the indicators considered [17]. The Qi and the Mi 
are the sub-index and the monitored value of the i-th parameter, while the 
standard value and the desirable value of the i-th parameter are Si and Ii, 
respectively [17]. The Wi was defined as inversely proportional to Si, which 
was taken according to the Romanian legislation [28]. In current study the 
desirable value, Ii is considered 0, because in the Romanian legislation no 
ideal value was established.  

Heavy metal evaluation index (HEI) 

The HEI represents a quality assessment tool with respect to 
metals. The method is expressed using equation (5) [19]: 
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The technique uses Hc as the monitored value and Hmac as the MAC 
of the i-th parameter [19]. In the current research, the considered MAC, is 
used according to Romanian legislation, Law 311, from 2004 [28]. Bhuyan 
et al. (2010) suggested HEI criteria for groundwater, with a baseline 
established by Edet and Offiong, but for surface water (2001): low pollution 
(HEI < 40), medium (HEI = 40-80) and high pollution (HEI > 80) [19, 20]. 
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CONSTRUCTION AND CHARACTERISATION OF A MICROBIAL 
FUEL CELL WITH SOIL MICROORGANISMS 

STEFANA MADALINA GROZA, MIHAI POZNA, MIRCEA ANTONa,* 

ABSTRACT. Microbial fuel cells are based on the ability of microorganisms 
to produce energy through biomass degradation. This study presents the 
construction, electrical characterization and possible applications of a type 
of MFC with microorganisms from soil. Although the obtained power 
density is low compared to other authors (1W/m3, respectively 500mA/m2), 
the proposed construction is very simple, without moving parts, chemical 
substances or external electrical energy consumption. Possible applications 
of this type of MFC are presented: sodium acetate aqueous solution sensor 
and electrical energy source in isolated areas. 

Keywords: microbial fuel cell, soil microorganisms, power density, miniaturised 
MFC 

INTRODUCTION 

Microbial fuel cells (MFCs) represent a promising technology, based 
on the conversion of chemical energy into electrical energy via microbial 
catalysis [1-3]. This process results when bacteria switches from natural 
electron acceptor (oxygen or nitrate) to an insoluble acceptor (the MFC anode) 
[4]. Thus, an oxidation reaction occurs at the anode and electrons are released 
to respiratory enzymes [5-6]. The electrons are then conducted over a 
resistance towards the cathode, where a reduction reaction develops. In order 
for the electroneutrality to be preserved, an equal number of protons must be 
exchanged between the electrodes [6].  

Due to the potential of microbial fuel cell systems, research has 
been made in every aspect regarding the power density – electrodes with 
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different catalysts (platinum, Fe (III), Mn (IV)), electrogenic bacterial strains 
(Brevibacillus sp. PTH1 and Pseudomonas sp., Saccharomyces cerevisiae 
and Hansenula anomala, Rhodoferax ferrireducens, Geobacter species), 
various mixed cultures of bacteria (activated sludge, wastewater) and MFC 
configurations (two-chambered, membrane-less, stacked MFC, upflow MFC, 
etc.) [7-8].  

Despite all of the efforts that have been made, the performance for 
large scale MFCs is limited by bottlenecks such as transfer resistances [9], 
concentration polarization [10], ohmic losses and the type of membrane 
that is being used [11][12]. As a solution to some of MFCs technical 
disadvantages, the current development implied miniaturised cells with 
faster mass transfer and reaction kinetics, better results for power density 
and internal resistance and a better start-up time [13].  

The technologies developed for miniaturised microbial fuel cells 
vary from polydimethylsiloxane (PDMS) chambers [14] to microfluidic fuel 
cells, from a wide range of electrodes to different strains of algae [15] and 
bacteria [16-19]. 

Microbial fuel cells with soil microorganisms represent the latest 
topic in the research and development of MFCs. Easy to build and manage, 
these types of cells are based solely on the conversion of chemical energy 
from the soil into electricity.  

Rich in complex sugars and nutrients, soils also contain electrogenic 
microbes [20] and aerobic bacteria that act as oxygen filters, the same as the 
most expensive proton exchange membrane materials used in laboratory 
MFC system, and that decrease the redox potential in soil according to 
depth [21].  

Shewanella and Geobacter species, both present in soils and 
sediments have been the most successfully researched [22].  

The power in the case of this type of MFCs is given by the difference in 
the potential of the two electrode areas. The metabolic compounds determine 
a decrease in the electric potential at the anode and the dissolved oxygen 
determines an increase of the potential at the cathode. 

So far soil MFCs have been effectively used in pollution degradation 
and waste treatment. From marine sediment to garden compost, it is clear 
that organic matter and microorganisms from soil can be used as a resource 
for electrical energy [23]. 
 The carbon, nitrogen and bacteria found in soils play an extremely 
important role in determining the operation of the microbial fuel cell with 
soil-based microorganisms. Agricultural soil is richer in carbon, nitrogen 
and different minerals, and thus it is used more often compared to forest 
soil or other types of soil, due to the higher rate of electricity production [24]. 
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RESULTS AND DISCUSSION 

Determining the electromotive force and the internal electrical 
resistance 

The electromotive force (emf) and internal resistance of the batteries 
have been determined through the polarization curve method. Figure 1 shows 
a typical polarization curve for the μ103 battery at a 0.07 mol/L sodium 
acetate concentration. 

 

 
 

Figure 1. Polarization curve of μ103 battery for a 0.07 mol/L sodium acetate concentration 
 
In this case the value of the emf is 29 mV and the internal resistance is 

1.3 kΩ. The influence that the nutrient concentration has on the internal 
resistance has been studied. Figure 2 shows the influence of the concentration 
of the acetate on the internal resistance. 

 

 
Figure 2. Internal resistance variation depending on sodium acetate concentration 
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A sharp increase in the internal resistance value is observed to be 
related to a slow increase of the sodium acetate concentration (0-0.03 mol/L).  

When a maximum value is reached (at concentration between 0.03-
0.085 mol/L), the internal resistance begins to drop. This decrease is 
supposed to appear due to the fact that the microorganism population reaches 
its maximum development, and the increase in sodium acetate concentration 
creates an excess of it in the cell material, reported to the population needs. 
This excess leads to an increase of the electrical conductivity in the liquid 
environment inside the cells, therefore reducing the internal resistance of 
the cells.  

Power density dependence on acetate concentration 

The power density generated by the microbial battery has been 
determined by the relation:  

where U is the voltage measured on the load resistance, I is the current 
through the circuit, V (cm3) is the volume of one cell.  

The current density has been determined by the relation: 

where A (cm2) is the projected area of the anode of one cell. Figure 3 shows 
the influence of the nutrient concentration on the power density. 

Figure 3. Power density variation depending on sodium acetate concentration 
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A significant power density increase in the 0.03-0.1 mol/L range has 
been found. It is followed by saturation at higher concentrations. This is 
believed to be due to the microorganism culture reaching a maximum 
development level, which is stationary as the nutrient concentration is 
increased, meaning that the generated power is limited at that level. 

The majority of the miniaturised MFCs reported so far are mainly 
composed of two chambers, Nafion membrane, ferrycianide catholyte, pumps 
to circulate the electrolytes and pure bacterial strain [25][26].The model of 
miniature MFC proposed in this study has certain advantages: it has one 
chamber with no separation membrane, no artificial chemicals needed, no 
moving parts (and hence no electrical consumption) and contains a mix of 
natural microorganisms from soil. 

Table 1 presents a comparison of this work with the best results 
from mL- scale MFCs papers. 
 
 

Table 1. Comparison of the current paper with the best results from mL scale MFCs 
 

 F.Qian et. all
(2011) 

F.Qian et. all 
(2011) 

Fan et. all
(2007)[27] 

Ringeisen 
et. all (2006) 

Current 
paper 

Chamber volume 
(mL) 

10 10 2.5 1.2 20 

Projected anode 
area (cm2) 

5 2.25 7 2 1.5 

Anode material Carbon cloth Gold Carbon cloth Graphite felt Carbon cloth 
Catholyte Ferricyanide Air Air Ferricyanide N/A 
Substrate Trypticase soy 

brot 
Lactate Acetate Lactate Acetate 

Max. current density 
(mA/m2) 

80 N/A 9000 11000 500 

Max. power density 
(W/m3) 

0.2 N/A 1010 500 1 

rint(kΩ) 13 N/A N/A N/A 1 

 

Power density dependence on time 

Figure 4 and Figure 5 show the power density dependence on time. 
As it has been expected, the power density decreases in time more 

sharply for lower concentrations of nutrient, and slower for higher 
concentrations. Furthermore, the generated levels of power are variable 
depending on the batteries. 
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Figure 4. Power density variation depending on time in 0.03 mol/L acetate 

Figure 5. Power density variation depending on time in 0.1 mol/L acetate 

Using the microbial fuel cell as a sodium acetate sensor 

Figure 3 shows a univocal dependence of the power density regarding 
the sodium acetate concentration. As a consequence, the microbial battery 
containing microorganisms from soil can act as an acetate sensor. For the 
sake of simplicity, instead of the power density signal, the voltage signal 
has been used. The calibration curve U=f (conc) for battery μ103 has been 
built (Figure 6). 
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Figure 6. Voltage dependence of concentration for the μ103 battery 

A steep slope of the curve is observed in the low concentration range 
(0-0.1 mol/L), and the saturation phenomenon at higher concentrations occurs. 
The MFC battery can be used as a sensor in the low concentration range, 
where it shows a higher sensibility. Figure 7 shows the calibration curve in 
the concentration domain 0-0.1 mol/L. 

Figure 7. The calibration curve 
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The curve equation is y = 11.17e19.194x, with a correlation coefficient 
R2=0.9725. 

For a standard concentration of 0.07 mol/L, by using the μ103 
sensor, the concentration value c = 0.078± 0.013 mol/L has been obtained. 
The recovery values are presented in Table 2. Due to the fact that the 
obtained value is very close to the standard value, it can be assumed that 
microbial fuel cell batteries can be successfully used as sensors for 
different types of organic matter dissolved in water. 

Table 2. The recovery values 

Real concentration(mol/L) Found concentration(mol/L) Recovery values(%) 

0.07 
0.094 134
0.081 116
0.059 84

CONCLUSIONS 

A miniaturised battery (made of 10 MFC cells connected in parallel) 
with microorganisms from soil has been built. 

The maximum generated power density is 1 W/m3 and the current 
density is 500 mA/m2. Despite the fact that these values are far exceeded by 
other researchers’ results, the current model has the following advantages: it 
has a simple construction, it has no membrane, no moving parts and no 
artificial chemical substances and nor does it consume electricity. 

This type of battery could be used as a sensor for organic matter 
present in water. 

Another application could be the production of electrical energy in crisis 
situations and/or isolated areas by using a plastic foil which has hundreds or 
thousands of cells with pre-printed electrodes. These could be filled with moist 
soil containing organic matter and the battery would be ready for operation. 

EXPERIMENTAL SECTION 

The construction of microbial fuel cells with soil microorganisms. 
The 10-well array is made of plastic material characterized by a volume 

of approximately 2 mL/element. The electrodes have been painted on the 
inside of the wells using the graphite paste Electrodag 4023 ss (Acheson, 
Milano).  

The MFC diagram is shown in Figure 8: 
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Figure 8. Scheme of MFC with microorganisms from soil 
a) cathode, b) carbon cloth, c) anode, d) feed inlet, e) soil

Carbon cloth has been applied to the graphite paste to enhance the 
surface area of the anode, its dimensions being 1.5x1x10 mm. Ten 
individual cells have been connected in parallel using the graphite paste 
(Figure 9) and then filled with garden soil mixed saturated with water 
(Figure 10). The idea on which the soil MFCs were built was the presence 
of exoelectrogenic bacteria – most common being Shewanella, Geobacter 
and Pseudomonas [28]. It has been proven that a difference exists between 
forrest soil and agricultural soil, the latter containing species of Clostridium 
(important role in generating fermenting products), Bacteroidetes, 
Geobacter [29]. We can only speculate that the bacterial communities in 
the soil we used are similar with those that have been proven in previous 
research, bearing in mind that soil ecosystem is complex and variable. 

To perform the experiments, four identical batteries denominated 
μ101, μ103, μ105 and μ107 have been used. 

Figure 9. Blister of ten batteries  Figure 10. Battery ready for measurements 
   ready for filling 
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The batteries have been functioning continuously onto a 1 kΩ 
resistance load. They have been placed in Petri dishes containing sodium 
acetate solutions which have been used to feed the microorganisms. The 
solution enters the anodic part of the cells through an orifice drilled in the 
bottom. The experiment was conducted at ambient conditions.  

The electrical measurements have been made using the MasTech 
MAS 830 (Taiwan) and PeakTech 3340 DMM (Germany) multimeters. 
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CLUJ AND RELATED POLYNOMIALS IN BIPARTITE 
HYPERCUBE HYPERTUBES 

MAHBOUBEH SAHELIa, AMIR LOGHMANa, MIRCEA V. DIUDEAb* 

ABSTRACT. A novel class of counting polynomials, called Cluj polynomials was 
proposed on the ground of Cluj matrices. The polynomial coefficients are 
calculated from the above matrices or by means of orthogonal edge-cuts. In this 
paper Cluj polynomial in bipartite hypercube hypertubes is presented. Definitions 
and relations with other polynomials and topological indices are derived. 

Keywords: Cluj polynomial, vertex-Padmakar-Ivan index, Wiener index. 

INTRODUCTION 

A finite sequence of some graph-theoretical categories/properties, 
such as the distance degree sequence or the sequence of the number of k-
independent edge sets, can be described by so-called counting polynomials: 

  k
kxkGpxGP ),(),(      (1) 

where p(G,k) is the frequency of occurrence of the property partitions of G, 
)()( GPGp  , of length k, and x is simply a parameter to hold k. In the 

Mathematical Chemistry literature, the counting polynomials have first been 
introduced by Hosoya [1]. Cluj indices and polynomial have been introduced 
by Diudea [2-6]. In bipartite graphs, the coefficients of CJ polynomial can be 
calculated by an orthogonal edge-cut procedure [7-9]. For this, a theoretical 
background is needed. 
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A graph G is a partial cube if it is embeddable in the n-cube nQ , 

which is the regular graph whose vertices are all binary strings of length n, 
two strings being adjacent if they differ in exactly one position. The distance 
function in the n-cube is the Hamming distance. A hypercube can also be 

expressed as the Cartesian product:  
 n

in KQ
1 2 . 

For any edge e=(u,v) of a connected graph G let nuv denote the set 
of vertices lying closer to u than to v:  ( ) | ( , ) ( , )uvn w V G d w u d w v   . It 

follows that  ( ) | ( , ) ( , ) 1uvn w V G d w v d w u    . The sets (and subgraphs) 

induced by these vertices, nuv and nvu , are called semicubes of G; the 
semicubes are called opposite semicubes and are disjoint [2,10]. 

A graph G is bipartite if and only if, for any edge of G, the opposite 

semicubes define a partition of G: ( )uv vun n v V G   . These semicubes 

are just the vertex proximities (see above) of (the endpoints of) edge 
e=(u,v), which CJ polynomial counts. In partial cubes, the semicubes can 
be estimated by an orthogonal edge-cutting procedure. The orthogonal cuts 
form a partition of the edges in G: 

1 2( ) ... , ,k i jE G c c c c c i j        .  

To perform an orthogonal edge-cut, take a straight line segment, 
orthogonal to the edge e, and intersect e and all its parallel edges (in a 
plane graph). The set of these intersections is called an orthogonal cut 
ck(e), k=1,2,..,kmax. An example is given in Figure 1. 

 
 

 

 CJS(x) = 
3·2·3(x5+x121)+3·2·6(x16+x110)+ 
3·2·8(x31+x95)+3·2·8(x47+x79)+ 
3·1·8(x63+x63) 
CJS’(1)=21924 
PIv(x) =  
3·2·3(x5+121)+ 
3·2·6(x16+110)+3·2·8(x31+95)+ 
3·2·8(x47+79)+3·1·8(x63+63) 
PIv’(1)=21924 
CJP(x) = 
3·2·3(x5·121)+ 3·2·6(x16·110)+ 
3·2·8(x31·95)+ 3·2·8(x47·79)+ 
3·1·8(x63·63) 
CJP’(1)=489090=CJP(G)=SZv’(1) 
 

Figure 1. Cutting procedure in the calculation of several topological descriptors 
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To any orthogonal cut ck, two numbers are associated: first one 
represents the number of edges ek intersected (or the cutting cardinality 
|ck|) while the second is vk or the number of points lying to the left hand with 
respect to ck. Because in bipartite graphs the opposite semicubes define a 
partition of vertices, it is easily to identify the two semicubes: nuv= vk and 
nvu= v-vk or vice-versa. 

By this cutting procedure, three cases have to be considered, as 
summarized in Table 1. 

Table 1: Mathematical operations and defined three polynomials 

 Operation Polynomial name Formula 

1 
Summation Cluj-Sum  ( ) k kv v v

e
CJS x x x  

2 
Pairwise 

summation 
vertex-Padmakar-Ivan 

( )( ) k kv v v
v e

PI x x  
3 Pairwise product Cluj-Product 

( )( ) k kv v v
e

SZ x x 
The first derivative, for x=1, of a counting polynomial provides single 

numbers, often called topological indices. It is easily seen that the first 
derivative (in x=1) of the first two polynomials gives one and the same 
value, but their second derivative is different and the following relations 
hold in any graph [11-13] 

(1) (1)vCJS PI   ;          (2) 

(1) (1)vCJS PI            (3) 

In bipartite graphs, PIv’(1) takes the maximal value, among all the 
graphs on the same number of vertices: 

(1) | ( ) | | ( ) |vPI e v E G V G      (4) 

This result can be used as a criterion for the “bipartivity” of a graph [7,8]. 
The third polynomial, CJP(x), uses the pairwise product; it is 

precisely the (vertex) Szeged polynomial SZv(x), defined by Ashrafi et al 
[12-14]. This comes out from the relations between the basic Cluj (Diudea 
[2,5]) and Szeged (Gutman [15]) indices:  

(1) ( ) ( ) (1)vCJP CJDI G SZ G SZ      (5) 

All the three polynomials (and their derived indices) do not count the 
equidistant vertices, an idea introduced in Chemical Graph Theory by 
Gutman. We call these, polynomials of vertex proximity.
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LATTICE BUILDING 
 

In some recent papers [16,17], Diudea et al. proposed the embedding 
of n-Cube in surfaces other than the sphere. In case of open tubes, some 
examples are given in Figure 2. 

  
TU37_2_21 TU37_3_42  

   

 
TU510_2_50 TU510_3_100 

 

TU510_4_200; one slide 

 

 
TU37_4_84 TU37_4_84; one slide 

 
Figure 2. Examples of hypercube embedded in the (nano)tubes 
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RESULTS AND DISCUSSION 

All the three polynomials listed in Table 1 are exemplified, for some 
bipartite hypercube hypertubes TUrs in Tables 2 to 9. The analytical 
formulas were derived by numerical analysis. Numerical calculations have 
been done by TOPOCLUJ software [18]. 

Table 2: Cluj and related polynomials in TU4s 

Number of vertices and edges

1 ssTUV n 12|)4(|   22|)4(| 2   ssnsTUE n

PIv; PIv` and PIv`` 

2   sn
v

n

xssnxsTUPI
122 22),4(


 

3  22)1( 32   ssnsPI n
v

4   2224)1( 2   ssnssPI nn
v

Cluj polynomial and its derivatives 

5      ssn

s

i

isin nnn

xssnxxxsTUCJS
211 21

2
1

1

)(22 )1(122),4(
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7     212412532
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Szeged polynomial and index 

8    221 42
2

1

1

)(4 )1(122),4( ssn

s

i

isin nn

xssnxxsTUSz


 




 





9  sn

s

i

n ssnsisisTUSz )1(12)(2)4( 263
2

1

1

23  




 







M. SAHELI, A. LOGHMAN, M. V. DIUDEA 

490 

Table 3: Cluj and related polynomials in TUrs 

Number of vertices and edges 
1 rsTUrsV n 22|)(|   222|)4(| 3   ssnrsTUE n

PIv; PIv` and PIv`` 

2   rsn
v

n

xssnrxTUrsPI
223 222),(



 

3  222)1( 252   ssnsrPI n
v

4   22224)1( 123   ssnrssrPI nn
v

Cluj polynomial and its derivatives 

5      rssn

s

i

isrrin nnn

xsnrxxrxTUrsCJS
322 22

2
1

1

)(221 )1(122),(


 




 





6  222)1( 252   ssnsrCJS n

7     2224412832
3

4)1( 222
4




snsssnsrsrSCJ n
n

Szeged polynomial and index 

8   22322 43
2
1

1

)(41 )1(122),( srsn
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i

isirn nn

xsnrxrxTUrsSz


 




 





9  sn

s

i

n snsrisirTUrsSz )1(12)(2)( 2393
2
1

1

353  




 





Table 4: Examples: PIv; PIv` and PIv``; number of vertices and edges in TU45 

n PIv Polynomial PIv` PIv`` v e

3 2036x 720 13680 20 36

4 4092x 3680 143520 40 92

5 80224x 17920 1415680 80 224

6 160528x 84480 13432320 160 528

7 3201216x 389120 124129280 320 1216
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Table 5: Examples: Cluj polynomial and its derivatives in TU45 

n Cluj polynomial CJ`(1) CJ``(1) 

3 48101216 884088 xxxxx  720 7120

4 816202432 16161201616 xxxxx  3680 75040 

5 16404864 3232323203232 xxxxx  17920 739840 

6 32648096128 64648006464 xxxxx  84480 7001600 

7 64128160384256 1281281920128128 xxxxx  389120 64491520 

Table 6: Examples: Szeged polynomial and index in TU45 

n Szeged polynomial Szeged index 

3 64384100 81620 xxx  3280 

4 256384400 161660 xxx  34240 

5 102415361600 3232160 xxx   337920 

6 409661446400 6464400 xxx  3215360 

7 163842457625600 128128960 xxx  29818880 

Table 7: Examples: PIv; PIv` and PIv``; number of vertices and edges in TU68 

n PIv Polynomial PIv` PIv`` v e

2 4890x 4320 203040 48 90

3 96228x 21888 2079360 96 228

4 192552x 105984 20242944 192 552

5 3841296x 497664 190605312 384 1296

6 7682976x 2285568 1753030656 768 2976 
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Table 8: Cluj polynomial and its derivatives in TU68 

n Cluj polynomial CJ`(1) CJ``(1) 

2   2461218303642 10812 xxxxxxx  4320 111456 

3   48122436607284 31224 xxxxxxx  21888 1125504 

4   96244872120144 81648 168 xxxxxxx  105984 10842624 

5   1924896144240228336 201696 xxxxxxx  497664 
10124697

6 

6   38496192288480576672 4800192 xxxxxxx  2285568 
92491776

0 

Table 9: Examples; Szeged polynomial and index in TU68 

n Szeged polynomial Szeged index 

2 252432540576 12121254 xxxx  45792 

3 1008172821602304 242424156 xxxx  476928 

4 4032691286409216 484848408 xxxx  4700160 

5 16128276483456036864 9696961008 xxxx  44679168 

6 64512110592138240147456 1921921922400 xxxx  414056448 

CONCLUSION 

In this paper we presented the calculation of Cluj polynomial in 
hypercube hypertubes TUrs. Definitions and relations with other polynomials 
and their corresponding topological indices, were given. Analytical formulas as 
well as examples were tabulated. 
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EVALUATION OF MASS TRANSFER PARAMETERS FOR UREA 
DISSOLUTION IN FIXED-BED WITH DOWNWARD FLOW OF WATER 

SZABOLCS FOGARASIa, FLORICA IMRE-LUCACIb, SIMION DRĂGANa, 
ARPAD IMRE-LUCACIa,* 

ABSTRACT. The current study aimed to evaluate the mass transfer 
parameters for the dissolution of spherical urea particles in fixed bed with 
downward flow of water. The impact of several operating parameters (particle 
size, height of the bed, liquid flow rate) on the key mass transfer parameters 
was investigated in isothermal conditions and atmospheric pressure. It was 
found that the mass transfer coefficient and urea dissolution degree increases 
by flow rate increase and decreases with the increase of particle size and bed 
height. The experimental values of the mass transfer coefficients were in good 
agreement with the ones found in the literature and the ones predicted by the 
Cussler equation. 

Keywords: urea dissolution, mass transfer coefficient, dissolution degree, 
packed bed, downward flow 

INTRODUCTION 

The study and understanding of fundamental aspects of two phase 
solid-liquid mass transfer is a key issue in the design of catalytic and non-
catalytic chemical and biochemical reactors with application in wastewater 
treatment, liquid–solid circulating fluidized beds, treatment of solid–liquid 
mixtures [1-3]. Among different types of industries, the dissolution and 
extraction of valuable minerals also requires the identification of key mass 
transfer parameters [4]. Fixed and fluidized bed reactors are one of the 
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most important equipments of the chemical industry having a wide range of 
industrial and environmental applications [5, 6]. Depending on the structure 
of the bed of particles, these reactors offer a potential solution for process 
intensification by increasing the surface contact area between the two 
phases [7]. In addition to the increase of the heterogeneous reaction rate 
the increase of surface contact area per unit volume also improves the heat 
transfer parameters and lowers the capital costs involved in the acquisition 
of different process equipment [5, 8]. According to the literature, the most 
common approaches for the study of mass transfer in solid - liquid systems 
using fixed and/or fluidized beds are: dissolution, adsorption, ion exchange, 
electrochemical methods, using columns with short or long bed of active 
particles [9, 10]. In many situations the active particles consist of spherical 
or cylindrical cores coated with a thin layer of the melted active substance [11, 
12]. The most important techniques used in the literature for the evaluation of 
key mass transfer parameters involve fix and fluidized bed dissolution, rotating 
disc method and plug flow systems [13]. The dissolution techniques are 
applied in isothermal and isobaric conditions, mainly at atmospheric pressure 
and ambient temperature with upward or downward flow of the fluid. According 
to the literature distilled water is the most common solvent but if the technology 
requires aqueous solution of the active substance or other impurities may be 
also used as dissolution medium [14]. Heterogeneous mass transfer is also 
of great importance in the case of nutrient uptake and assimilation in plants. It 
is necessary to understand and control the dissolution of different fertilizers in 
order to achieve efficient plant growth and high production yields [15]. 

Considering the industrial and agriculture importance of urea 
dissolution, this paper studies the dissolution of solid urea in fixed bed with 
downward flow of the dissolution medium. The study revealed the dependence 
of key mass transfer parameters on bed height, particles diameter and solvent 
flow rate. 

RESULTS AND DISCUSSION 

The identification of the mean mass transfer coefficients at different 
experimental conditions was based on the following assumptions: 

 During the dissolution urea particles were considered perfectly
spherical of the same diameter and density.

 The initial number of particles remains constant and the change in
the particle size is uniform in the bed.

 The dissolution rate is the same for all the particles and changes
similarly in time for all of them.
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Based on the above assumptions, the number of particles (Np) in the 
bed was determined from the amount of material introduced into the column: 

                                               3

6

op

o
p d

mN



                                             (1) 

where: mo - amount of urea introduced into the column, (kg); ρp - urea 
density, (kg·m-3); do - initial diameter of the urea particles, (m). 

The amount of non-dissolved urea (mcol,i) can be determined by 
subtracting the quantity of dissolved urea over a period of time from the 
initial amount. As a result the diameter of the particle (di) may be 
determined from the following equation: 

                                            

3/1
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                                         (2) 

The mass transfer area is variable during the dissolution and can be 
calculated from the number and diameter of the particles found in the 
column: 

                                               
2

ipi dNA                                               (3) 

where: Ai - the particles surface, (m2) and id  - the average particle diameter 
for the period of time for which the contact surface area is calculated, (m). 

The mass transfer coefficient can be determined from the experimental 
results using the equation: 

                                            
medi CtA

mk


                                           (4) 

where: k - mean mass transfer coefficient for period ∆t, (m·s-1); ∆m - 
amount of dissolved urea over a period of time ∆t, (kg); ∆t - dissolution time 
period, (s) and ∆Cmed - log mean driving force, (kg·m-3). 

According to the literature the driving force can be calculated as the 
difference between the saturation concentration and the concentration of 
urea at the exit of the column or by the log mean driving force defined by 
eq. (5). In particular when the solute concentration at the entrance is equal 
to zero both methods give comparable values for the driving force. 
However, the driving force for urea dissolution was determined by eq. (5), 
considering that even in this particular situation several studies recommend 
the use of the log mean driving force. 
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where: C* - saturation concentration of urea, (kg·m-3); Ci - initial concentra-
tion of urea, (kg·m-3) and Cf - final concentration of urea, (kg·m-3). 

The results presented in Fig. 1 show that the mean mass transfer 
coefficients, calculated for the dissolution of urea particles with diameter of 
1.25 mm, are almost constant in time but are significantly influenced by bed 
height and flow rate variations. It can be seen that flow rate increase has a 
positive impact on the mean mass transfer coefficients, which is related to the 
intensification of the process due to the greater liquid velocity in the inter-
granular spaces. In contrast, the increase of the particle bed height reduces 
the mean mass transfer coefficients due to the fact that the mean driving force 
increases as well as the values of urea concentration in the effluent. 

10 20 30 40 50 60

1

1.5

2

2.5

3

3.5

4

4.5x 10
-5

Time, (s)

k m
, (

m
/s

)

10 cm
20 cm
30 cm

10 20 30 40 50 60

1

1.5

2

2.5

3

3.5

4

4.5x 10
-5

Time, (s)

k m
, (

m
/s

)

10 cm
20 cm
30 cm

(a) (b)

Figure 1. Mass transfer coefficient vs. time at different bed heights using particles 
with diameter of 1.25 mm and flow rates of (a) 3.5 L/h and (b) 7 L/h. 

Increasing the diameter of the urea particles from 1.25 mm to 2 mm 
leads to the decrease of mass transfer coefficients regardless the applied 
flow rate or particle bed height. Similarly, at constant bed height, flow rate 
increase from 3.5 L/h to 7 L/h almost doubles the mean mass transfer 
coefficient, while bed height increase from 10 cm to 30 cm halves it 
regardless the flow rate (Fig. 2). It is also important to note that the results 
found in the current study regarding the dependence of the mean mass 
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transfer coefficients on flow rate, particle size and bed height are in good 
agreement with the ones found in the literature [7]. 
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Figure 2. Mass transfer coefficient vs. time at different bed heights using particles 
with diameter of 2 mm and flow rates of (a) 3.5 L/h and (b) 7 L/h. 

 
 
The experimental mean mass transfer coefficients were compared 

with the theoretical ones given by Cussler’s equation: 
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where: v0 - fluid velocity in the column, (m·s-1); d - urea particle diameter, (m); 
 - kinematic viscosity of the solution, (m2·s-1) and D - diffusion coefficient of 
urea in water, (m2·s-1). 

For instance, as it’s shown in Fig. 3, the evolution in time of the 
experimental and theoretical mass transfer coefficients at the same flow 
rate of 7 L/h. It can be noticed that in the first part of the experiments the 
measured and predicted mass transfer coefficients values are close to each 
other, while in the final stage of the experiment the difference between the 
theoretical and experimental values increases significantly. This can be 
accounted to the fact that particle characteristics become more diverse as 
the dissolution process advances in time, especially at low particle diameters. 
For this reason, the discrepancies between the measured and predicted mass 
transfer coefficient values are even greater for the experiments with 1.25 
mm particle diameter. 
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Figure 3. Experimental ( )(e
mk ) and theoretical ( )(t

mk ) mass transfer 

coefficients vs. time at the flow rate of 7 L/h using particles 
with diameter of 1.25 mm and 2 mm. 

 
 
In order to evaluate the efficiency of urea dissolution, the mean 

dissolution degree of urea was determined for all the experimental 
conditions. According to eq. (7), the mean dissolution degree of urea (ηi) 
over a period of time (∆ti) was defined as the ratio between the amount of 
dissolved urea (∆mi) and the amount of urea introduced into the column at 
the beginning of the experiment (mo): 

                                                






 
o

i
i m

m
100                                          (7) 

Fig. 4 shows that the mean dissolution degree of urea for a constant 
particle diameter of 1.25 mm increases in time regardless the applied flow 
rate or initial bed height. It can be also observed that the decrease of the 
bed height of particles for both flow rates leads to a more rapid increase of 
the mean dissolution degree. However, it seems like at the lowest flow rate 
the mean dissolution degree is more sensitive to bed height variations than 
at highest flow rate.  
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Figure 4. Dissolution degree vs. time at different bed heights; particles diameter of 
1.25 mm and flow rates of (a) 3.5 L/h and (b) 7 L/h. 
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Figure 5. Dissolution degree vs. time at different bed heights using particles with 
diameter of 2 mm and flow rates of (a) 3.5 L/h and (b) 7 L/h. 

As can be seen from Fig. 5, the mean dissolution degree follows 
similar tendency at the dissolution of particles with an initial diameter of 
2 mm. Still, in the same experimental conditions the mean dissolution 
degree values are smaller for the particles with 2 mm than for the ones with 
1.25 mm. This can be accounted to the fact that the urea particles with 
1.25 mm diameter offer a larger solid-liquid contact surface area at the 
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same bed height than the ones with a diameter of 2 mm. For the same 
reason, the mean dissolution degree values differ more between the 
highest and lowest bed heights for the experiments with particle diameter 
of 2 mm than for the ones with 1.25 mm diameter. This difference is the 
most obvious at the flow rate of 7 L/h where for the experiments with 
particles of 2 mm diameter the mean dissolution degree increases with 75 % 
between the bed heights of 10 cm and 30 cm, while for the experiments with 
particles of 1.25 mm diameter it increases with only 15 % for the same 
variation of bed height. 
 
 
CONCLUSIONS 
 

The key mass transfer parameters were identified for the dissolution 
of spherical urea particles in fixed bed with downward flow of water. The 
experimental results indicate that the increase of flow rate increases the 
mean mass transfer coefficients as well as the dissolution degree of urea 
regardless the applied operating conditions. It was also found that the 
increase of particle diameter and height of the fixed bed have a negative 
impact on the key mass transfer parameters. The study also revealed that 
mean mass transfer coefficients can be predicted by the Cussler’s equation 
considering the good agreement between the experimental and theoretical 
values given by Cussler’s equation. 

As an overall conclusion it can be stated that the dissolution of 
spherical urea particles occurs the most efficiently by using the highest flow 
rate, lowest bed height and particle diameter. 

 
 

EXPERIMENTAL SECTION 
 

The experiments were performed at room temperature and atmospheric 
pressure using a cylindrical glass column with an internal diameter of 2.1 cm and 
a height of 50 cm. The granular material was sustained by the perforated plate 
found at the bottom of the column.  

The dissolution study was conducted in a fixed bed at different bed 
heights (10, 20, 30 cm) using two urea fractions with particles of 1.25 and 
2.00 mm diameter. 

Distilled water was used as the dissolution medium and a centrifugal 
pump ensured the necessary flow rates (3.5 and 7.0 L/h) through the column 
(Fig. 6). 
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Figure 6. The experimental setup: 1 - water tank; 2 - pump; 3 - valve; 
4 - rotameter; 5 - dissolution column; 6 - granular urea; 7 - solution tank. 

At different time intervals, the solution exiting the column was 
sampled in order to determine the concentration of urea and the amount of 
dissolved urea. 

Sample concentration (C) was determined based on a calibration 
curve (Fig. 7) using refractive index (n) measurements: 
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C = - 841.6 + 630.6 n
R2 = 0.997

Figure 7. The calibration curve used for measurements 
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EVALUATION OF THE ANTIOXIDANT CAPACITY AND TOTAL 
POLYPHENOLS IN DIFFERENT FRUIT TEAS 

IOAN SIMONa, DORINA SIMEDRUb, LUCIAN DORDAIb, c, EMIL LUCAc, 
VANDA FUSSb, ANCA BECZEb 

ABSTRACT. A diet rich in antioxidants is a heath choice most people make when 
it comes to options in fighting free radicals, that are formed natural in the body, but 
that cause damage to DNA and are connected to aging. The study was done in 
order the evaluate fruit teas that are a sources of antioxidants that can be easily 
introduce in the diet and are found all year along. 20 tea samples were analyzed 
to evaluate the antioxidant capacity and total polyphenols content. For the 
antioxidant capacity a photochemiluminescence methods was used and the 
Photochem instrument from AnalytikJena and for the total polyphenols content 
the Folin-Ciocalteu method was used. The average results where compared to 
the results obtained from black tea. The antioxidant capacity values obtained 
where from 0,53 to 2,27 mg/l Ascorbic Acid equivalents. The total polyphenols 
content was between 54 to 96 mg/l Gallic Acid equivalents. A positive correlation 
of 0.9664 was obtained between the antioxidant capacity and the total 
polyphenols content. A negative correlation of -0.962031201 was obtained 
between the antioxidant capacity and the number of the ingredients found in the 
tea samples.  

Key words: antioxidants, tea, polyphenols, Gallic acid, Ascorbic acid, 
antioxidant capacity 

INTRODUCTION 

One important aspect in our modern culture is to live longer and to 
age slower. Scientists have been searching for answers regarding the ageing 
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process. The result of these researches is the free radical theory of aging 
(FRTA) [1, 2] which states that organisms age because cells accumulate free 
radical damage over time [1, 3]. Free radicals are atoms with unpaired 
electrons that are the byproduct of normal cell function. The free radical 
theory of aging asserts that free radicals are linked to DNA damage, to 
protein cross-linking and other changes that accumulate over time and 
causes us to experience aging.[2 - 4] A chemical chain reaction of radical 
production occurs when a free radical pulls an electron off a neighboring 
molecule, causing the affected molecule to become a free radical itself, the 
new free radical can then pull an electron off the next molecule and so one. 
[2, 4] The free radicals produced in such reactions often terminate by 
removing an electron from a molecule which becomes changed or cannot 
function without it. Such an event causes damage to the molecule, and thus 
to the cell that contains it (since the molecule often becomes 
dysfunctional).[5] Antioxidants are a class of molecules that are capable of 
inhibiting the oxidation of another molecule. [2] They are electron donors that 
can break the free radical chain reaction by donating one electron, but without 
turning into free radicals themselves. [2] Studies have shown that increasing the 
amount of antioxidants in the diets of mice and other animals can slow the 
effects of aging. Since the creation of free radicals cannot be stop it is become 
more and more important to enrich our diets with higher quantities of 
antioxidants.[6, 7] A lot of food products have high concentrations of antioxidants 
like red wine, blueberries, red berries, dark green veggies, sweet potatoes, 
orange vegetables, tea, coffee, etc. [8 - 11] The problem with some food sources 
of antioxidants is that they are not available all year long like blueberries and 
raspberries and some are dietary restriction for people with different medical 
conditions like red wine, black tea and coffee.[12] The free radical theory of 
aging does not fully explain all the changes that occur during aging. It is likely 
that free radicals are only one part in the aging equation. 

The purpose of the study was to evaluate the antioxidant capacity of 
fruit tea found on the local market and to compeer those result with similar 
products that have high antioxidant content like black tea. Fruit teas are 
available all year long, are not part of dietary restrictions, can be easily 
incorporated in a day to day diet, come in many different flavors and can be 
enjoy by all age groups.[13] All these characteristics make fruit tea an easy 
and enjoyable source of antioxidants. The antioxidant capacity of the fruit tea 
was also correlated with the total polyphenols content and number of 
ingredients of the tea samples. 

RESULTS AND DISCUSSIONS 

The calibration curve in 4 points obtained using Photochem for vitamin 
C is presented in figure 1. The slope of the calibration curve was 0,9967. 
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The calibration curve in 5 points obtained using Lambda 
Spectrophotometer for Gallic acid is presented in image 2. The slope of the 
calibration curve obtained was 0,9993. 

 
* The interception point of the tangent with the x coordinate defines the Lag phase- Lag 

 
Figure 1. Calibration curve of vitamin C 

 

 
 

Figure 2. Calibration curve of Gallic acid 

nM 
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 The average results obtained for the analysis of the 20 tea samples 
done in triplicates are presented in table 1.  
 

Table 1. Antioxiodant capacity and polyphenol content of the 20 tea samples 
 

Sample name 
Antioxidant capacity
mg/l Ascorbic Acid 

equivalents 

Total polyphenols
mg/l Gallic Acid 

equivalents 
Total ingredients 

Sample 1  1.57±0,007 93±0,57 7 

Sample 2 2.27±0,009 96±0,55 6 

Sample 3 2.23±0,09 96±0,53 6 

Sample 4 2.19±0,009 96±0,53 6 

Sample 5 1.25±0,006 76±0,44 7 

Sample 6 0.53±0,003 66±0,41 9 

Sample 7 0.56±0,003 67±0,39 9 

Sample 8 0.58±0,003 68±0,39 9 

Sample 9 0.67±0,004 68±0,40 9 

Sample 10 1.07±0,005 90±0,53 7 

Sample 11 1.26±0,006 81±0,51 7 

Sample 12 1.32±0,005 71±0,48 8 

Sample 13 0.75±0,004 70±0,48 9 

Sample 14 0.74±0,004 72±0,48 9 

Sample 15 1.56±0,007 95±0,56 7 

Sample 16 0.68±0,004 54±0,35 11 

Sample 17 0.98±0,005 63±0,39 9 

Sample 18 1.17±0,005 75±0,48 8 

Black tea 1 4.67±0,011 175±0,73 1 

Black tea 2 3.96±0,009 149±0,69 1 

 
 The correlation between the results and between the number of 
ingredients and the results is presented in table 2, fig 3, fig 4 and fig. 5. 
 

Table 2. Value of correlation factors 
 

Crt. nr. Antioxidant capacity Polyphenols Total ingredients 

1 1   

2 0.9664 1  

3 -0.9620 -0.9702 1 
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Figure 3. Trend line correlation between antioxidant capacity and total polyphenols 

Figure 4. Trend line correlation between number of ingredients and total polyphenols 

The values obtained correlating the results are significantly different 
from 0 which prove that the antioxidant capacity of the fruit tea is proportional 
with the total polyphenols content. The data also shows that there is an 
indirect correlation between ingredients and antioxidant capacity/ total 
polyphenols content. The more ingredients a tea has the less antioxidant 
capacity and total polyphenols content values where obtained.  
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Figure 5. Trend line correlation between number of ingredients and antioxidant capacity 
 

 The antioxidant capacity of the black tea was significantly higher than 
that of fruit tea also the total polyphenols content. ( figure 6, 7) 
 The antioxidant capacity was more them 3,5 higher than that of the 
average values obtained for fruit tea, but the total polyphenols was only 2 
times higher. 
 

 
 

Figure 6. Average antioxidant capacity values for fruit tea and black tea 
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Figure 7. Average total polyphenols content for fruit tea and black tea 

CONCLUSIONS 

The antioxidant capacity values obtained where from 0,53 to 2,27 
mg/l Ascorbic Acid equivalents and the total polyphenols content was 
between 54 to 96 mg/l Gallic Acid equivalents.  

The highest antioxidant capacity values obtained was 2,27 mg/l 
Ascorbic Acid equivalents the tea had only 6 ingredients and it had the 
heights total polyphenols content of 96 mg/l Gallic Acid equivalents. 

The lowest antioxidant capacity values was obtained for a tea with 9 
ingredients, 0,58 mg/l Ascorbic Acid equivalents, that had total polyphenols 
content of 68 mg/l Gallic Acid equivalents. 

The lowest total polyphenols content was obtained for a tea with 11 
ingredients, 54 mg/l Gallic Acid equivalents that had antioxidant capacity 
value of 0.68 mg/l Ascorbic Acid equivalents. 

The extra ingredients added to the fruit tea did not give a higher 
antioxidant capacity or a higher total polyphenols content which mean that the 
3 base ingredients hibiscus, blackberry leaves (Rubus suavissimus) and apple 
are the ones that give the antioxidant capacity, all the other ingredients add 
lower the content of the basic tea and thus lower the antioxidant capacity. The 
extra ingredients have no antioxidant capacity because either they don't have it 
as raw material, the compounds that are antioxidants are no extracted in water 
or the hot water temperature denatures the compounds. 
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The types of polyphones present in the teas have different antioxidant 
capacity of that is way the antioxidant capacity was more them 3,5 higher 
than that of the fruit tea and the total polyphenols content was only 2 times 
higher.  

EXPERIMENTAL SECTION 

Tea samples 

18 fruit tea samples where purchase from different local shops they had 
different flavors but the same base notes (hibiscus and apple) and 2 black tea 
samples. Samples consisted of two batches of each commercial tea.  

Reagents 

The fallowing reagents where used in the analysis: Folin-Ciocalteu 
solution (Supelco), Gallicacid (Supelco), sodium carbonate (Merck), ultra-
pure water (EVOQVA), Ethanol (Supelco), ACW kit from AnalytikJena, HPLC 
grade Methanol (Merck).  

Preparation of tea infusion 

The infusion was prepared using a bag of tea or 2 g of tea in 200 ml 
of ultra-pure water at 97C. After 5 minutes of infusion the tea was filter and 
left to cool for 1h in an Erlenmeyer flask with lid to prevent any water evaporation. 
Every sample was done in triplicate. 

Antioxidant capacity 

For the determination of the antioxidant capacity expressed in 
equivalents of vitamin C the Photochem instrument from AnalytikJena was used 
and the specially design ACW kits. ACW kit contains a standard solution of 
vitamin C, stock solution (Photo sensitizer and detection reagent), a buffer 
solution and a diluting solution. The instrument uses the fast photochemical 
excitation of radical formation combined with sensitive luminometric 
detection. The measurment is done in 2 steps: 

1. Optical excitation of a photosensitizer substance S and subsequent
generation of the superoxide anion radicals 

S + hν + O2 → [S*O2] → S•+ + O2• - 

2. Detection of the radicals (left after the reaction with antioxidants) by
means of a chemiluminogenic substance.
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 A calibration curve of vitamin C was done in 4 points 0,5nM, 1 nM, 2 
nM and 3 nM. The samples were diluted 1:20-1:50 to be in the range of the 
calibration curve. 
 The formula used for calculation is: ݊݅ݐܽݎݐ݊݁ܿ݊ܥ	 ቂ݈݉݃ߤቃ = ݕݐ݅ݐ݊ܽݑܳ ∙ ݊݅ݐݑ݈݅ܦ ∙ ݁݉ݑ݈ܸ	݀݁ݐݐ݁݅ܲܯ  

Where: 
Quantity - nmol Ascorbic acid 
M - Molar mass Ascorbic acid = 176,13 ng/nmol 
Pipetted volume: used volume in the vial in µl 
Dilution - at 1:10 dilution factor = 10.  

Total polyphenols analysis 

 For the determination of polyphenols a modified version of the Folin-
Ciocalteu method was used. Polyphenols in plant extracts react with specific 
redox reagents (Folin-Ciocalteu reagent) to form a blue complex that can be 
quantified by visible-light spectrophotometry [14].  

0,5 ml of sample, was pipette in a 10 ml volumetric flask, which 
contained 0.5 ml Folin-Ciocalteu solution, 5 ml ultra-pure water and 1,5 ml 
sodium carbonate solution (20%), the flask was filled up to the mark with 
ultrapure water. The volumetric flasks samples were left 90 de minutes and 
where then measure at 765 nm using the Spectrophotometer UV/VIS Lambda 
25 from Perkin Elmer. Measurements were compared to a calibration curve of 
Gallic acid (25, 50, 100, 250, 500 ppm), and the results were expressed as Gallic 
acid equivalents. All samples where done in triplicate.  
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IDENTIFICATION AND CLASSIFICATION OF WHISKEY ALCOHOLIC 
DRINKS USING MASS SPECTROMETRY AND 

CHEMOMETRIC TOOLS 

RAZVAN PODEAa, MONICA CULEAb, RAMONA BLEIZIFFERb, 
SONIA SUVARb, PAULA PODEAa,* 

ABSTRACT. Adulteration of alcoholic drinks is often common, due to the 
products high prices and large commercialization. Using Mass Spectrometry 
and a Multi-Variate Statistical Package soft with PCA analysis application, 
whiskey from different sources was identified and compared in order to create 
a successfully method for identification possible adulterants. For PCA analysis 
the m/z abundance values (obtained from fingerprints mass spectra) were 
used. The results showed that the complex spectrum is a good chemical 
fingerprint of whiskey sample, indicating its origin and type and facilitate a 
good differentiation of different samples. By classification the models obtained 
for all whiskey samples, a method for adulterants detection was created.  

Keywords: whiskey, GC-MS, PCA analysis, spectrum fingerprint. 

INTRODUCTION 

Whiskey is a high quality alcoholic beverage obtained by the distillation 
of spirits from various cereals. Scotch wihskey is the one produced from barley 
malt in Scotland and matured for three years in oak casks1 and American 
whiskey is made from a corn steep, rye and some malt barley and aged in new 
oak barrels burned inside for at least two years. There are also blended 
whiskey which is obtained by a mixture of several varieties of whiskey, often 
more than 30, to get the same uniform taste always which has moderate 
quality2. The flavours and the signiatures of different types whiskey are the 
product of manufacturing process, period of fermentation processes, distillation 
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and aging3. The natural process of aging for at least two years in oak barrels, 
will change the odor, flavor and color of whiskey. The chemical profile of 
whiskey is a complex range of flavor compounds of which the most important 
are carbonyl compounds, alcohols, carboxylic acids and their esters, sulfur and 
nitrogen compounds (pyridine, pyrazine), polyphenolic compounds, terpenes, 
and fatty esters.4,5 Phenolic acids are extracted in oak whiskey, and their 
concentration can be influenced by the time that was in contact with wood6.  

Determination of authenticity of food products and also identification of 
the origin of food products is an important aspect in food quality control. 
Adulteration of alcoholic drinks is often common, due to the products high 
prices and large commercialization. Being an expensive alcoholic liquor, 
whiskey is often exposed to adulteration. The certification of authencity of 
whiskies is the main interest of producers, dealears and consumers. To prove 
the authencity and origin of whiskey different methods have been reported. 
Some of them are using gas chromatography (GC) for determination of the 
mixture of flavouring compunds or for analysis of isotopic ratio1 of 13C and 12C 
and furfural and 5-hydroxymethyl-2- furaldehyde ratio as whisky markers7. 
Analysis of the tracing metals is also considered an indicator of whiskey’s 
authencity.8 Several GC-MS methods were used to analyze the volatiles 
profile in whiskey.9,10,11,12 ESI-MS methods with direct injection of samples 
coupled with chemometric analysis have been shown as an efficient 
technique for determination of authencity of whiskies.13,14 Whiskey has a 
complex variety of compounds and is a good matrix to use multivariate 
techniques, such as Principal Component Analysis (PCA). Different programs 
used in chemometric analysis were used together with analytical methods to 
group or to identify adulteration of whiskey sample15.  

In this study whiskey from different sources was classified and 
compared using a new Gas-Cromatography-Mass Spectrometry method 
coupled with a Multi-Variate Statistical Package soft with PCA analysis 
application, in order to create a rapid and efficient method for identification 
of possible adulterants by mixing alcoholic beverages. 

RESULTS AND DISCUSSION 

Four types of authentic samples of whiskey commercialized in 
Romania: (Jack Daniel’s, (whi5), Ballantine’s (whi6), Jim Beam (whi7) and 
Johnnie Walker (whi8)) were liquid-liquid extracted and analyzed. Another 
two samples of blended whiskey obtained by mixing Jack Daniel’s and 
Ballantine’s (1:1, v/v), (whi 5.6) and Jack Daniel’s, Ballantine’s, Jim Beam 
(2:1:1, v/v/v), (whi5,6,7) were extracted and analyzed. The whiskey extracts 
were analyzed by GC-MS to obtain the reconstituted chromatograms. Using 
the soft provided by the MS instrument, a fingerprint mass spectrum for the all 
analyzed samples was obtained by summing up the mass spectra taken 
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every minute from 5 minutes up to 30 minutes. The obtained complex mass 
spectrum will be named fingerprint and the corresponding abundances m/z 
will be variables that will differentiate the samples. In Figure 1 the 
reconstructed chromatogram are shown for the Jack Daniel's whiskey extract, 
beside the fingerprint mass spectrum. This is a very complex chromatogram, 
more than 100 components being detected. Similarities between the samples 
are observed also in fingerprints. All whiskies fingerprints display 67 common 
ions. The most important are 53, 55, 57, 61, 83, 84, 85, 88, 91, 97, 101, 127, 
129 and 143 m/z, with variable intensities, which can be considered diagnostic 
ions for whiskey. Fingerprints of different whiskey sources display also some 
individual variation. For example, Jack Daniel’s ion of m/z 88 is the most 
intense and some others are unique ions (m/z 149, 165, 191, 208, 298); 
Ballantine’s most intense ion is m/z 55, while the ion of m/z 88 appearing in 
fingerprint has a weak intensity. Ballentine’s fingerprint has also some 
characteristic ions of m/z like 138, 162, 274; the intense ion of Jim Beam 
whiskey is m/z 55, but also ion of m/z 88 has a high intensity. Johnnie 
Walker whiskey fingerprint has ion of m/z 55 of highest intensity and some 
unique ions of m/z like 242 and 267. All authentic samples fingerprints 
possessed many common ions which are valuable for stabilize a common 
chemical label of whiskey. The used method demonstrates that is possible 
to identify common ions of samples and also different variables in samples.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Reconstructed chromatograms for extract of Jack Daniel's whiskey 
beside the fingerprint mass spectrum 
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Validation of analytical method 

For validation of the analytical method three samples from the same 
Jack Daniel’s whiskey extract were analysed: whi5, whi5.1 and whi5.2 by GC-
MS. For each mass spectrum fingerprint obtained, abundance fragments m/z 
were collected. To calculate the reproducibility, the fingerprint spectra 
abundances were compared for all three injections. Calculating standard 
deviation (SD) and relative standard deviation (RSD) in each of the three 
injections of the same extract (whi5), an average standard deviation (0.82) and 
an average relative standard deviation (9.09) were obtained. These values 
indicate a medium reproducibility, but given the large number of variables can 
be considered as acceptable. Further, the collected data were statistically 
interpreted.  

Statistical analysis of data 

The correlation of multiple mass spectra is simplified by using 
multivariate statistical techniques and is essential due to the large number 
of variables. The principal component analysis subtracted the extension of 
data set of highly correlated variables, so the number of variables will be 
reduced by constructing a new set of coordinates15. 

PCA variable loadings
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Figure 2. The graphical representation of the two main components obtained by the 67 
variables (values m/z from fingerprint mass spectrum) for three samples of Jack Daniel's 
(whi5; whi5.1; whi5.2), Ballantine's (whi6), Jim Beam (whi7), and Johnnie Walker (whi8). 

The PCA analysis variables are abundances of fragments (m/z) from 
mass spectrum fingerprint obtained by summing the abundances of ions from 
mass spectra obtained every minute. PCA method search for correlations 
between abundances values of m/z and extract linear combinations of the 
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nearest abundance (major components) which define the difference between 
samples. To construct the complex matrix, 67 variables (the percentage values 
of reports m/z spectra fingerprint) were considered. Following the interpretation 
of the results obtained by mass spectrometry using the MVSP soft with PCA 
analysis application, the resulting graphs, obtained from analysis of three 
injections of whiskey Jack Daniel's (whi5; whi5.1; whi5.2) layout very close to 
each other, which prove that the method is reproducible. Also the representation 
graph for all four types of whiskey shows that samples can be differentiated 
(Figure 3). 
 

UPGMA
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whi8 

96 80 64 48 32 16 0

 
 

Figure 3. The dendogram obtained by measuring the Euclidean distances for the 
four extracts of whiskey Jack Daniel's (whi5), Ballantine's (whi6), Jim Beam (whi7), 

Johnnie Walker (whi8) based on the values of m/z from fingerprint mass spectra  

          
Figure 4. The graphical representation of the two main components obtained by the 67 

variables (the percentage values of reports m/z from fingerprint mass spectrum) for 
extracts of Jack Daniel's (whi5), Ballantine's (whi6) and mixtures of the two in equal 

proportions (whi5.6 ). 
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The cluster analysis shows us the degree of relatedness by the m/z 
values from mass spectra fingerprint. This similarity of samples can be 
attributed to their different origins: Jack Daniel's (whi5) and Jim Beam (whi7) 
comes from the US (Bourbon) and Ballantine's (whi6) and Johnnie Walker 
(whi8) come from Scotland (Scotch). 

Figure 5. The graphical representation of the two main components obtained by the 67 
variables (the percentage values of reports m/z from fingerprint mass spectrum) for 
extracts of Jack Daniel's (whi5), Ballantine's (whi6), Jim Beam (whi7) mixture Jack 

Daniel's 50% Ballantine's 50% + (whi5.6) and 50% mixture Jack Daniel's (whi5), 25% 
Ballantine's (whi6) and 25% Jim Beam (whi7): (whi5.6.7) 

The analysis of the main components from mixtures obtained by 
combining samples of whiskey, shows that samples can be differentiated from 
the originals from which they are derived using this fingerprint obtained by 
mass spectrometry. The described developed method can be successfully 
used to detect a mixture or a fake made by mixing two or three original drinks. 
(Figure 4-5) 

CONCLUSIONS 

The obtained results showed that the recorded complex spectrum is a 
good chemical fingerprint of whiskey sample and facilitate a good diferentiation 
of whiskey samples in terms of origin and type. By classification models 
obtained for all whiskey samples, a method for adulterants detection was 
created. The proposed method can be applied successfully to identify the 
origin of alcoholic beverages and by creating a database it is possible to 
detect forgeries drinks.  
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EXPERIMENTAL SECTION 

Materials and methods 

Samples of whiskey 

Original Jack Daniel’s, Ballantine’s, Jim Beam, and Johnnie Walker 
were purchased from a liquor store from Romanian. The blended whiskey was 
obtained by mixing of 50% original Jack Daniel’s and 50% original Ballantine’s 
whiskey and other blended combining 50% original Jack Daniel’s, 25% 
original Ballantine’s, 25% original Jim Beam. 

 Method of extraction 

Whiskey samples were liquid-liquid extracted. As extraction solvent, 
a mixture of ethyl acetate: n-hexane: dichloromethane (5:1:1, v/v/v) was 
used. 20 mL sample of whiskey were extracted with 1 mL of solvent mixture 
and analyzed by GC-MC. 

General experimental procedure 

The GC-MS analysis were done using a GC-MS Hewlett Packard 
5890 (EI mode) using Rtx-5MS capillary column, 30 m  0.25 mm, 0.25 µm 
film thickness, using a temperature program from 50 oC, 2 min, 3oC /min at 
180oC, 30oC /min at 220oC, then 220 oC, for 5 min. The flow rate of helium, the 
carrier gas was 1 mL/min. The injector, interface, ions source and quadrupole 
are operated at 250°C, 280°C, 200°C and 100°C. The mass spectrometer was 
used in electron impact mode; electron energy of 70 eV and electron emission 
300μA. 2μL of each extract of whiskey (whi5,6,7 or 8) were injected into the 
GC-MS to yield for each of them the reconstituted one chromatogram. Using 
the mass spetrometer soft fingerprints mass spectra for the comparison 
sample were obtained by summing up the mass spectra taken every minute 
from 5 minutes up to 30 minutes.  

Statistical analysis of data  

To classify the whisky samples, the obtained mass spectra were 
converted in samples chemical fingerprints, which were interpreted and 
compared using a Multi-Variate Statistical Package (MVSP) soft with PCA 
analysis application. MVSP is an easy to use program that performs a number 
of multivariate numerical analyses. It can also perform cluster analysis, with 23 
different distance and similarity measures and seven clustering strategies.16 
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